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ABSTRACT

Aerosol cooling in the shortwave reduces tropical cyclone (TC) potential

intensity (PI) more strongly, by about a factor of two per degree sea surface

temperature change, than greenhouse gas warming increases it. This study

analyzes single-forcing and historical experiments from the Fifth Coupled

Model Intercomparison Project with the goal of a deeper understanding of

the physical mechanisms behind this difference. Latent heat flux is used as a

proxy for PI, allowing interpretation of PI changes using the surface energy

budget. Offline calculations with radiative kernels allow us to estimate what

fractions of the surface radiative flux changes can be considered feedbacks

due to temperature and water vapor changes. Calculations are carried out

for the tropical oceans of each hemisphere (e.g., 0-30N), during the relevant

TC seasons. The greater effect of aerosol forcing occurs because shortwave

forcing has a greater impact on latent heat flux — and thus also on PI — than

does longwave, primarily because of the differences in the direct, temperature-

independent component of the surface energy budget response. This result is

familiar from prior work on the response of precipitation to radiative forcing,

and the essence of the interpretation is similar to that here for PI. We consider

only the tropical and seasonal means when studying PI, however, whereas pre-

cipitation and the surface energy budget are straightforwardly related only in

the global mean. Surface and top-of-atmosphere radiative flux changes with

temperature in the two cases (tropical seasonal vs. global annual means) show

some quantitatively substantial differences.
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1. Introduction33

This study addresses the effects of different radiative forcing agents on the potential intensity34

(PI) of tropical cyclones (TCs). PI is a theoretically-derived quantity (Emanuel 1986, 1995; Bister35

and Emanuel 1998) that has been shown, with some caveats, to provide a useful upper bound to36

the actual intensities that TCs can achieve under given environmental conditions (e.g., Bryan and37

Rotunno 2009a,b). PI also exerts a control on the average intensity of actual TCs even though most38

do not reach their PI (Emanuel 2000; Wing et al. 2007) (and some may exceed it, e.g., Persing39

and Montgomery 2003; Hausman et al. 2006; Bryan and Rotunno 2009b; Wang et al. 2014), so40

that understanding radiative forcing of PI is relevant to understanding how radiative forcing affects41

actual TC intensities.42

Several studies have pointed out that the cooling effect of aerosols should reduce PI, TC activity,43

or both, either over the Atlantic (Mann and Emanuel 2006; Booth et al. 2012; Dunstone et al. 2013;44

Ting et al. 2015) or globally (Sobel et al. 2016). Inspired by the results of Ting et al. (2015) for45

the North Atlantic, Sobel et al. (2016) showed that in simulations from the Fifth Coupled Model46

Intercomparison Project (CMIP5) of the historical period, considering single-forcing (greenhouse47

gas-only or aerosol-only) experiments as well as those with all natural and anthropogenic forcings,48

aerosol-only effects were nearly equal and opposite to greenhouse gas-only effects over most of the49

historical period, so that the net change in PI in the all-forcing experiments (where both forcings50

are present, and apparently behave approximately linearly) was small — at least until the most51

recent couple of decades, when greenhouse gas forcing begins to dominate. This is the case even52

though the greenhouse gas forcing is substantially larger in absolute terms (i.e., in W m−2) over53

the entire period, so that the climate warms continuously. Sobel et al. (2016) interpreted this in54

light of the results of Emanuel and Sobel (2013), who showed in idealized single-column model55
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(SCM) calculations that imposed changes in the solar constant induce larger changes in PI and56

precipitation, by approximately a factor of two, than changes in greenhouse gas forcing, when57

both are measured per degree of sea surface temperature (SST) change. Assuming that the SCM58

calculations qualitatively represent the physics of the much more comprehensive CMIP5 models59

well enough for this problem, that solar constant changes are an adequate proxy for aerosol forcing,60

and that the greenhouse gas forcing exceeds the aerosol forcing in the CMIP5 models by something61

like a factor of two, the results of Sobel et al. (2016) appear to be broadly consistent with those62

of Emanuel and Sobel (2013). The physical reasons for the factor of two difference between the63

impacts of shortwave and longwave forcing on PI, however, remain less than thoroughly explained.64

In this study, we analyze the same CMIP5 single-forcing experiments in greater detail, with the65

goal of further clarifying these physical reasons.66

Our analysis is closely related to recent studies of the global hydrological cycle. Greenhouse gas67

warming accelerates the earth’s hydrologic cycle and aerosol cooling decelerates it. As in the case68

of PI, aerosols are about two to three times as effective in changing the hydrologic cycle per degree69

surface temperature change than are greenhouse gases (e.g., Feichter and Roeckner 2004; Liepert70

and Previdi 2009); this is relevant, for example, to proposed solar radiation management schemes71

for ”geoengineering” (e.g., Bala et al. 2008). Some understanding of this difference has been72

gained by separating changes in the global energy budget into “fast” or “temperature-independent”73

and “slow” or “temperature-dependent” components (e.g., Andrews et al. 2009, 2010; O’Gorman74

et al. 2012; Samset et al. 2016). The temperature-independent radiative effect of a given forcing75

agent at the top of the atmosphere (TOA), or at the surface, is the change in the TOA or surface76

radiative flux which would occur in the absence of any changes in the global mean surface tem-77

perature. In practice, the temperature-independent effect is often estimated as the change which78

occurs at the very beginning of a simulation in which the radiative forcing agent is switched on79
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abruptly, e.g., using a ”Gregory-type” approach (Gregory et al. 2004), or by running a simulation80

in which the forcing agent is introduced and SSTs are held fixed. The temperature-dependent ef-81

fect can be estimated as the change in radiative flux at equilibrium (or some other intermediate82

state in which there has been a finite temperature change) minus the temperature-independent ef-83

fect. The temperature-dependent effect depends not only on surface temperature, but also on state84

variables related to it such as atmospheric temperature and water vapor. These influence TOA85

and surface radiation through feedbacks that have been extensively defined and documented in the86

literature, such as the water vapor feedback and lapse rate feedback. Studies with single forcings87

(e.g., Andrews et al. 2009; Previdi 2010; O’Gorman et al. 2012) show that these temperature-88

dependent feedbacks are similar for different radiative forcings. The temperature-independent89

effects of shortwave and longwave forcings, on the other hand, are different, and these differences90

lead to the differences in the hydrologic cycle response.91

The different effects of shortwave and longwave forcings on the global hydrologic cycle can be92

understood either from the point of view of the tropospheric heat budget or the surface energy93

budget. In the global mean, over any time scale of interest for climate studies, the tropospheric94

heat budget requires that the vertically integrated radiative cooling of the atmosphere be balanced95

by the sum of latent heating due to water condensation and surface sensible heat flux. To the extent96

that sensible heat flux is small, then, the radiative cooling closely constrains precipitation (Allen97

and Ingram 2002).98

The surface energy budget, on the other hand, requires that the sum of surface latent and sensible99

heat fluxes balance net surface radiation. To the extent that the surface sensible heat flux is small,100

surface radiative fluxes constrain precipitation as well since precipitation and surface evaporation101

must balance in the global mean. While the global mean is essential to make the connection to102

precipitation, the balance in the surface energy budget itself is local. We show here that PI in the103
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tropics can be understood through similar local surface energy budget arguments, because changes104

in latent heat flux are good proxies for PI changes. Thus while our analysis bears considerable105

similarity to those in the hydrologic cycle literature, it differs in our focus on the tropics (that being106

possible because our arguments do not invoke any global balances), and in particular on individual107

hemispheres of the tropics during the seasons in which TCs are most active. This changes some of108

the results quantitatively, and in some respects even qualitatively, from those in the global mean,109

and we conclude our study with a direct comparison of tropical seasonal and global annual mean110

results.111

2. Models and data112

a. Models113

We consider here 11 CMIP5 models that have all the simulations and variables available that114

are necessary for our analysis. The names of the CMIP5 models, number of ensemble members115

and duration of each simulation are given in Table 1, and the simulations are described in Taylor116

et al. (2012). The historical simulations are forced with observed time-varying changes in all117

natural and anthropogenic forcings. The single forcing simulations that we consider are forced118

with greenhouse gases (GHG) only and aerosols only. The control simulation is the pre-industrial119

quasi-equilibrium simulation.120

The PI is calculated from monthly mean model data, following the definition of Bister and121

Emanuel (2002), using sea surface temperature, sea level pressure and profiles of temperature and122

humidity. The net radiative fluxes (shortwave and longwave) at the top of atmosphere and surface123

were calculated as the difference of the downwelling and upwelling fluxes (i.e. radiative fluxes are124

positive down), while the surface latent and sensible heat fluxes are positive up.125
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For all variables and models, the monthly climatology is defined by the 1861-1900 ensemble126

mean of each simulation category (historical, GHG-only or aerosol-only). The pre-industrial cli-127

matology is defined using 100 years (years 101-200) of one ensemble member of that simulation.128

The anomalies are calculated by subtracting the monthly climatological values for a given simu-129

lation from each of the individual ensemble members. The ensemble mean anomalies are defined130

as the mean of the anomalies over all ensemble members. Seasonal means are defined over the131

northern hemisphere peak TC season of August - October and the southern TC season of January132

- March. Area averages in each hemisphere are defined as 0-30N(S). The global means that are133

shown are also annual means.134

b. Radiative Kernels135

We compute surface radiative feedbacks due to temperature and water vapor changes in each136

simulation using the radiative kernel approach (Soden et al. 2008). Feedbacks are thus defined as137

fx =
∂R
∂x

dx
dTs
≡ Kx

dx
dTs

, (1)

where Kx is the radiative kernel quantifying the change in the surface radiation R due to an in-138

cremental change in the feedback variable x (either surface/atmospheric temperature or specific139

humidity), and dx and dTs are the changes in the feedback variable and the tropical mean SST140

over the course of the simulation. We employ the radiative kernels of Previdi (2010) and Previdi141

and Liepert (2012) that were computed using an offline version of the radiation code from the142

ECHAM5 general circulation model. The climate response dx is calculated in each simulation as143

the difference in the monthly climatology between the periods 1861-1900 and 1981-2005, and is144

regridded to the ECHAM5 grid in order to have the same dimensions as the radiative kernels. The145

tropical mean SST change is the change between the same two time periods. In the results that146
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follow, we present atmospheric temperature and water vapor feedbacks that have been vertically147

integrated from the surface to the tropopause, which is taken to be 100 hPa at the equator, increas-148

ing linearly to 300 hPa at the poles. These vertically-integrated feedbacks thus represent the net149

effect of tropospheric column temperature and water vapor changes on the surface radiation.150

It is worth noting that since the simulations we analyze include time-varying radiative forcing,151

and no fixed SST simulations are available for this set of CMIP5 experiments, we are unable to152

separate the total changes in tropospheric temperature and water vapor occurring in the simulations153

into fast and slow components. Thus, the tropospheric temperature and water vapor feedbacks that154

we consider include the effects of any adjustments in these variables that result from the imposed155

forcing over the course of the simulations.156

3. Results157

Fig. 1 shows multi-model mean time series of PI and SST for the northern hemisphere tropics158

from four sets of simulations: historical (all forcings), greenhouse gas-only, aerosol-only, and pre-159

industrial control. We see that the PI changes in the aerosol-only and greenhouse gas-only runs are160

approximately equal and opposite, while those in the historical runs — apart from the influence161

of several volcanoes, which appear as negative excursions lasting a few years — show little trend,162

at least until the last few decades. In SST, the increases in the greenhouse gas-only simulations163

clearly exceed in magnitude the decrease in the aerosol-only simulations by about a factor of164

two, and the historical simulations show an increasing trend over the whole 20th century, though165

disrupted somewhat by several volcanoes late in the century. These results show, consistently with166

Sobel et al. (2016) and Emanuel and Sobel (2013), that the aerosol influence on PI per degree SST167

change exceeds that of greenhouse gases by approximately a factor of two. Individual models, as168
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might be expected, produce noisier time series, and some range in their responses to the forcings169

(not shown), but do not overall change our impression derived from the multi-model mean.170

Fig. 2 shows scatter plots produced from the multi-model mean data, averaged in the same171

way as in Fig. 1; each point is a different time from the time series. Fig. 2a and 2b scatter172

SST against PI for August-September-October (ASO) and January-February-March (JFM), and173

show, as expected, a slope greater in the aerosol-only simulation than the greenhouse gas-only174

simulation, by about a factor of 2.5.175

Figs. 3a-b scatter PI against latent heat flux, and show that the relationships between these two176

variables are approximately the same for the aerosol-only and greenhouse gas-only experiments,177

unlike in the SST-PI case shown in Fig. 2. According to theory, PI can be computed as a function178

of the thermal disequilibrium at the surface:179

V 2 =
Ts−To

To

Ck

CD
(k∗− k), (2)

where V is the PI, Ts is the SST, To is the outflow temperature, Ck and CD are bulk exchange coef-180

ficients for heat and momentum, and k∗ and k are the saturation moist enthalpy of the surface and181

the actual enthalpy of near-surface air respectively. Equation (2) comes from Bister and Emanuel182

(1998) and includes the effect of dissipative heating, so that the denominator contains To rather183

than Ts. To understand Fig. 3, however, it does not matter exactly what the factor multiplying the184

enthalpy difference is. We may simply write185

V 2 = c(k∗− k) (3)

where186

c =
Ts−To

To

Ck

CD
,

and imagine that changes in SST, outflow temperature, and the exchange coefficients with climate187

are small, so that c is approximately constant. In that case, PI changes should be controlled by188
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air-sea disequilibrium changes. Further, if surface wind speed changes are also small, then air-189

sea disequilibrium changes should be proportional to surface turbulent heat flux changes, since190

those also are proportional to air-sea disequilibrium. If the dominant contribution to the enthalpy191

difference k∗− k is the latent component, lv(q∗− q), with q specific humidity and lv enthalpy of192

vaporization, with the component related to the temperature difference being small, or the two193

components can be considered to be proportional to one another, then we can write the latent heat194

flux E as195

E ≈ d(k∗− k)

where the coefficient d contains the surface wind speed as well as an exchange coefficient. Thus196

if the wind speed can also be assumed constant, we can write197

V 2 ≈ γE, (4)

where γ = c/d. If we consider small perturbations, as in Fig. 3, we can linearize (4) to obtain198

E ′ ≈ 2E
V

V ′, (5)

where V ′ and E ′ are the perturbations about basic state values V and E, and we have eliminated γ199

by noting that γ =V 2
/E.200

The linear relationships and similar slopes in the aerosol-only and greenhouse gas-only exper-201

iments suggest that the assumptions used to arrive at (5) are valid to a degree of approximation202

good enough to be useful for our purpose. We can go one step further, though, and compare the203

slope itself to the theoretical prediction. The slopes in Fig. 3a are around 2 W m−3 s (or W m−2
204

per m s−1), consistent with mean values E/V ≈ 1W m−3 s. This is somewhat consistent with the205

mean values of latent heat flux and PI computed from the CMIP5 data, but not precisely so. Do-206

main average values in our northern hemisphere tropical averaging region are 67.4 m s−1 for PI207
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and 109.3 W m−2 for latent heat flux, and 57.9 m s−1 and 116.6 W m−2 in the southern hemi-208

sphere tropics, giving ratios E/V around a factor of two larger than our analysis based on Fig. 3a209

suggests. We suspect this quantitative difference is due to averaging within the large areas over210

different locations where both PI and surface wind speed vary. We have not attempted to diagnose211

this further.212

Analyses of the SST-PI and latent heat flux-PI slopes from the individual models (Fig. 4) further213

show that the GHG vs. aerosol differences in the former case are much larger and more consistent214

than those in the latter. The relationship between latent heat flux and PI is similar across sim-215

ulations with different forcings, whereas the relationship between SST and PI shows consistent216

differences between GHG- and aerosol-forced simulations, differences which are our subject here.217

Considering this and the evidence from Fig. 3, combined with the qualitative agreement with the-218

ory, we conclude that it is valid to use the latent heat flux as a proxy for PI for the purpose of219

explaining the difference in the response of PI to aerosols and greenhouse gases. If we can explain220

the different relationships between latent heat flux and SST between the aerosol-only and green-221

house gas-only experiments, then, we can take that to be an adequate explanation of the different222

relationships between PI and SST as well.223

The neglect of surface wind speed changes is a caveat on the theoretical interpretation, given224

that such changes induce larger changes in PI for a given SST change than do surface radiative225

flux changes (Emanuel and Sobel 2013). But the empirical relationship between latent heat flux226

and PI on its own justifies using latent heat flux, and thus the surface energy budget overall, to227

interpret PI responses to radiative forcing, even if the simple theory above does not explain the228

relationship quantitatively. To the extent that surface wind speeds may change, we can think of229

PI changes as having a component due to radiative forcings and another component due to wind230

speed. Our study here aims to explain only the former.231
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Figs. 5a-h show analogous scatter plots of terms in the surface energy budget — latent heat232

flux, sensible heat flux, longwave radiative flux, and shortwave radiative flux — vs. SST, for both233

the northern and southern hemisphere tropics in the respective TC seasons. The conventions are234

such that the latent and sensible heat fluxes are defined positive up, while the radiative fluxes are235

defined positive down. Thus in perfect energy balance, the sum of sensible and latent fluxes would236

equal the sum of the radiative fluxes. The slopes derived from linear regression do not balance237

in this way; there is an imbalance of ∼ 1.1W m−2 K−1 for the GHG case and 0.9W m−2 K−1
238

for the aerosol case in the northern hemisphere for ASO, with the corresponding numbers being239

0.6 and 2.2 W m−2 K−1 for the southern hemisphere in JFM . This may be due to changes in the240

seasonal cycle - as these are seasonal rather than annual means (e.g., Sobel and Camargo 2011)241

or changes in ocean heat transport, or imprecision resulting from the regression analysis. In any242

case, however, the substantial difference in the latent heat flux – SST relationship between the243

aerosol and greenhouse gas experiments is well explained qualitatively, and to a reasonable extent244

even quantitatively, by the difference in the radiative terms in those experiments. Summing the245

slopes from the radiative terms gives ∼ 7W m−2 K−1 for the aerosol vs. 2.5W m−2 K−1 for the246

GHG experiments, while the sum of the latent and sensible heat flux slopes is ∼ 5W m−2 K−1
247

for the aerosol vs. ∼ 1.5W m−2 K−1 for the GHG experiment. A similar degree of agreement is248

obtained for the historical experiments as well, though the scatter is greater and there is much more249

cancellation between the two radiative terms. This is roughly consistent with our expectation that250

the historical experiments can be thought of as a linear sum of the aerosol and GHG experiments.251

Focusing on the difference between the aerosol and GHG results, we see that the longwave flux252

into the ocean increases slightly more slowly with SST for the aerosol than the GHG forcing in253

the northern hemisphere (though not the southern). The difference in the shortwave is much more254

dramatic, with the shortwave flux into the ocean increasing strongly with SST for the aerosol255
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experiment while it decreases weakly in the GHG experiment, perhaps due to increased shortwave256

absorption by water vapor.257

Fig. 6 shows feedbacks computed from the radiative kernels from the ensemble means of the258

three sets of experiments, labeled as in the previous figures. Each of the first three columns shows259

the changes in surface radiative fluxes — longwave, shortwave, and net or the sum of shortwave260

and longwave (top, middle, and bottom rows respectively) — computed from the changes in a261

single input variable. The first column shows changes due to surface temperature only, while262

the second and third show changes due to atmospheric temperature and humidity changes only.263

The last column shows the sum of all three components, giving the kernels estimates of the total264

changes in surface radiative fluxes resulting from temperature and water vapor changes.265

In Fig. 7 we separate the direct response to radiative forcing agents (greenhouse gases and266

aerosols) from the feedbacks that result from changes to the climate via surface temperature, at-267

mospheric temperature and atmospheric humidity, using the kernel calculations shown in Fig. 6 to268

estimate the feedbacks. All quantities shown are values from the late historical period (1981-2005)269

minus those in the early historical period (1861-1900). Each diamond-shaped symbol indicates270

changes in SST (horizontal axis) and net latent plus sensible heat flux (vertical axis) for a single271

model, with colors indicating different experiments as above. The slopes of the lines connecting272

these multi-model means (solid diamonds) to the origin can be interpreted similarly to the slopes273

of the scatter plots in Fig. 5. The circles indicate what the changes in latent plus sensible heat flux274

would be if they were assumed to be equal and opposite to the radiative flux changes inferred from275

the kernels. That is, we assume in this figure both that the kernels accurately capture the feedbacks276

due to temperature and humidity changes and that the ocean mixed layer is in equilibrium so that277

the changes in radiative fluxes are exactly balanced by changes in turbulent fluxes. Under these278
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assumptions, the differences between the circles and the diamonds represent the direct effects of279

the radiative forcings.280

We see from Fig. 7 that not only are the changes in surface turbulent heat fluxes per degree SST281

change considerably larger for aerosol-only than greenhouse gas-only experiments, but even more282

so, the components of those changes that we infer to be directly radiatively forced — the difference283

between the total and the feedback, diamond minus circle — is as well. The feedbacks, on the other284

hand — apparent here as the slopes of the lines connecting the circles to the origin — are similar285

between the multi-model means of the greenhouse gas-only and aerosol-only experiments, at least286

in the northern hemisphere. (In the southern hemisphere, the feedbacks in the aerosol case are287

mostly consistent with those in the greenhouse gas case, but the multi-model mean is strongly288

influenced by one extreme outlier.) We interpret the directly forced change as being required by289

the need for the surface turbulent heat flux to balance the surface radiative flux change that results290

from the aerosols or greenhouse gases alone; this is referred to as the temperature independent291

component of the climate response in many studies of the global hydrologic cycle (Andrews et292

al. 2009, O’Gorman et al. 2012). That this component is larger for shortwave (aerosol) than293

longwave (greenhouse gas) forcings is consistent with those studies, as is the similarity in the294

temperature-dependent feedbacks, though these prior studies consider global and annual means295

while we consider changes over the tropical oceans of single hemispheres in single seasons.296

To make a closer connection to the literature on the global hydrologic cycle, Figs. 8 and 9 are297

analogous to Figs. 5 and 7 except that they show global and annual means.298

The results in Figs. 8 and 9 bear some qualitative similarity to those in Figs. 5 and 7, particularly299

in that the total turbulent flux changes per degree SST are larger for aerosol than greenhouse gas300

forcing. They are quantitatively different, however. Comparing the scatter plots of latent heat flux301

vs. SST, the ratio of the slope in the aerosol case to that in the greenhouse gas case is similar302
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in the tropics and globally, on the order of a factor of two in both cases, but both slopes are303

substantially larger — again by factors between two and three — in the tropical case vs. the304

global mean. Examination of the radiative fluxes indicates this to be largely a consequence of305

much larger changes in the tropics than globally, both in the longwave and shortwave. In the306

case of the shortwave, the differences in the aerosol and greenhouse gas cases between the tropics307

and globally are not individually as large as are the changes in the longwave, but the difference308

between the aerosol and greenhouse gas changes is again larger by about a factor of two in the309

tropics than globally.310

Finally, in the interest of understanding the similarities and differences between the global and311

tropical responses to different radiative forcing agents further, Fig. 10 shows changes in the TOA312

radiative fluxes, in the same format as figs. 5 and 8, both for the tropics and globally. As above,313

our sign convention is that all fluxes are positive down.314

Fig. 10e shows that in the aerosol experiments, TOA infrared decreases with SST in the global315

mean, consistent with dominance of the Planck and lapse rate feedbacks over the increasing green-316

house effect associated with increasing water vapor. Net TOA radiation increases slightly with317

SST, consistent with the SST changes being radiatively forced, due to shortwave TOA flux in-318

creases slightly exceeding longwave decreases. This is true as well, though with quantitatively319

smaller slopes for both longwave and shortwave, in the greenhouse gas experiments (Fig. 10e,f):320

longwave flux decreases with SST while shortwave increases slightly more. That the net TOA321

longwave change is negative even in these experiments, where increases in greenhouse gas con-322

centrations are unquestionably the ultimate cause of the warming, may seem counterintuitive, but323

has been explained previously (Trenberth and Fasullo 2009; Donohoe et al. 2014).324

Comparing Figs. 10a and 10c with 10e, in the aerosol case we see much greater scatter in the325

tropics than globally, and in the northern hemisphere, a much smaller slope, suggesting that the326
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water vapor feedback is more competitive with the Planck and lapse rate feedbacks in that case. In327

the greenhouse gas experiments, the slopes become clearly positive in the tropics; the water vapor328

feedback combined with the direct radiative forcing from increasing greenhouse gases dominates.329

In the shortwave, tropical and global results (Figs. 10b, 10d compared with 10f) show less distinct330

differences apart from greater scatter in the tropics.331

4. Comment on temperature dependence332

The CMIP5 results here and in Sobel et al. (2016) appear at first glance consistent with those333

of Emanuel and Sobel (2013) in that shortwave forcing has a greater influence than longwave334

forcing on PI per degree SST change. However, close inspection of Fig. 2 in Emanuel and Sobel335

(2013) shows that, in their radiative-convective equilibrium calculations, the difference emerges336

only around an SST of around 29◦C, higher than the mean values over the regions of interest337

here. We expect the difference between shortwave and longwave forcings to become greater at338

sufficiently high SST, since at sufficiently high SST the net surface longwave flux will approach339

zero as the atmospheric boundary layer becomes very opaque in the longwave while the SST and340

near-surface atmospheric temperatures are nearly equal. Then further increases in greenhouse341

gases will have no effect at the surface, and all temperature-dependent longwave feedbacks will342

approximately vanish there for any forced climate change, while changes in shortwave will still343

have a substantial temperature-independent effect (though muted somewhat by absorption in the344

troposphere). This is seen in simulations of precipitation changes in response to changes in tro-345

pospheric longwave opacity (representing concentrations of all greenhouse gases including water346

vapor) over a wide range of climates in an intermediate complexity global model (O’Gorman and347

Schneider 2008), where precipitation increases with global mean surface temperature saturate at348

high temperatures.349
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We interpret the greater sensitivity to aerosols than greenhouse gases in the CMIP5 simulations350

shown above as being due to qualitatively the same physics as occurs in the higher-temperature351

regime in Emanuel and Sobel (2013) and (with the caveat again that ours are tropical rather than352

global results, making quantitative comparison more difficult) O’Gorman and Schneider (2008).353

Although the difference is manifest at lower SST here than in Emanuel and Sobel (2013), the354

precise SST at which it should emerge is expected to depend on the details of radiative transfer355

in both the longwave and shortwave (the latter since shortwave absorption is not negligible) and356

how both scale with surface temperature. These may differ in different models and experimental357

designs, all of which are substantially different between the studies described in this section. More358

detailed study of the surface energy budget’s different responses to warming as they depend on359

these details would be valuable.360

5. Conclusions361

We have analyzed single-forcing and historical CMIP5 experiments in order to understand the362

greater influence of aerosols compared to greenhouse gases on the potential intensity (PI) of trop-363

ical cyclones (TCs). We analyzed sea surface temperature (SST), PI, and terms in the surface364

energy budget over the tropical ocean regions and seasons most conducive to TCs. Our primary365

conclusions are as follows:366

1. The variation of latent heat flux with PI is quantitatively similar between aerosol-only and367

greenhouse gas-only experiments, whereas both PI and latent heat flux vary more strongly368

with SST, by a factor of two or more, in aerosol-only experiments than in greenhouse gas-369

only experiments. Thus latent heat flux can be used as a proxy for PI, as we expect from370

theory if wind speed changes are small. This allows us to use the surface energy budget to371

understand PI changes.372
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2. Aerosols have a stronger influence than greenhouse gases because they act primarily in the373

shortwave part of the electromagnetic spectrum while greenhouse gases act in the longwave.374

3. Calculations with offline radiative kernels indicate that the temperature-dependent feedbacks375

resulting from both temperature and humidity changes are similar between aerosol-only and376

greenhouse gas-only experiments. This is true in both the longwave and shortwave. Thus the377

difference between aerosol and greenhouse gas forcings is due to the difference in the direct,378

temperature-independent effects of the radiative forcing agents themselves.379

4. Our results are in most respects qualitatively similar to those from prior studies on the global380

hydrological cycle. Our analysis differs from those prior ones, however, in that we analyze381

means over the tropics of a single hemisphere in a single season, as opposed to the global382

and annual means used in most studies of the hydrologic cycle. Precipitation can be straight-383

forwardly related to radiative quantities only in the global mean, whereas the relationship384

between latent heat flux and PI, and between latent heat flux and the other terms in the sur-385

face energy budget, is local as long as the ocean mixed layer is in an appropriately defined386

equilibrium on the time scales of interest. Comparison of tropical seasonal results to global387

annual results for the same CMIP5 experiments, at both the surface and top of atmosphere,388

shows a number of quantitative differences and even some qualitative ones. As an example,389

while the net top of atmosphere longwave radiation decreases with SST globally in the GHG390

experiments (so that the warming is driven by shortwave radiation changes despite the ulti-391

mate cause being greenhouse gases, as found by prior studies), it increases with SST in the392

tropics.393

5. Results from historical simulations containing all natural and anthropogenic forcings are com-394

plex, with greater scatter in the relationships between the different quantities analyzed here,395
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and in some respects not obviously predictable a priori from the single-forcing experiments.396

In general they resemble the greenhouse gas-only experiments more than the aerosol-only ex-397

periments, as perhaps might be expected since the greenhouse gas forcing is generally larger398

than the aerosol forcing over the period simulated. The latent heat flux and PI changes, how-399

ever, are smaller than in the single-forcing experiments, due to the cancellation between the400

forcings that motivated this study.401
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TABLE 1. CMIP5 models acronyms, number of ensembles and each simulations and period of the simulations

used in our analysis. Information on the CMIP5 models and simulations can be found in Taylor et al. (2012).

The periods of the historical, GHG and aerosols simulations are the same for each model. The climatologies are

based on the ensemble mean 1861-1900 average, for the historical, GHG and aerosols simulations and 100 years

for the pre-industrial simulations (years 101-200).

487

488

489

490

491

Model Period Historical GHG Aerosols Years Pre-Industrial

CanESM2 1850-2005 5 5 5 996 1

CCSM4 1850-2005 6 3 6 501 1

CESM1-CAM5 1850-2005 3 3 3 319 1

CSIRO-Mk3.6.0 1850-2005 10 5 5 500 1

FGOALS-g2 1850-2005 5 1 1 700 1

GFDL-CM3 1860-2005 5 3 3 500 1

GFDL-ESM2M 1861-2005 1 1 1 500 1

GISS-E2-H 1850-2005 10 5 10 240 1

GISS-E2-R 1850-2005 16 5 10 300, 401, 401 3

IPSL-CM5A-LR 1850-2005 5 6 1 1000 1

NorESM1-M 1850-2005 3 1 1 501 1
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FIG. 1. Time series of multi-model mean potential intensity (a,b) and sea surface temperature (c,d) anomalies

in the northern hemisphere tropics (a,c) and southern hemisphere tropics (b,d). Greenhouse gas-only experiments

are in red, aerosol-only experiments in blue, and historical experiments in black.
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FIG. 7. Changes in net turbulent surface flux (diamonds) and the same quantity estimated from the kernel
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FIG. 9. Analogous to Fig. 7, but for the global and annual mean.
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(c) Longwave ToA - SH JFM
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(d) Shortwave ToA - SH JFM
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(e) Longwave ToA - Global
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(f) Shortwave ToA - Global

FIG. 10. Scatter plots of top-of-atmosphere radiative fluxes vs. SST for the NH (a,b) and SH (c,d) tropics and

the global and annual mean (e,f). Longwave fluxes are on left and shortwave on right.
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