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14—  
Pricing and Estimating

14.0—  
Introduction

With the complexities involved, it is not surprising that many business managers consider pricing an 
art. Having the right intelligence information on customer cost budgets and competitive pricing 
would certainly help. However, the reality is that whatever information is available to one bidder is 
generally available to the others. Even more important, intelligence sources are often unreliable. The 
only thing worse than missing information is wrong or misleading information. When it comes to 
competitive pricing, the old saying still applies: "Those who talk don't know; and those who know 
don't talk!" It is true, partially, that pricing remains an art. However, a disciplined approach certainly 
helps one to develop all the input for a rational pricing recommendation. A side benefit of using a 
disciplined management process is that it leads to the documentation of the many factors and 
assumptions involved at a later point in time. These can be compared and analyzed, contributing to 
the learning experiences that make up the managerial skills needed for effective business decisions.

Estimates are not blind luck. They are well -thought-out decisions based on either the best available 
information, some type of cost estimating relationship, or some type of cost model. Cost estimating 
relationships (CERs) are generally the output of cost models. Typical CERs might be:

• Mathematical equations based on regression analysis

• Cost–quantity relationships such as learning curves

• Cost–cost relationships

• Cost–noncost relationships based on physical characteristics, technical parameters, or performance 
characteristics
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14.1—  
Global Pricing Strategies

Specific pricing strategies must be developed for each individual situation. Frequently, however, one 
of two situations prevails when one is pursuing project acquisitions competitively. First, the new 
business opportunity may be a one-of-a-kind program with little or no follow-on potential, a 
situation classified as type I acquisition. Second, the new business opportunity may be an entry point 
to a larger follow-on or repeat business, or may represent a planned penetration into a new market. 
This acquisition is classified as type II.

Clearly, in each case, we have specific but different business objectives. The objective for type I 
acquisition is to win the program and execute it profitably and satisfactorily according to contractual 
agreements. The type II objective is often to win the program and perform well, thereby gaining a 
foothold in a new market segment or a new customer community in place of making a profit. 
Accordingly, each acquisition type has its own, unique pricing strategy, as summarized in Table 14–
1.

Comparing the two pricing strategies for the two global situations (as shown in Table 14–1) reveals 
a great deal of similarity for the first five points. The fundamental difference is that for a profitable 
new business acquisition the bid price is determined according to actual cost, whereas in a "must-
win" situation the price is determined by the market forces. It should be emphasized that one of the 
most crucial inputs in the pricing decision is the cost estimate of the proposed baseline. The design 
of this baseline to the minimum requirements should be started early, in accordance with well-
defined ground rules, cost models, and established cost targets. Too often the baseline design is 
performed in parallel with the proposal development. At the proposal stage it is too late to review 
and fine-tune the baseline for minimum cost. Also, such a late start does not allow much of an 
option for a final bid decision. Even if the price appears outside the competitive range, it makes little 
sense to terminate the proposal development. As all the resources have been sent anyway, one might 
just as well submit a bid in spite of the remote chance of winning.

Clearly, effective pricing begins a long time before proposal development. It starts with preliminary 
customer requirements, well-understood subtasks, and a top-down estimate with should-cost targets. 
This allows the functional organization to design a baseline to meet the customer requirements and 
cost targets, and gives management the time to review and redirect the design before the proposal is 
submitted. Furthermore, it gives management an early opportunity to assess the chances of winning 
during the acquisition cycle, at a point in time when additional resources can be allocated or the 
acquisition effort can be terminated before too many resources are committed to a hopeless effort.

The final pricing review session should be an integration and review of information already well 
known in its basic context. The process and management tools outlined here should help to provide 
the framework and discipline for deriving pricing decisions in an orderly and effective way.



   

 

Page 743

TABLE 14–1.  TWO GLOBAL PRICING STRATEGIES

Type I Acquisition: 
One-of-a-Kind Program with Little or No 
Follow -On Business

Type II Acquisition: 
New Program with Potential for Large 
Follow -On Business or Representing a 
Desired Penetration into New Markets

1. Develop cost model and estimating guidelines; 
design proposed project/program baseline for 
minimum cost, to minimum customer requirements.
2. Estimate cost realistically for minimum 
requirements.
3. Scrub the baseline. Squeeze out unnecessary costs.
4. Determine realistic minimum cost. Obtain 
commitment from performing organizations.
5. Adjust cost estimate for risks.
6. Add desired margins. Determine the price.
7. Compare price to customer budget and competitive 
cost information.
8. Bid only if price is within competitive range.

1. Design proposed project/program baseline 
compliant with customer requirements, with 
innovative features but minimum risks.
2. Estimate cost realistically.
3. Scrub baseline. Squeeze out unnecessary costs.
4. Determine realistic minimum cost. Obtain 
commitment from performing organizations.
5. Determine "should-cost" including risk 
adjustments.
6. Compare your final cost estimate to customer 
budget and the "most likely" winning price.
7. Determine the gross profit margin necessary for 
your winning proposal. This margin could be negative!
8. Decide whether the gross margin is acceptable 
according to the must-win desire.
9. Depending on the strength of your desire to win, bid 
the "most likely" winning price or lower.
10. If the bid price is below cost, it is often necessary 
to provide a detailed explanation to the customer of 
where the additional funding is coming from. The 
source could be company profits or sharing of related 
activities. In any case, a clear resource picture should 
be given to the customer to ensure cost credibility.

14.2—  
Types of Estimates

Projects can range from a feasibility study, through modification of existing facilities, to complete 
design, procurement, and construction of a large complex. Whatever the project may be, whether 
large or small, the estimate and type of information desired may differ radically.

The first type of estimate is an order-of-magnitude analysis, which is made without any detailed 
engineering data. The order-of-magnitude analysis may have an accuracy of ±35 percent within the 
scope of the project. This type of estimate may use past experience (not necessarily similar), scale 
factors, parametric curves or capacity estimates (i.e., $/# of product or $/KW electricity).



   

 

Next, there is the approximate estimate (or top-down estimate), which is also made without detailed engineering 
data, and may be accurate to ±15 percent. This type of estimate is prorated from previous projects that are similar 
in scope and capacity, and may be titled as estimating by analogy, parametric curves, rule of thumb, and indexed 
cost of similar activities adjusted for capacity and technology. In such a case, the estimator may say that this 
activity is 50 percent more difficult than a previous (i.e., reference) activity and requires 50 percent more time, 
man-hours, dollars, materials, and so on.

The definitive estimate, or grassroots buildup estimate, is prepared from well-defined engineering data including 
(as a minimum) vendor quotes, fairly complete plans, specifications, unit prices, and estimate to complete. The 
definitive estimate, also referred to as detailed estimating, has an accuracy of ±5 percent.

Another method for estimating is the use of learning curves. Learning curves are graphical representations of 
repetitive functions in which continuous operations will lead to a reduction in time, resources, and money. The 
theory behind learning curves is usually applied to manufacturing operations.

Each company may have a unique approach to estimating. However, for normal project management practices, 
Table 14–2 would suffice as a starting point.

Many companies try to standardize their estimating procedures by developing an estimating manual. The 
estimating manual is then used to price out the effort, perhaps as much as 90 percent. Estimating manuals usually 
give better estimates than industrial engineering standards because they include groups of tasks and take into 
consideration such items as downtime, cleanup time, lunch, and breaks. Table 14–3 shows the table of contents for 
a construction estimating manual.

Estimating manuals, as the name implies, provide estimates. The question, of course, is "How good are the 
estimates?" Most estimating manuals provide accuracy limitations by defining the type of estimates (shown in 
Table 14–3). Using Table 14–3, we can create Tables 14–4, 14–5, and 14–6, which illustrate the use of the 
estimating manual.

Not all companies can use estimating manuals. Estimating manuals work best for repetitive tasks or similar tasks 
that can use a previous estimate adjusted by a degree-of-difficulty factor. Activities such as R&D do not lend 
themselves to the use of estimating manuals other than for benchmark, repetitive laboratory tests. Proposal 
managers must carefully consider whether the estimating manual

TABLE 14–2.  STANDARD PROJECT ESTIMATING

Estimating Method Generic Type WBS Relationship Accuracy Time to Prepare

Parametric ROM* Top down –25% to +75% Days

Analogy Budget Top down –10% to +25% Weeks

Engineering (grass roots) Definitive Bottom up   –5% to +10% Months

*ROM = Rough order of magnitude.
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TABLE 14–3.  ESTIMATING MANUAL TABLE OF CONTENTS

Introduction 
   Purpose and types of estimates 
Major Estimating Tools 
   Cataloged equipment costs 
   Automated investment data system 
   Automated estimate system 
   Computerized methods and procedures 
Classes of Estimates 
   Definitive estimate  
   Capital cost estimate 
   Appropriation estimate 
   Feasibility estimate 
   Order of magnitude 
   Charts— estimate specifications quantity and pricing guidelines 
Data Required 
   Chart — comparing data required for preparation of classes of estimates 
Presentation Specifications 
   Estimate procedure— general 
   Estimate procedure for definitive estimate 
   Estimate procedure for capital cost estimate  
   Estimate procedure for appropriation estimate 
   Estimate procedure for feasibility estimate

is a viable approach. The literature abounds with examples of companies that have spent millions 
trying to develop estimating manuals for situations that just do not lend themselves to the approach.

During competitive bidding, it is important that the type of estimate be consistent with the 
customer's requirements. For in-house projects, the type of estimate can vary over the life cycle of a 
project:

• Conceptual stage: venture guidance or feasibility studies for the evaluation of future work. This 
estimating is often based on minimum-scope information.

• Planning stage: estimating for authorization of partial or full funds. These estimates are based on 
preliminary design and scope.

• Main stage: estimating for detailed work.

• Termination stage: reestimation for major scope changes or variances beyond the authorization 
range.

TABLE 14–4.  CLASSES OF ESTIMATES

Class Types Accuracy

I Definitive ±5%

II Capital cost ±10–15%

III Appropriation (with some capital cost) ±15–20%

IV Appropriation ±20–25%

V Feasibility ±25–35%

VI Order of magnitude > ± 35%
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TABLE 14–5.  CHECKLIST FOR WORK NORMALLY REQUIRED FOR THE VARIOUS 
CLASSES (I–VI) OF ESTIMATES

Item I II III IV V VI

1. Inquiry X X X X X X

2. Legibility X X X      
3. Copies X X        
4. Schedule X X X X    
5. Vendor inquiries X X X      
6. Subcontract packages X X        
7. Listing X X X X X  
8. Site visit X X X X    
9. Estimate bulks X X X X X  
10. Labor rates X X X X X  
11. Equipment and subcontract 
          selection

X X X X X  

12. Taxes, insurance, and royalties X X X X X  
13. Home office costs X X X X X  
14. Construction indirects X X X X X  
15. Basis of estimate X X X X X X

16. Equipment list X          
17. Summary sheet X X X X X  
18. Management review X X X X X X

19. Final cost X X X X X X

20. Management approval X X X X X X

21. Computer estimate X X X X    

14.3—  
Pricing Process

This activity schedules the development of the work breakdown structure and provides management 
with two of the three operational tools necessary for the control of a system or project. The 
development of these two tools is normally the responsibility of the program office with input from 
the functional units.

The integration of the functional unit into the project environment or system occurs through the 
pricing-out of the work breakdown structure. The total program costs obtained by pricing out the 
activities over the scheduled period of performance provide management with the third tool 
necessary to successfully manage the project. During the pricing activities, the functional units have 
the option of consulting program management about possible changes in the activity schedules and 
work breakdown structure.

The work breakdown structure and activity schedules are priced out through the lowest pricing units 
of the company. It is the responsibility of these pricing units, whether they be sections, departments, 
or divisions, to provide accurate and meaningful cost data (based on historical standards, if 
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possible). All information is priced out at the lowest level of performance required, which, from the 
assumption of Chapter 11, will be the task level. Costing information is rolled up to the project level 
and then one step further to the total program level.

Under ideal conditions, the work required (i.e., man-hours) to complete a given task can be based on 
historical standards. Unfortunately, for many indus-
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TABLE 14–6.  DATA REQUIRED FOR PREPARATION OF ESTIMATES

  Classes of Estimates

  I II III IV V VI

General            
Product X X X X X X

Process description X X X X X X

Capacity X X X X X X

Location— general         X X

Location— specific X X X X    

Basic design criteria X X X X    

General design specifications X X X X    
Process            

Process block flow diagram           X

Process flow diagram (with equipment size and 
material)

      X X  

Mechanical P&I's X X X      

Equipment list X X X X X  

Catalyst/chemical specifications X X X X X  
Site            

Soil conditions X X X X    

Site clearance X X X      

Geological and meteorological data X X X      

Roads, paving, and landscaping X X X      

Property protection X X X      

Accessibility to site X X X      

Shipping and delivery conditions X X X      

Major cost is factored         X X

Major Equipment            

Preliminary sizes and materials     X X X  

Finalized sizes, materials, and appurtenances X X        
Bulk Material Quantities            

Finalized design quantity take-off   X        

Preliminary design quantity take -off X X X X    
Engineering            

Plot plan and elevations X X X X    

Routing diagrams X X X      



   

 

Piping line index X X        

Electrical single line X X X X    

Fire protection X X X      

Sewer systems X X X      

Pro -services— detailed estimate X X        

Pro -services— ratioed estimate     X X X  

Catalyst/chemicals quantities X X X X X  
Construction            

Labor wage, F/B, travel rates X X X X X  

Labor productivity and area practices X X        

Detailed construction execution plan X X        

Field indirects— detailed estimate X X        

Field indirects— ratioed estimate     X X X  
Schedule            

Overall timing of execution       X X  

Detailed schedule of execution X X X      

Estimating preparation schedule X X X      
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Figure 14–1. 
The vertical–horizontal interface.

tries, projects and programs are so diversified that realistic comparison between previous activities may 
not be possible. The costing information obtained from each pricing unit, whether or not it is based on 
historical standards, should be regarded only as an estimate. How can a company predict the salary 
structure three years from now? What will be the cost of raw materials two years from now? Will the 
business base (and therefore overhead rates) change over the duration of the program? The final 
response to these questions shows that costing data are explicitly related to an environment that cannot 
be predicted with any high degree of certainty. The systems approach to management, however, 
provides for a more rapid response to the environment than less structured approaches permit.

Once the cost data are assembled, they must be analyzed for their potential impact on the company 
resources of people, money, equipment, and facilities. It is only through a total program cost analysis 
that resource allocations can be analyzed. The resource allocation analysis is performed at all levels of 
management, ranging from the section supervisor to the vice president and general manager. For most 
programs, the chief executive must approve final cost data and the allocation of resources.

Proper analysis of the total program costs can provide management (both program and corporate) with 
a strategic planning model for integration of the current program with other programs in order to obtain 
a total corporate strategy. Meaningful planning and pricing models include analyses for monthly 
manloading schedules per department, monthly costs per department, monthly and yearly total program 
costs, monthly material expenditures, and total program cash-flow and man-hour requirements per 
month.
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Previously we identified several of the problems that occur at the nodes where the horizontal 
hierarchy of program management interfaces with the vertical hierarchy of functional management. 
The pricing-out of the work breakdown structure provides the basis for effective and open 
communication between functional and program management where both parties have one common 
goal. This is shown in Figure 14–1. After the pricing effort is completed, and the program is 
initiated, the work breakdown structure still forms the basis of a communications tool by 
documenting the performance agreed on in the pricing effort, as well as establishing the criteria 
against which performance costs will be measured.

14.4—  
Organizational Input Requirements

Once the work breakdown structure and activity schedules are established, the program manager 
calls a meeting for all organizations that will be required to submit pricing information. It is 
imperative that all pricing or labor-costing representatives be present for the first meeting. During 
this ''kickoff" meeting, the work breakdown structure is described in depth so that each pricing unit 
manager will know exactly what his responsibilities are during the program. The kickoff meeting 
also resolves the struggle-for-power positions of several functional managers whose responsibilities 
may be similar to overlap on certain activities. An example of this would be quality control 
activities. During the research and development phase of a program, research personnel may be 
permitted to perform their own quality control efforts, whereas during production activities the 
quality control department or division would have overall responsibility. Unfortunately, one meeting 
is not always sufficient to clarify all problems. Follow-up or status meetings are held, normally with 
only those parties concerned with the problems that have arisen. Some companies prefer to have all 
members attend the status meetings so that all personnel will be familiar with the total effort and the 
associated problems. The advantage of not having all program-related personnel attend is that time 
is of the essence when pricing out activities. Many functional divisions carry this policy one step 
further by having a divisional representative together with possibly key department managers or 
section supervisors as the only attendees at the kickoff meeting. The divisional representative then 
assumes all responsibility for assuring that all costing data are submitted on time. This arrangement 
may be beneficial in that the program office need contact only one individual in the division to learn 
of the activity status, but it may become a bottleneck if the representative fails to maintain proper 
communication between the functional units and the program office, or if the individual simply is 
unfamiliar with the pricing requirements of the work breakdown structure.

During proposal activities, time may be extremely important. There are many situations in which a 
request for proposal (RFP) requires that all responders submit their bids no later than a specific date, 
say within thirty days. Under a proposal environment, the activities of the program office, as well as 
those of the
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functional units, are under a schedule set forth by the proposal manager. The proposal manager's 
schedule has very little, if any, flexibility and is normally under tight time constraints so that the 
proposal may be typed, edited, and published prior to the date of submittal. In this case, the RFP will 
indirectly define how much time the pricing units have to identify and justify labor costs.

The justification of the labor costs may take longer than the original cost estimates, especially if 
historical standards are not available. Many proposals often require that comprehensive labor 
justification be submitted. Other proposals, especially those that request an almost immediate 
response, may permit vendors to submit labor justification at a later date.

In the final analysis, it is the responsibility of the lowest pricing unit supervisors to maintain 
adequate standards, if possible, so that an almost immediate response can be given to a pricing 
request from a program office.

14.5—  
Labor Distributions

The functional units supply their input to the program office in the form of man-hours as shown in 
Figure 14–2. The input may be accompanied by labor justification, if required. The man-hours are 
submitted for each task, assuming that the task is the lowest pricing element, and are time-phased 
per month. The man-hours per

Figure 14–2. 
Functional pricing flow.
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month per task are converted to dollars after multiplication by the appropriate labor rates. The labor 
rates are generally known with certainty over a twelve-month period, but from then on are only 
estimates. How can a company predict salary structures five years hence? If the company 
underestimates the salary structure, increased costs and decreased profits will occur. If the salary 
structure is overestimated, the company may not be competitive; if the project is government 
funded, then the salary structure becomes an item under contract negotiations.

The development of the labor rates to be used in the projection is based on historical costs in 
business base hours and dollars for the most recent month or quarter. Average hourly rates are 
determined for each labor unit by direct effort within the operations at the department level. The 
rates are only averages, and include both the highest-paid employees and lowest-paid employees, 
together with the department manager and the clerical support.1 These base rates are then escalated 
as a percentage factor based on past experience, budget as approved by management, and the local 
outlook and similar industries. If the company has a predominant aerospace or defense industry 
business base, then these salaries are negotiated with local government agencies prior to submittal 
for proposals.

The labor hours submitted by the functional units are quite often overestimated for fear that 
management will "massage" and reduce the labor hours while attempting to maintain the same scope 
of effort. Many times management is forced to reduce man-hours either because of insufficient 
funding or just to remain competitive in the environment. The reduction of man-hours often causes 
heated discussions between the functional and program managers. Program managers tend to think 
in terms of the best interests of the program, whereas functional managers lean toward maintaining 
their present staff.

The most common solution to this conflict rests with the program manager. If the program manager 
selects members for the program team who are knowledgeable in man-hour standards for each of the 
departments, then an atmosphere of trust can develop between the program office and the functional 
department so that man-hours can be reduced in a manner that represents the best interests of the 
company. This is one of the reasons why program team members are often promoted from within 
the functional ranks.

The man-hours submitted by the functional units provide the basis for total program cost analysis 
and program cost control. To illustrate this process, consider Example 14–1 below.

Example 14–1. On May 15, Apex Manufacturing decided to enter into competitive bidding for the 
modification and updating of an assembly line program. A work breakdown structure was developed 
as shown below:

1 Problems can occur if the salaries of the people assigned to the program exceed the department averages. 
Methods to alleviate this problem are discussed later. Also, in many companies department managers are 
included in the overhead rate structure, not in direct labor, and therefore their salaries are not included as part of 
the department average.
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  PROGRAM (01-00-00): Assembly Line Modification
    PROJECT 1 (01-01-00): Initial Planning 
      Task 1 (01-01-01): Engineering Control 
      Task 2 (01-01-02): Engineering Development 
    PROJECT 2 (01-02-00): Assembly 
      Task 1 (01-02-01): Modification 
      Task 2 (01-02-02): Testing

On June 1, each pricing unit was given the work breakdown structure together with the schedule 
shown in Figure 14–3. According to the schedule developed by the proposal manager for this 
project, all labor data must be submitted to the program office for review no later than June 15. It 
should be noted here that, in many companies, labor hours are submitted directly to the pricing 
department for submittal into the base case computer run. In this case, the program office would 
"massage" the labor hours only after the base case figures are available. This procedure assumes that 
sufficient time exists for analysis and modification of the base case. If the program office has 
sufficient personnel capable of critiquing the labor input prior to submittal to the base case, then 
valuable time can be saved, especially if two or three days are required to obtain computer output 
for the base case.

During proposal activities, the proposal manager, pricing manager, and program manager must all 
work together, although the program manager has the final say. The primary responsibility of the 
proposal manager is to integrate the proposal activities into the operational system so that the 
proposal will be submitted to the requestor on time. A typical schedule developed by the proposal 
manager is shown in Figure 14–4. The schedule includes all activities necessary to "get the proposal 
out of the house," with the first major step being the submittal of man-hours by the pricing 
organizations. Figure 14–4 also indicates the tracking of proposal costs. The proposal activity 
schedule is usually accompanied

Figure 14–3. 
Activity schedule for assembly line updating.
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Figure 14–4. 
Proposal activity schedule.

by a time schedule with a detailed estimates checklist if the complexity of the proposal warrants one. 
The checklist generally provides detailed explanations for the proposal activity schedule.

After the planning and pricing charts are approved by program team members and program 
managers, they are entered into an electronic data processing (EDP) system as shown in Figure 14–
5. The computer then prices the hours on the planning charts using the applicable department rates 
for preparation of the direct budget time plan and estimate-at-completion reports. The direct budget 
time plan reports, once established, remain the same for the life of the contract except for customer-
directed or approved changes or when contractor management determines that a reduction in budget 
is advisable. However, if a budget is reduced by management, it cannot be increased without 
customer approval.
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Figure 14–5. 
Labor planning flow chart.

The time plan is normally a monthly mechanical printout of all planned effort by work package and 
organizational element over the life of the contract, and serves as the data bank for preparing the status 
completion reports.

Initially, the estimate-at-completion report is identical to the budget report, but it changes throughout the 
life of a program to reflect degradation or improvement in performance or any other events that will 
change the program cost or schedule.

14.6—  
Overhead Rates

The ability to control program costs involves more than tracking labor dollars and labor hours. Overhead 
dollars can be one of the biggest headaches in controlling program costs and must be tracked along with 
labor hours and dollars. Although most programs have an assistant program manager for cost whose 
responsibilities include monthly overhead rate analysis, the program manager can drastically increase the 
success of his program by insisting that each program team member understand overhead rates. For 
example, if overhead rates apply only to the first forty hours of work, then, depending on the overhead 
rate, program dollars can be saved by performing work on overtime where the increased salary is at a 
lower burden. This can be seen in Example 14–2 below.

Example 14–2. Assume that ApexManufacturing must write an interim report for task 1 of project 1 
during regular shift or on overtime. The project will require 500 man-hours at $15.00 per hour. The 
overhead burden is 75 percent on
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regular shift but only 5 percent on overtime. Overtime, however, is paid at a rate of time and a half. 
Assuming that the report can be written on either time, which is cost-effective— regular time or 
overtime?

• On regular time the total cost is:

(500 hours) × ($15.00/hour) × (100% + 75% burden) = 
$13,125

• On overtime, the total cost is:

(500 hours) × ($15.00/hour × 1.5 overtime) × (100% + 5% burden)

= $11,812.50

Therefore, the company can save $1,312.50 by performing the work on overtime. Scheduling 
overtime can produce increased profits if the overtime overhead rate burden is much less than the 
regular time burden. This difference can be very large in manufacturing divisions, where overhead 
rates between 300 and 450 percent are common.

Regardless of whether one analyzes a project or a system, all costs must have associated overhead 
rates. Unfortunately, many program managers and systems managers consider overhead rates as a 
magic number pulled out of the air. The preparation and assignment of overheads to each of the 
functional divisions is a science. Although the total dollar pool for overhead rates is relatively 
constant, management retains the option of deciding how to distribute the overhead among the 
functional divisions. A company that supports its R&D staff through competitive bidding projects 
may wish to keep the R&D overhead rate as low as possible. Care must be taken, however, that 
other divisions do not absorb additional costs so that the company no longer remains competitive on 
those manufactured products that may be its bread and butter.

The development of the overhead rates is a function of three separate elements: direct labor rates, 
direct business base projections, and projection of overhead expenses. Direct labor rates have 
already been discussed. The direct business base projection involves the determination of the 
anticipated direct labor hours and dollars along with the necessary direct materials and other direct 
costs required to perform and complete the program efforts included in the business base. Those 
items utilized in the business base projection include all contracted programs as well as the proposed 
or anticipated efforts. The foundation for determination of the business base required for each 
program can be one or more of the following:

• Actual costs to date and estimates to completion

• Proposal data

• Marketing intelligence

• Management goals

• Past performance and trends



Page 756

The projection of the overhead expenses is made by an analysis of each of the elements the 
constitute the overhead expense. A partial listing of those items that constitute overhead expenses is 
shown in Table 14–7. Projection of expenses within the individual elements is then made based on 
one or more of the following:

• Historical direct/indirect labor ratios

• Regression and correlation analysis

• Manpower requirements and turnover rates

• Changes in public laws

• Anticipated changes in company benefits

• Fixed costs in relation to capital asset requirements

• Changes in business base

• Bid and proposal (B&P) tri-service agreements

• IR&D tri-service agreements

For many industries, such as aerospace and defense, the federal government funds a large 
percentage of the B&P and IR&D activities. This federal funding is a necessity since many 
companies could not otherwise be competitive within the industry. The federal government employs 
this technique to stimulate research and competition. Therefore, B&P and IR&D are included in the 
above list.

The prime factor in the control of overhead costs is the annual budget. This budget, which is the 
result of goals and objectives established by the chief executive officer, is reviewed and approved at 
all levels of management. It is established at department level, and the department manager has 
direct responsibility for identifying and controlling costs against the approved plan.

The departmental budgets are summarized, in detail, for higher levels of management. This 
summarization permits management, at these higher organizational levels, to be aware of the 
authorized indirect budget in their area of responsibility.

TABLE 14–7.  ELEMENTS OF OVERHEAD RATES

Building maintenance New business directors

Building rent Office supplies

Cafeteria Payroll taxes

Clerical Personnel recruitment

Clubs/associations Postage

Consulting services Professional meetings

Corporate auditing expenses Reproduction facilities

Corporate salaries Retirement plans

Depreciation of equipment Sick leave

Executive salaries Supplies/hand tools

Fringe benefits Supervision

General ledger expenses Telephone/telegraph facilities



   

 

Group insurance Transportation

Holiday Utilities

Moving/storage expenses Vacation
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Reports are published monthly indicating current month and year-to-date budget, actuals, and 
variances. These reports are published for each level of management, and an analysis is made by the 
budget department through coordination and review with management. Each directorate's total 
organization is then reviewed with the budget analyst who is assigned the overhead cost 
responsibility. A joint meeting is held with the directors and the vice president and general manager, 
at which time overhead performance is reviewed.

14.7—  
Materials/Support Costs

The salary structure, overhead structure, and labor hours fulfill three of four major pricing input 
requirements. The fourth major input is the cost for materials and support. Six subtopics are 
included under materials/support: materials, purchased parts, subcontracts, freight, travel, and other. 
Freight and travel can be handled in one of two ways, both normally dependent on the size of the 
program. For small-dollar-volume programs, estimates are made for travel and freight. For large-
dollar-volume programs, travel is normally expressed as between 3 and 5 percent of the direct labor 
costs, and freight is likewise between 3 and 5 percent of all costs for material, purchased parts, and 
subcontracts. The category labeled "other support costs" may include such topics as computer hours 
or special consultants.

Determination of the material costs is very time-consuming, more so than cost determination for 
labor hours. Material costs are submitted via a bill of materials that includes all vendors from whom 
purchases will be made, projected costs throughout the program, scrap factors, and shelf lifetime for 
those products that may be perishable.

Upon release of the work statement, work breakdown structure, and subdivided work description, 
the end-item bill of materials and manufacturing plans are prepared as shown in Figure 14–6. End-
item materials are those items identified as an integral part of the production end-item. Support 
materials consist of those materials required by engineering and operations to support the 
manufacture of end-items, and are identified on the manufacturing plan.

A procurement plan/purchase requisition is prepared as soon as possible after contract negotiations 
(using a methodology as shown in Figure 14–7). This plan is used to monitor material acquisitions, 
forecast inventory levels, and identify material price variances.

Manufacturing plans prepared upon release of the subdivided work descriptions are used to prepare 
tool lists for manufacturing, quality assurance, and engineering. From these plans a special tooling 
breakdown is prepared by tool engineering, which defines those tools to be procured and the 
material requirements of tools to be fabricated in-house. These items are priced by cost element for 
input on the planning charts.

The materials/support costs are submitted by month for each month of the program. If long-lead 
funding of materials is anticipated, then they should be as-



   

Figure 14–6. 
Material planning flow chart.
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Figure 14–7. 
Procurement activity.

signed to the first month of the program. In addition, an escalation factor for costs of materials/support 
items must be applied to all materials/support costs. Some vendors may provide fixed prices over time 
periods in excess of a twelve-month period. As an example, vendor Z may quote a firm-fixed price of 
$130.50 per unit for 650 units to be delivered over the next eighteen months if the order is placed within 
sixty days. There are additional factors that influence the cost of materials.

14.8—  
Pricing out the Work

Logical pricing techniques are available in order to obtain detailed estimates. The following thirteen steps 
provide a logical sequence in order to better control the company's limited resources. These steps may 
vary from company to company.

Step 1: Provide a complete definition of the work 

Step 2: Establish a logic network with checkpoints.

Step 3: Develop the work breakdown structure.

Step 4: Price out the work breakdown structure.

Step 5: Review WBS costs with each functional manager.

Step 6: Decide on the basic course of action.

Step 7: Establish reasonable costs for each WBS element.



   

Step 8: Review the base case costs with upper-level management.

Step 9: Negotiate with functional managers for qualified personnel.
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Step 10: Develop the linear responsibility chart.

Step 11: Develop the final detailed and PERT/CPM schedules.

Step 12: Establish pricing cost summary reports.

Step 13: Document the result in a program plan.

Although the pricing of a project is an iterative process, the project manager must still burden 
himself at each iteration point by developing cost summary reports so that key project decisions can 
be made during the planning. Detailed pricing summaries are needed at least twice: in preparation 
for the pricing review meeting with management and at pricing termination. At all other times it is 
possible that ''simple cosmetic surgery" can be performed on previous cost summaries, such as 
perturbations in escalation factors and procurement cost of raw materials. The list identified below 
shows the typical pricing reports:

• A detailed cost breakdown for each WBS element. If the work is priced out at the task level, then 
there should be a cost summary sheet for each task, as well as rollup sheets for each project and the 
total program.

• A total program manpower curve for each department. These manpower curves show how each 
department has contracted with the project office to supply functional resources. If the departmental 
manpower curves contain several "peaks and valleys," then the project manager may have to alter 
some of his schedules to obtain some degree of manpower smoothing. Functional managers always 
prefer manpower-smoothed resource allocations.

• A monthly equivalent manpower cost summary. This table normally shows the fully burdened cost 
for the average departmental employee carried out over the entire period of project performance. If 
project costs have to be reduced, the project manager performs a parametric study between this table 
and the manpower curve tables.

• A yearly cost distribution table. This table is broken down by WBS element and shows the yearly 
(or quarterly) costs that will be required. This table, in essence, is a project cash-flow summary per 
activity.

• A functional cost and hour summary. This table provides top management with an overall 
description of how many hours and dollars will be spent by each major functional unit, such as a 
division. Top management would use this as part of the forward planning process to make sure that 
there are sufficient resources available for all projects. This also includes indirect hours and dollars.

• A monthly labor hour and dollar expenditure forecast. This table can be combined with the yearly 
cost distribution, except that it is broken down by month, not activity or department. In addition, this 
table normally includes manpower termination liability information for premature cancellation of 
the project by outside customers.

• A raw material and expenditure forecast. This shows the cash flow for raw materials based on 
vendor lead times, payment schedules, commitments, and termination liability.
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• Total program termination liability per month. This table shows the customer the monthly costs 
for the entire program. This is the customer's cash flow, not the contractor's. The difference is that 
each monthly cost contains the termination liability for man-hours and dollars, on labor and raw 
materials. This table is actually the monthly costs attributed to premature project termination.

These tables are used by both project managers and upper-level executives. The project managers 
utilize these tables as the basis for project cost control. Top-level management utilizes them for 
selecting, approving, and prioritizing projects.

14.9—  
Smoothing out Department Man-Hours

The dotted curve in Figure 14–8 indicates projected manpower requirements for a given department 
as a result of a typical program manloading schedule. Department managers, however, attempt to 
smooth out the manpower curve as shown by the solid line in Figure 14–8. Smoothing out the 
manpower requirements is always beneficial to the department managers by eliminating the 
necessity for scheduling fractional man-hours per day. The program manager must understand that if 
departments are permitted to eliminate peaks, valleys, and small-step functions in manpower 
planning, small project and task man-hour (and cost) variances can occur, but should not, in general, 
affect the total program cost significantly.

One important question that needs to be asked by program management as well as by functional 
management is whether the department has sufficient personnel available to fulfill manpower 
requirements. Another important question that management must be concerned with is the rate at 
which the functional departments can staff the program. For example, project engineering requires 
approximately twenty-three

Figure 14–8. 
Typical manpower loading.
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Figure 14–9. 
Linearly increased manpower loading.

people during January 1984. The functional manager, however, may have only fifteen people 
available for immediate reassignment, with the remainder to be either transferred from other 
programs or hired from outside the company. The same situation occurs during activity termination. 
Will project engineering still require twenty-two people in August 1984, or can some of these 
people begin being phased to other programs, say, as early as June 1984? This question, specifically 
addressed to support and administrative tasks/projects, must be answered prior to contract 
negotiations. Figure 14–9 indicates the types of problems that can occur. Curve A shows the 
manpower requirements for a given department after time-smoothing. Curve B represents the 
modification to the time-phase curve to account for reasonable program manning and demanning 
rates. The difference between these two curves (i.e., the shaded area) therefore reflects the amount 
of money the contractor may have to forfeit owing to manning and demanning activities. This 
problem can be partially overcome by increasing the manpower levels after time-smoothing (see 
Curve C) such that the difference between curves B and C equals the amount of money that would 
be forfeited from curves A and B. Of course, program management would have to be able to justify 
this increase in average manpower requirements, especially if the adjustments are made in a period 
of higher salaries and overhead rates.

14.10—  
The Pricing Review Procedure

The ability to project and analyze problem costs so that a basis can be formed for program control 
requires coordination and control of all pricing information and
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obtaining agreement and cooperation between the functional units and upper-level management. A typical 
company policy for cost analysis and review is shown in Figure 14–10. Corporate management may be 
required to initiate or authorize activities, if corporate/company resources are or may be strained by the 
program, if capital expenditures are required for new facilities or equipment, or simply if corporate approval 
is required for all projects in excess of a certain dollar amount.

Upper-level management, upon approval by the chief executive officer of the company, approves and 
authorizes the initiation of the project or program. The



   

Figure 14–10. 
The pricing review procedure.
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actual performance activities, however, do not begin until the director of program management 
selects a program manager. The director of program management also authorizes, at this point, 
either the bid and proposal budget (if the program is competitive) or project planning funds.

The newly appointed program manager then selects this program team's members. These team 
members, who are also members of the program office, may come from other programs, in which 
case the program manager may find it necessary to negotiate with other program managers, as well 
as with upper-level management, in order to obtain the individuals whom he thinks are essential to 
the success of his program. The members of the program office are normally support-type 
individuals. In order to obtain team members representing the functional departments, the program 
manager must negotiate directly with the functional managers. Functional team members may not be 
selected or assigned to the program until the actual work is contracted for. Many proposals, 
however, require that all functional team members be identified, in which case selection must be 
made during the proposal stage of a program.

The first responsibility of the program office (not necessarily including functional team members) is 
the development of the activity schedules and the work breakdown structure. The program office 
then provides work authorization for the functional units to price out the activities. The functional 
units then submit the labor hours, material costs, and justification, if required, to the pricing team 
member. The pricing team member is normally attached to the program office until the final costs 
are established. The pricing member also becomes part of the negotiating team if the project is 
competitive.

Once the base case is formulated, the pricing team member, together with the other program office 
team members, performs perturbation analyses in order to answer any questions that may come up 
during the final management review. The perturbation analysis is designed as a systems approach to 
problem solving where alternatives are developed in order to respond to any questions that 
management may wish to consider during the final review.

The base case, with the perturbation analysis costs, is then reviewed with upper-level management 
in order to formulate a company position for the program as well as to take a hard look at the 
allocation of resources required for the program. The company position may be to cut costs, 
authorize work, or submit a bid. If the program is competitive, corporate approval may be required if 
the company's chief executive office has a ceiling on the dollar bids he can authorize to go out of 
house.

If labor costs must be cut, the program manager must negotiate with the functional managers as to 
the size and method for the cost reductions. Otherwise, this step would simply entail authorization 
for the functional managers to begin the activities.

Figure 14–10 represents the system approach toward determining total program costs. This 
procedure normally creates a synergistic environment, provides open channels of communication 
between all levels of management, and ensures agreement among all individuals as to program 
costs.
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14.11—  
Systems Pricing

The basis of successful program management is the establishment of an accurate cost package from 
which all members of the organization can both project and track costs. The cost data must be 
represented in such a manner that maximum allocation of the corporate resources of people, money, 
and facilities can be achieved.

The systems approach to pricing out the activity schedules and the work breakdown structure 
provides a means for obtaining unity within the company. The flow of information readily admits 
the participation of all members of the organization in the program, even if on a part-time basis. 
Functional managers obtain a better un-



   

Figure 14–11. 
System approach to resource control.



   

Page 766

derstanding of how their labor fits into the total program and how their activities interface with those 
of other departments. For the first time, functional managers can accurately foresee how their 
activity can lead to corporate profits.

The project pricing model (sometimes called a strategic project planning model) acts as a 
management information system, forming the basis for the systems approach to resource control, as 
shown in Figure 14–11. The summary sheets from the computer output of the strategic pricing 
model provide management with the necessary data from which the selection of possible programs 
can be made so that maximum utilization of resources will follow.

The strategic pricing model also provides management with an invaluable tool for performing 
perturbation analysis on the base case costs. This perturbation analysis provides management with 
sufficient opportunity for design and evaluation of contingency plans, should a deviation from the 
original plan be required.

14.12—  
Developing the Supporting/Backup Costs

Not all cost proposals require backup support, but for those that do, the backup support should be 
developed along with the pricing. Extreme caution must be exercised to make sure that the itemized 
prices are compatible with the supporting data. Government pricing requirements are a special case.

Most supporting data come from external (subcontractor or outside vendor) quotes. Internal data 
must be based on historical data, and these historical data must be updated continually as each new 
project is completed. The supporting data should be traceable by itemized charge numbers.

Customers may wish to audit the cost proposal. In this case, the starting point might be with the 
supporting data. It is not uncommon on sole-source proposals to have the supporting data audited 
before the final cost proposal is submitted to the customer.

Not all cost proposals require supporting data; the determining factor is usually the type of contract. 
On a fixed-price effort, the customer may not have the right to audit your books. However, for a 
cost-reimbursable package, your costs are an open book, and the customer usually compares your 
exact costs to those of the backup support.

Most companies usually have a choice of more than one estimate to be used for backup support. In 
deciding which estimate to use, consideration must be given to the possibility of follow-on work:

• If your actual costs grossly exceed your backup support estimates, you may lose credibility for 
follow-on work.

• If your actual costs are less than the backup costs, you must use the new actual costs on follow-on 
efforts.

The moral here is that backup support costs provide future credibility. If you
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TABLE 14–9.  CONTRACTOR'S MANPOWER AVAILABILITY

  Number of Personnel

  Total Current Staff    

 

Permanent 
Employees

Agency 
Personnel

Available for This 
Project and Other 
New Work 1/93 
Permanent + 
Agency

Anticipated 
Growth by 
1/93 
Permanent + 
Agency

Process engineers 93 — 70 4

Project 
   managers/engineers 79 — 51 4

Cost estimating 42 — 21 2

Cost control 73 — 20 2

Scheduling/scheduling 
   control 14 —   8 1

Procurement/ 
   purchasing 42 — 20 1

Inspection 40 — 20 2

Expediting 33 — 18 1

Home office construction 
   management   9 —   6 0

Piping 90 13 67 6

Electrical 31 — 14 2

Instrumentation 19 —   3 1

Vessels/exchangers 24 — 19 1

Civil/structural 30 — 23 2

Other 13 —   8 0

have well-documented, "livable" cost estimates, then you may wish to include them in the cost 
proposal even if they are not required.

Since both direct and indirect costs may be negotiated separately as part of a contract, supporting 
data such as those in Tables 14–8 through 14–11 and Figure 14–12 may be necessary to justify any 
costs that may differ from company (or customer-approved) standards.

TABLE 14–10.  STAFF TURNOVER DATA

  For Twelve -Month Period 1/1/92 to 1/1/93

  Number Terminated Number Hired

Process engineers 5   2  
Project managers/engineers 1   1  
Cost estimating 1   2  
Cost control 12   16  
Scheduling/scheduling control 2   5  
Procurement/purchasing 13   7  



   

 

Inspection 18   6  
Expediting 4   5  
Home office construction management 0   0  
Design and drafting— total 37   29  
Engineering specialists— total   26   45  
   Total 119   118  
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TABLE 14–11.  STAFF EXPERIENCE PROFILE

  Number of Years' Employment with Contractor

  0–1 1–2 2–3 3–5 5 or more

Process engineers 2   4   15   11   18        

Project managers/engineers 1   2   5   11   8        

Cost estimating 0   4   1   5   7        

Cost control 5   9   4   7   12        

Scheduling and scheduling control 2   2   1   3   6        

Procurement/purchasing 4   12   13   2   8        

Inspection 1   2   6   14   8        

Expediting 6   9   4   2   3        

Piping 9   6   46   31   22        

Electrical 17   6   18   12   17        

Instrumentation 8   8   12   13   12        

Mechanical 2   5   13   27   19        

Civil/structural 4   8   19   23   16        

Environmental control 0   1   1   3   7        

Engineering specialists   3     3       3     16     21        

   Total 64   81   161   180   184        
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Figure 14–12. 
Total reimbursable manpower.
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14.13—  
The Low-Bidder Dilemma

There is little argument about the importance of the price tag to the proposal. The question is, what 
price will win the job? Everyone has an answer to this question. The decision process that leads to 
the final price of your proposal is highly complex with many uncertainties. Yet proposal managers, 
driven by the desire to win the job, may think that a very low-priced proposal will help. But, 
hopefully, winning is only the beginning. Companies have short- and long-range objectives on 
profit, market penetration, new product development, and so on. These objectives may be 
incompatible with or irrelevant to a low-price strategy per se; for example:

• A suspiciously low price, particularly on cost-plus type proposals, might be perceived by the 
customer as unrealistic, thus affecting the bidder's cost credibility or even the technical ability to 
perform.

• The bid price may be unnecessarily low, relative to the competition and customer budget, thus 
eroding profits.

• The price may be irrelevant to the bid objective, such as entering a new market. Therefore, the 
contractor has to sell the proposal in a credible way, e.g., using cost sharing.

• Low pricing without market information is meaningless. The price level is always relative to (1) 
the competitive prices, (2) the customer budget, and (3) the bidder's cost estimate.

• The bid proposal and its price may cover only part of the total program. The ability to win phase II 
or follow-on business depends on phase I performance and phase II price.

• The financial objectives of the customer may be more complex than just finding the lowest bidder. 
They may include cost objectives for total system life-cycle cost (LCC), for design to unit 
production cost (DTUPC), or for specific logistic support items. Presenting sound approaches for 
attaining these system cost–performance parameters and targets may be just as important as, if not 
more important than, a low bid for the system's development.

Further, it is refreshing to note that in spite of customer pressures toward low cost and fixed price, 
the lowest bidder is certainly not an automatic winner. Both commercial and governmental 
customers are increasingly concerned about cost realism and the ability to perform under contract. A 
compliant, sound, technical and management proposal, based on past experience with realistic, well-
documented cost figures, is often chosen over the lowest bidder, who may project a risky image 
regarding technical performance, cost, or schedule.

14.14—  
Special Problems

There are always special problems that, although often overlooked, have a severe impact on the 
pricing effort. As an example, pricing must include an understand-
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ing of cost control— specifically, how costs are billed back to the project. There are three possible 
situations:

• Work is priced out at the department average, and all work performed is charged to the project at 
the department average salary, regardless of who accomplished the work. This technique is 
obviously the easiest, but encourages project managers to fight for the highest salary resources, 
since only average wages are billed to the project.

• Work is priced out at the department average, but all work performed is billed back to the project 
at the actual salary of those employees who perform the work. This method can create a severe 
headache for the project manager if he tries to use only the best employees on his project. If these 
employees are earning substantially more money than the department average, then a cost overrun 
will occur unless the employees can perform the work in less time. Some companies are forced to 
use this method by government agencies and have estimating problems when the project that has to 
be priced out is of a short duration where only the higher-salaried employees can be used. In such a 
situation it is common to ''inflate" the direct labor hours to compensate for the added costs.

• The work is priced out at the actual salary of those employees who will perform the work, and the 
cost is billed back the same way. This method is the ideal situation as long as the people can be 
identified during the pricing effort.

Some companies use a combination of all three methods. In this case, the project office is priced out 
using the third method (because these people are identified early), whereas the functional employees 
are priced out using the first or second method.

14.15—  
Estimating Pitfalls

Several pitfalls can impede the pricing function. Probably the most serious pitfall, and the one that is 
usually beyond the control of the project manager, is the "buy-in" decision, which is based on the 
assumption that there will be "bail-out" changes or follow-on contracts later. These changes and/or 
contracts may be for spares, spare parts, maintenance, maintenance manuals, equipment 
surveillance, optional equipment, optional services, and scrap factors. Other types of estimating 
pitfalls include:

• Misinterpretation of the statement of work

• Omissions or improperly defined scope

• Poorly defined or overly optimistic schedule

• Inaccurate work breakdown 
structure

• Applying improper skill levels to tasks
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• Failure to account for risks

• Failure to understand or account for cost escalation and inflation

• Failure to use the correct estimating technique

• Failure to use forward pricing rates for overhead, general and administrative, and indirect costs

Unfortunately, many of these pitfalls do not become evident until detected by the cost control 
system, well into the project.

14.16—  
Estimating High-Risk Projects

The major difference between high-risk and low-risk projects depends on the validity of the 
historical estimate. Construction companies have well-defined historical standards, which therefore 
makes their risk lower, whereas many R&D and MIS projects are high risk. Typical accuracies for 
each level of the WBS are shown in Table 14–12.

One of the most common techniques used to estimate high-risk projects is the "rolling wave" or 
"moving window" approach. This is shown in Figure 14–13 for a high-risk R&D project. The 
project lasts for twelve months. The R&D effort to be accomplished for the first six months is well 
defined and can be estimated to level 5 of the WBS. However, the effort for the last six months is 
based on the results of the first six months and can be estimated at level 2 only, thus incurring a high 
risk. Now consider part B of Figure 14–13, which shows a six-month moving window. At the end of 
the first month, in order to maintain a six-month moving window (at level 5 of the WBS), the 
estimate for month seven must be improved from a level-2 to a level-5 estimate. Likewise, in parts C 
and D of Figure 14–13, we see the effects of completing the second and third months.

There are two key points to be considered in utilizing this technique. First, the length of the moving 
window can vary from project to project, and usually increases in length as you approach 
downstream life-cycle phases. Second, this technique works best when upper-level management 
understands how the tech-

TABLE 14–12.  LOW- VERSUS HIGH -RISK ACCURACIES

WBS Accuracy

Level Description
Low-Risk 
Projects

High-Risk 
Projects

1 Program ±35 ±75–100

2 Project   20   50–60

3 Task   10   20–30

4 Subtask     5   10–15

5 Work package     2     5–10
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Figure 14–13. 
The moving window/rolling wave concept.

nique works. All too often senior management hears only one budget and schedule number during 
project approval and might not realize that at least half of the project might be time/cost accurate to 
only 50–60 percent. Simply stated, when using this technique, the word "rough" is not synonymous 
with the word "detailed."

Methodologies can be developed for assessing risk. Figures 14–14, 14–15, and Table 14–13 show 
such methodologies.

14.17—  
Project Risks

Project plans are "living documents" and are therefore subject to change. Changes are needed in 
order to prevent or rectify unfortunate situations. These unfortunate situations can be called project 
risks.

Risk refers to those dangerous activities or factors that, if they occur, will increase the probability 
that the project's goals of time, cost, and performance will not be met. Many risks can be anticipated 
and controlled. Furthermore, risk management must be an integral part of project management 
throughout the entire life cycle of the project.

Some common risks include:

• Poorly defined requirements

• Lack of qualified resources

• Lack of management support

• Poor estimating

• Inexperienced project manager
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Figure 14–14. 
Decision elements for risk contingencies.
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Figure 14–15. 
Elements of base cost and risk contingencies.

Risk identification is an art. It requires the project manager to probe, penetrate, and analyze all data. 
Tools that can be used by the project manager include:

• Decision support systems

• Expected value measures

• Trend analysis/projections

• Independent reviews and audits
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Managing project risks is not as difficult as it may seem. There are six steps in the risk management 
process:

• Identification of the risk

• Quantifying the risk

• Prioritizing the risk

• Developing a strategy for managing the risk

• Project sponsor/executive review

• Taking action

Figures 14–14 and 14–15 and Table 14–13 identify the process of risk evaluation on capital projects. 
In all three exhibits, it is easily seen that the attempt is to quantify the risks, possibly by developing 
a contingency fund.

14.18—  
The Disaster of Applying the 10 Percent Solution to Project Estimates

Economic crunches can and do create chaos in all organizations. For the project manager, the worst 
situation is when senior management arbitrarily employs "the 10 percent solution," which is a 
budgetary reduction of 10 percent for each and every project, especially those that have already 
begun. The 10 percent solution is used to "create" funds for additional activities for which budgets 
are nonexistent. The 10 percent solution very rarely succeeds. For the most part, the result is simply 
havoc on top of havoc, resulting in schedule slippages, a degradation of quality and performance, 
and eventual budgetary increases rather than the expected decreases.

Most projects are initiated through an executive committee, governing committee, or screening 
committee. The two main functions of these committees are to select the projects to be undertaken 
and to prioritize the efforts. Budgetary considerations may also be included, as they pertain to 
project selection. The real budgets, however, are established from the middle-management levels 
and sent upstairs for approvals.

Although the role of executive committee is often ill-defined with regard to budgeting, the real 
problem is that the committee does not realize the impact of adopting the 10 percent solution. If the 
project budget is an honest one, then a reduction in budget must be accompanied by a trade-off in 
either time or performance. It is often said that 90 percent of the budget generates the first 10 
percent of the desired service or quality levels, and that the remaining 10 percent of the budget will 
produce the last 90 percent of the target requirements. If this is true, then a 10 percent reduction in 
budget must be accompanied by a loss of performance much greater than the target reduction in 
cost.

It is true that some projects have "padded" estimates, and the budgetary reduction will force out the 
padding. Most project managers, however, provide re-
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alistic estimates and schedules with marginal padding. Likewise, a trade-off between time and cost 
is unlikely to help, since increasing the duration of the project will increase the cost.

Cost Versus Quality

Everyone knows that reducing cost quite often results in a reduction of quality. Conversely, if the 
schedule is inflexible, then the only possible trade-offs available to the project manager may be cost 
versus quality. If the estimated budget for a project is too high, then executives often are willing to 
sacrifice some degree of quality to keep the budget in line. The problem, of course, is to decide how 
much quality degradation is acceptable.

All too often, executives believe that cost and quality are linearly related: if the budget is cut by 10 
percent, then we will have an accompanying degradation of quality by 10 percent. Nothing could be 
further from the truth. In the table below we can see the relationship between cost, quality, and time.

The first 85–90 percent of the budget (i.e., direct labor budget) is needed to generate the first 10 
percent of the quality. The last 10–15 percent of the budget often produces the remaining 90 percent 
of the quality. One does not need an advanced degree in mathematics to realize that a 10 percent 
cost reduction could easily be accompanied by a 50 percent quality reduction, depending, of course, 
where the 10 percent was cut.

The following scenario shows the chain of events as they might occur in a typical organization:

• At the beginning of the fiscal year, the executive committee selects those projects to be 
undertaken, such that all available resources are consumed.

• Shortly into the fiscal year, the executive committee authorizes additional projects that must be 
undertaken. These projects are added to the queue.

• The executive committee recognizes that the resources available are insufficient to service the 
queue. Since budgets are tight, hiring additional staff is ruled out. (Even if staff could be hired, the 
project deadline would be at hand before the new employees were properly trained and up to speed.)

• The executive committee refuses to cancel any of the projects and takes the "easy" way out by 
adopting the 10 percent solution on each and every project. Furthermore, the executive committee 
asserts that original performance must  be adhered to at all costs.
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• Morale in the project and functional areas, which may have taken months to build, is now 
destroyed overnight. Functional employees lose faith in the ability of the executive committees to 
operate properly and make sound decisions. Employees seek transfers to other organizations.

• Functional priorities are changed on a daily basis, and resources are continuously shuffled in and 
out of projects, with very little regard for the schedule.

• As each project begins to suffer, project managers begin to hoard resources, refusing to surrender 
the people to other projects, even if the work is completed.

• As quality and performance begin to deteriorate, managers at all levels begin writing "protection" 
memos.

• Schedule and quality slippages become so great that several projects are extended into the next 
fiscal year, thus reducing the number of new projects that can be undertaken.

The 10 percent solution simply does not work. However, there are two viable alternatives. The first 
alternative is to use the 10 percent solution, but only on selected projects and after an "impact study" 
has been conducted, so that the executive committee understands the impact on the time, cost, and 
performance constraints. The second choice, which is by far the better one, is for the executive 
committee to cancel or descope selected projects. Since it is impossible to reduce budget without 
reducing scope, canceling a project or simply delaying it until the next fiscal year is a viable choice. 
After all, why should all projects have to suffer?

Terminating one or two projects within the queue allows existing resources to be used more 
effectively, more productively, and with higher organizational morale. However, it does require 
strong leadership at the executive committee level for the participants to terminate a project rather 
than to "pass the buck" to the bottom of the organization with the 10 percent solution. Executive 
committees often function best if the committee is responsible for project selection, prioritization, 
and tracking, with the middle managers responsible for budgeting.

14.19—  
Life-Cycle Costing (LCC)

For years, many R&D organizations have operated in a vacuum where technical decisions made 
during R&D were based entirely on the R&D portion of the plan, with little regard for what happens 
after production begins. Today, industrial firms are adopting the life-cycle costing approach that has 
been developed and used by military organizations. Simply stated, LCC requires that decisions made 
during the R&D process be evaluated against the total life-cycle cost of the system. As an example, 
the R&D group has two possible design configurations for a new product. Both design 
configurations will require the same budget for R&D and the same costs for manufacturing. 
However, the maintenance and support costs
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may be substantially greater for one of the products. If these downstream costs are not considered in 
the R&D phase, large unanticipated expenses may result at a point where no alternatives exist.

Life-cycle costs are the total cost to the organization for the ownership and acquisition of the 
product over its full life. This includes the cost of R&D, production, operation, support, and, where 
applicable, disposal. A typical breakdown description might include:

• R&D costs: The cost of feasibility studies; cost-benefit analyses; system analyses; detail design 
and development; fabrication, assembly, and test of engineering models; initial product evaluation; 
and associated documentation.

• Production cost: The cost of fabrication, assembly, and testing of production models; operation 
and maintenance of the production capability; and associated internal logistic support requirements, 
including test and support equipment development, spare/repair parts provisioning, technical data 
development, training, and entry of items into inventory.

• Construction cost: The cost of new manufacturing facilities or upgrading existing structures to 
accommodate production and operation of support requirements.

• Operation and maintenance cost: The cost of sustaining operational personnel and maintenance 
support; spare/repair parts and related inventories; test and support equipment maintenance; 
transportation and handling; facilities, modifications, and technical data changes; and so on.

• Product retirement and phaseout cost: The cost of phasing the product out of inventory due to 
obsolescence or wearout, and subsequent equipment item recycling and reclamation as appropriate.

Life-cycle cost analysis is the systematic analytical process of evaluating various alternative courses 
of action early on in a project, with the objective of choosing the best way to employ scarce 
resources. Life-cycle cost is employed in the evaluation of alternative design configurations, 
alternative manufacturing methods, alternative support schemes, and so on. This process includes:

• Defining the problem (what information is needed)

• Defining the requirements of the cost model being used

• Collecting historical data–cost relationships

• Developing estimate and test results

Successful application of LCC will:

• Provide downstream resource impact visibility

• Provide life-cycle cost management

• Influence R&D decision making

• Support downstream strategic budgeting
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There are also several limitations to life-cycle cost analyses. They include:

• The assumption that the product, as known, has a finite life-cycle

• A high cost to perform, which may not be appropriate for low-cost/low-volume production

• A high sensitivity to changing requirements

Life-cycle costing requires that early estimates be made. The estimating method selected is based on 
the problem context (i.e., decisions to be made, required accuracy, complexity of the product, and 
the development status of the product) and the operational considerations (i.e., market introduction 
date, time available for analysis, and available resources).

The estimating methods available can be classified as follows:

• Informal estimating methods

• Judgment based on experience

• Analogy

• SWAG method

• ROM method

• Rule-of-thumb method

• Formal estimating methods

• Detailed (from industrial engineering standards)

• Parametric

Table 14–14 shows the advantages/disadvantages of each method.

Figure 14–16 shows the various life-cycle phases for Department of Defense projects. At the end of 
the demonstration and validation phase (which is the completion of R&D) 85 percent of the 
decisions affecting the total life-cycle cost will have been made, and the cost reduction opportunity 
is limited to a maximum of 22 percent (excluding the effects of learning curve experiences). Figure 
14–17 shows that, at the end of the R&D phase, 95 percent of the cumulative life-cycle cost is 
committed by the government. Figure 14–18 shows that, for every $12 that DoD puts into R&D, $28 
are needed downstream for production and $60 for operation and support.

Life-cycle cost analysis is an integral part of strategic planning since today's decision will affect 
tomorrow's actions. Yet there are common errors made during life-cycle cost analyses:

• Loss or omission of data

• Lack of systematic structure

• Misinterpretation of data

• Wrong or misused techniques

• A concentration on insignificant facts



   

• Failure to assess uncertainty

• Failure to check work

• Estimating the wrong items
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TABLE 14–14.  ESTIMATING METHODS

Estimating 
Technique Application Advantages Disadvantages

Engineering estimates 
(empirical)

Reprocurement 
Production  
Development

• Most detailed technique
• Best inherent accuracy
• Provides best estimating 
base for future program 
change estimates

• Requires detailed program 
and product definition
• Time-consuming and may 
be expensive
• Subject to engineering 
bias
• May overlook system 
integration costs

Parametric estimates 
and scaling 
(statistical)

Production  
Development

• Application is simple and 
low cost
• Statistical data base can 
provide expected values 
and prediction intervals
• Can be used for 
equipment or systems prior 
to detail design or program 
planning

• Requires parametric cost 
relationships to be 
established
• Limited frequently to 
specific subsystems or 
functional hardware of 
systems
• Depends on quantity and 
quality of the data
• Limited by data and 
number of independent 
variables

Equipment/ 
subsystem analogy 
estimates 
(comparative)

Reprocurement 
Production  
Development 
Program 
planning

• Relatively simple
• Low cost
• Emphasizes incremental 
program and product 
changes
• Good accuracy for similar 
systems

• Requires analogous 
product and program data
• Limited to stable 
technology
• Narrow range of 
electronic applications
• May be limited to systems 
and equipment built by the 
same firm

Expert opinion All program 
phases

• Available when there are 
insufficient data, parametric 
cost relationships, or 
program/product definition

• Subject to bias
• Increased product or 
program complexity can 
degrade estimates
• Estimate substantiation is 
not quantifiable



   

Page 783

Figure 14–16. 
Department of Defense life-cycle phases.

Figure 14–17. 
Actions affecting life-cycle cost (LCC).
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Figure 14–18. 
(A) Typical DoD system acquisition LCC profile; 

(B) typical communication system acquisition LCC profile.

14.20—  
Logistics Support

There exists a class of projects called ''material" projects where the project's deliverable may require 
maintenance, service, and support after development. This support will continue throughout the life 
cycle of the deliverable. Providing service to these deliverables is referred to as logistics support.

In the previous section we showed that approximately 85 percent of the deliverable's life-cycle cost 
has been committed by the end of the design phase (see Figures 14–16 and 14–17). We also showed 
that the majority of the total life-cycle cost of a system is in operation and support, and could 
account for well above 60 percent of the total cost. Clearly, the decisions with the greatest chance of 
affecting life-cycle cost and identifying cost savings are those influencing the
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design of the deliverable. Simply stated, proper planning and design can save a company hundreds 
of millions of dollars once the deliverable is put into use.

The two key parameters used to evaluate the performance of materiel systems are supportability and 
readiness. Supportability is the ability to maintain or acquire the necessary human and nonhuman 
resources to support the system. Readiness is a measure of how good we are at keeping the system 
performing as planned and how quickly we can make repairs during a shutdown. Clearly, proper 
planning during the design stage of a project can reduce supportability requirements, increase 
operational readiness, and minimize or lower logistics support costs.

The ten elements of logistics support are shown in Figure 14–19 and include:

• Maintenance planning: The process conducted to evolve and establish maintenance concepts and 
requirements for the lifetime of a materiel system.

• Manpower and personnel: The identification and acquisition of personnel with the skills and 
grades required to operate and support a materiel system over its lifetime.

• Supply support: All management actions, procedures, and techniques used to determine 
requirements to acquire, catalog, receive, store, transfer, issue, and dispose of secondary items. This 
includes provisioning for initial support as well as replenishment supply support.

• Support equipment: All equipment (mobile or fixed) required to support the operation and 
maintenance of a materiel system. This includes associated multiuse end-items; ground-handling 
and maintenance equipment; tools, metrology, and calibration equipment; and test and automatic 
test equipment. It includes the acquisition of logistics support for the support and test equipment 
itself.

• Technical data: Recorded information regardless of form or character (such as manuals and 
drawings) of a scientific or technical nature. Computer programs and related software are not 
technical data; documentation of computer programs and related software are: Also other 
information related to contract administration.

• Training and training support: The processes, procedures, techniques, training devices, and 
equipment used to train personnel to operate and support a materiel system. This includes individual 
and crew training; new equipment training; initial, formal, and on-the-job training; and logistic 
support planning for training equipment and training device acquisitions and installations.

• Computer resource support: The facilities, hardware, software, documentation, manpower, and 
personnel needed to operate and support embedded computer systems.

• Facilities: The permanent or semipermanent real property assets required to support the materiel 
system. Facilities management includes conducting studies to define types of facilities or facility 
improvement, locations, space needs, environment requirements, and equipment.
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Figure 14–19. 
Logistic support elements.
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• Packaging, handling, storage, and transportation: The resources, processes, procedures, design 
considerations, and methods to ensure that all system, equipment, and support items are preserved, 
packaged, handled, and transported properly. This includes environmental considerations and 
equipment preservation requirements for short- and long-term storage and transportability.

• Design interface: The relationship of logistics-related design parameters to readiness and support 
resource requirements. These logistics-related design parameters are expressed in operational terms 
rather than as inherent values and specifically relate to system readiness objectives and support costs 
of the materiel system.

14.21—  
Economic Project Selection Criteria:
Capital Budgeting

Project managers are often called upon to be active participants during the benefit-to-cost analysis of 
project selection. It is highly unlikely that companies will approve a project where the costs exceed 
the benefits. Benefits can be measured in either financial or nonfinancial terms.

The process of identifying the financial benefits is called capital budgeting, which may be defined as 
the decision-making process by which organizations evaluate projects that include the purchase of 
major fixed assets such as buildings, machinery, and equipment. Sophisticated capital budgeting 
techniques take into consideration depreciation schedules, tax information, and cash flow. Since 
only the principles of capital budgeting will be discussed in this text, we will restrict ourselves to the 
following topics:

• Payback Period

• Discounted Cash Flow (DCF)

• Net Present Value (NPV)

• Internal Rate of Return (IRR)

14.22—  
Payback Period

The payback period is the exact length of time needed for a firm to recover its initial investment as 
calculated from cash inflows. Payback period is the least precise of all capital budgeting methods 
because the calculations are in dollars and not adjusted for the time value of money. Table 14–15 
shows the cash flow stream for Project A.

From Table 14–15, Project A will last for exactly five years with the cash inflows shown. The 
payback period will be exactly four years. If the cash inflow in Year 4 were $6,000 instead of 
$5,000, then the payback period would be three years and 10 months.
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TABLE 14–15.  CAPITAL EXPENDITURE DATA FOR PROJECT A

Initial Investment Expected Cash Inflows

  Year 1 Year 2 Year 3 Year 4 Year 5

$10,000 $1000 $2000 $2000 $5000 $2000

The problem with the payback method is that $5,000 received in Year 4 is not worth $5,000 today. 
This unsophisticated approach mandates that the payback method be used as a supplemental tool to 
accompany other methods.

14.23—  
The Time Value of Money

Everyone knows that a dollar today is worth more than a dollar a year from now. The reason for this 
is because of the time value of money. To illustrate the time value of money, let us look at the 
following equation:

Where FV = Future value of an investment

PV = Present value

k = Investment interest rate (or cost of capital)

n = Number of years

Using this formula, we can see that an investment of $1,000 today (i.e., PV) invested at 10% (i.e., k) 
for one year (i.e., n) will give us a future value of $1,100. If the investment is for two years, then the 
future value would be worth $1,210.

Now, let us look at the formula from a different perspective. If an investment yields $1,000 a year 
from now, then how much is it worth today if the cost of money is 10%? To solve the problem, we 
must discount future values to the present for comparison purposes. This is referred to as 
"discounted cash flows."

The previous equation can be written as:

Using the data given:

Therefore, $1,000 a year from now is worth only $909 today. If the interest rate, k, is known to be 
10%, then you should not invest more than $909 to get the
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$1,000 return a year from now. However, if you could purchase this investment for $875, your 
interest rate would be more than 10%.

Discounting cash flows to the present for comparison purposes is a viable way to assess the value of 
an investment. As an example, you have a choice between two investments. Investment A will 
generate $100,000 two years from now and investment B will generate $110,000 three years from 
now. If the cost of capital is 15%, which investment is better?

Using the formula for discounted cash flow, we find that:

This implies that a return of $100,000 in two years is worth more to the firm than a $110,000 return 
three years from now.

14.24—  
Net Present Value (NPV)

The net present value (NPV) method is a sophisticated capital budgeting technique that equates the 
discounted cash flows against the initial investment.

Mathematically,

where FV is the future value of the cash inflows, II represents the initial investment, and k is the 
discount rate equal to the firm's cost of capital.

Table 14–16 calculates the NPV for the data provided previously in Table 14–15 using a discount 
rate of 10%.

TABLE 14–16.  NPV CALCULATION FOR PROJECT A

Year Cash 
Inflows

Present Value

1 $1,000 $     909

2   2,000     1,653

3   2,000     1,503

4   5,000     3,415

5   2,000     1,242

  Present value of cash 
inflows $  8,722

  Less investment   10,000  
 

  Net Present Value <1,278>
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This indicates that the cash inflows discounted to the present will not recover the initial investment. 
This, in fact, is a bad investment to consider. Previously, we stated that the cash flow stream yielded 
a payback period of four years. However, using discounted cash flow, the actual payback is greater 
than five years, assuming that there will be cash inflow in years 6 and 7.

If in Table 14–16 the initial investment was $5,000, then the net present value would be $3,722. The 
decision-making criteria using NPV are as follows:

• If the NPV is greater than or equal to zero dollars, accept the project.

• If the NPV is less than zero dollars, reject the project.

A positive value of NPV indicates that the firm will earn a return equal to or greater than its cost of 
capital.

14.25—  
Internal Rate of Return (IRR)

The internal rate of return (IRR) is perhaps the most sophisticated capital budgeting technique and 
also more difficult to calculate than NPV. The internal rate of return is the discount rate where the 
present value of the cash inflows exactly equals the initial investment. In other words, IRR is the 
discount rate when NPV = 0. Mathematically

The solution to problems involving IRR is basically a trial-and-error solution. Table 14–17 shows 
that with the cash inflows provided, and with a $5,000 initial investment, an IRR of 10% yielded a 
value of $3,722 for NPV. Therefore, as a second guess, we should try a value greater than 10% for 
IRR to generate a zero value for NPV. Table 14–17 shows the final calculation.

The table implies that the cash inflows are equivalent to a 31% return on investment. Therefore, if 
the cost of capital were 10%, this would be an excellent investment. Also, this project is "probably" 
superior to other projects with a lower value for IRR.

TABLE 14–17.  IRR CALCULATION FOR PROJECT A 
CASH INFLOWS

IRR NPV

10% $3722  

20% 1593  

25% 807  

30% 152  

31% 34  

32% <78>



   

 

Page 791

TABLE 14–18.  CAPITAL PROJECTS

Project IRR
Payback Period 
with DCF

A 10% 1 year

B 15% 2 years

C 25% 3 years

D 35% 5 years

14.26—  
Comparing IRR, NPV, and Payback

For most projects, both IRR and NPV will generate the same accept-reject decision. However, there 
are differences that can exist in the underlying assumptions that can cause the projects to be ranked 
differently. The major problem is the differences in the magnitude and timing of the cash inflows. 
NPV assumes that the cash inflows are reinvested at the cost of capital, whereas IRR assumes 
reinvestment at the project's IRR. NPV tends to be a more conservative approach.

The timing of the cash flows is also important. Early year cash inflows tend to be at a lower cost of 
capital and are more predictable than later year cash inflows. Because of the downstream 
uncertainty, companies prefer larger cash inflows in the early years rather than the later years.

Magnitude and timing are extremely important in the selection of capital projects. Consider Table 
14–18.

If the company has sufficient funds for one and only one project, the natural assumption would be to 
select Project D with a 35% IRR. Unfortunately, companies shy away from long-term payback 
periods because of the relative uncertainties of the cash inflows after Year 1. One chemical/plastics 
manufacturer will not consider any capital projects unless the payback period is less than one year 
and has an IRR in excess of 50%!

14.27—  
Risk Analysis

Suppose you have a choice between two projects, both of which require the same initial investment, 
have identical net present values, and require the same yearly cash inflows to break even. If the cash 
inflow of the first investment has a probability of occurrence of 95% and that of the second 
investment is 70%, then risk analysis would indicate that the first investment is better.

Risk analysis refers to the chance that the selection of this project will prove to be unacceptable. In 
capital budgeting, risk analysis is almost entirely based upon how well we can predict cash inflows 
since the initial investment is usually known with some degree of certainty. The inflows, of course, 
are based upon sales projections, taxes, cost of raw materials, labor rates, and general economic 
conditions.
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TABLE 14–19.  SENSITIVITY ANALYSIS

Initial Investment
Project A 
$10,000

Project B 
$10,000

  Annual Cash Inflows

optimistic $   8,000 $10,000

most likely      5,000     5,000

pessimistic      3,000     1,000

range $   5,000 $  9,000

  Net Present Values

optimistic $ 20,326 $27,908

most likely      8,954     8,954

pessimistic      1,342 < 6,209>

range $ 18,984 $34,117

Sensitivity analysis is a simple way of assessing risk. A common approach is to estimate NPV based 
upon an optimistic (best case) approach, most likely (expected) approach, and pessimistic (worst 
case) approach. This can be illustrated using the table below. Both Projects A and B require the 
same initial investment of $10,000, with a cost of capital of 10%, and with expected five-year 
annual cash inflows of $5,000/year.

In Table 14–19, the range for Project A's NPV is substantially less than that of Project B, thus 
implying that Project A is less risky. A risk lover might select Project B because of the potential 
reward of $27,908, whereas a risk avoider would select Project A, which offers perhaps no chance 
for loss.

14.28—  
Capital Rationing

Capital rationing is the process of selecting the best group of projects such that the highest overall 
net present value will result without exceeding the total budget available. An assumption with 
capital rationing is that the projects under consideration are mutually exclusive. There are two 
approaches often considered for capital rationing.

The internal rate of return approach plots the IRRs in descending order against the cumulative dollar 
investment. The resulting figure is often called an investment opportunity schedule. As an example, 
suppose a company has $300,000 committed for projects and must select from the projects identified 
in Table 14–20. Furthermore, assume that the cost of capital is 10%.

Figure 14–20 shows the investment opportunity schedule. Project G should not be considered 
because the IRR is less than the firm's cost of capital. From Figure 14–20, we should select Projects, 
A, B, and C, which will consume $280,000 out of a total budget of $300,000. This allows us to have 
the three largest IRRs.
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TABLE 14–20.  PROJECTS UNDER CONSIDERATION

Project Investment IRR
Discounted cash
flows at 10%

A $ 50,000    20% $116,000               

B 120,000    18% 183,000               

C 110,000    16% 147,000               

D 130,000    15% 171,000               

E 90,000    12% 103,000               

F 180,000    11% 206,000               

G 80,000    8% 66,000               

The problem with the IRR approach is that it does not guarantee that the projects with the largest 
IRRs will maximize the total dollar returns. The reason for this is because not all of the funds have 
been consumed.

A better approach is the net present value method. In this method, the projects are again ranked 
according to their IRRs, but the combination of projects selected will be based upon the highest net 
present value. As an example, the selection of Projects A, B, and C from Table 14–20 requires an 
initial investment of $280,000 with resulting discounted cash flows of $446,000. The net present 
value of Projects A, B, and C is, therefore, $166,000. This assumes that unused portions of the 
original budget of $300,000 do not gain or lose money. However, if we now select Projects A, B, 
and D, we will invest $300,000 with a net present value of $170,000 ($470,000 less $300,000). 
Selection of Projects A, B, and D will, therefore, maximize net present value.

Figure 14–20. 
Investment Opportunity Schedule (IOS) for Table 14-20.




