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Energy Usage in Typical Data Center 

Source¹	:		Google	Data	Center	PUE	es4ma4on,	2008	
Source²:	Data	Center	Best	Prac4ces	Guide,	2012		

Source³:	Lawrence	Berkeley	Na4onal	Laboratory,	United	States	Data	Center	Energy	Usage	Report,	2016		

Figure	3:	Typical	Data	Center	Layout¹		

!  Data centers are big consumers of electricity 

!  In 2014, 70 billion kWH electricity³ 

!  1.8% of total U.S. electricity consumption 

!  Cooling energy typically contributes 30-50% of Data Center 
overall energy consumption 

!  Environmental design criteria is important 

Figure	4:	Electrical	Consump4on	Distribu4on	in	two	data	centers²	
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Infrastructure – built in Phase I 



History of Working Relationships of Center Directors 

Over	25	years	of	working	rela1onship	
A	Brief	Overview	of	Recent	Developments	in	
Thermal	Management	in	Data	Centers 
Sami Alkharabsheh, John Fernandes, Betsegaw Gebrehiwot, 

Dereje Agonafer, Kanad Ghose, Alfonso Ortega, Yogendra Joshi and 

Bahgat SammakiaJ. Electron. Packag 137(4), 040801 (Sep 10, 2015) (19 

pages)	

IAB	Mee4ng,	UTA	2016	(alum	Suma	Kuravi)	



History of Working Relationships of Center Directors – 
SemiTherm 2017 

Discussion:	led	by	Bahgat	Sammakia,	BU	
Panelist:		
Dereje	Agonafer,	UTA	
Kanad	Ghose,	BU	
Yogendra	Joshi,	Georgia	Tech	
Al	Ortega,	Villanova	

2017	Thermi	Award	
Presented	to	Chandrakant	Patel	
Chief	Engineer	and	Senior	Fellow	of	HP	Inc.	
	
Presenters	
Dereje	Agonafer,	UTA	(Nominator)	
Dr.	Veerendra	Mulay,	General	Chair	
Facebook	



Managing Director of ES2 
•  Andrea Palmeri serves as the Managing Director of ES2. In 

my opinion, she is critical to the functioning of the center 
and Phase II would not have happened without her 
leadership. As a Managing Director, Andrea is responsible 
for all of the Center’s operations, including  
–  proposal coordination,  
–  business development,  
–  marketing, website,  
–  Center communications,  
–  development of policies and procedures,  
–  NSF reporting, and  
–  serving as the liaison between the university partners and 

industry members.  



Projects 
•  ES2 2016 – 2017 Projects – 21 projects – 

all led by students 
•  Sample Project  
•  ES2 Student collaboration on projects 
•  Monthly Project Meetings – led by 

students 
•  Quarterly Project Meetings – led by 

students 
•  IAB Meeting – led by students 



ES2 2016-2017 Projects  



ES2 2016-2017 Projects (cont)  



The Center for Energy-Smart Electronic Systems  

Collaborator: Bahgat Sammakia (BU) 
 
Mentors 
 
 
 
 
 
 
 
 

PI: Dereje Agonafer  
(UTA) 
 
UTA Students 
Dr. Betsegaw 
Gebrehiwot (Intel) 
Dr. Manasa Sahini 
(Intel) 
Vishnu Sreeram  
Suhas Sathyanarayan 
Digvijay Sawant 
  
BU Student 
Dr. Husam Alissa 
(Microsoft) 
 
 
 
 
 

David Mendo and Simpson Cumba Comcast 
Deepak Sivanandan, Mark Hendrix, and 
Tom Craft CommScope 

Veerendra Mulay Facebook 
Akhil Docca and Mark Seymour Future Facilities 
Saurabh Shrivastava and Yasin Makwana Panduit 
Naveen Kannan, James Hoverson, Jim 
Jagers, and Mike Kaler Mestex 

Richard Craig and Robert Yurcik Verizon Wireless 



•  Data Center Lab with raised- floor hot 
aisle containment configuration. 

–  CRAC Units equipped with Variable Speed 
Drives 

–  SynapSense Wireless sensors to monitor 
temperature, humidity and static pressure 

–  Remote connection that facilitates data 
logging from all servers for experimental 
analysis 

•  Collaboration with ES2 students in 
Binghamton University 

–  Interdisciplinary collaboration (CS, ME etc.) 
between ES2 graduate students  

–  Access to research facilities and laboratories 
for all ES2 research projects  

ES2 Student collaboration on projects,  Example 1 

Data	Center	Lab	at	UTA	



•  Artificial Neural Network 
applications in data center 
control systems 

•  A neural network developed 
and trained with CFD data 
modelling the BU data center 
lab.  

•  ANN technique successful in 
predicting the output of the 
data center in both steady 
state and transient cases. 

Predic4on	of	server	temperature	using	Neural	Network		

Output	error	when	compared	to	CFD	data		Source:	Neural	network	modeling	in	model-based	control	of	a	data	center		

ES2 Student collaboration on projects,  Example 2 
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Pla[orm	
•  Agreed-upon	benchmark	device	pladorm	for	inves4ga4on	

Experimental	Setup	for	Dynamic	Liquid-Cooled	MCM	(Project	6)	
R.	Kokate	(Google),	J.	Fernandes	(Facebook),	M.	Sahini	(Intel)	and	D.	Agonafer	

Department	of	Mechanical	&	Aerospace	Engineering,	University	of	Texas	at	Arlington,	Arlington,	TX	-	76019		

April	29	-	30,	2015,	Steel	ORCA,	NJ		

Abstract	
Con4nuing	 trends	 of	 increasing	 microprocessor	 power	 densi4es	 and	 non-

uniform	 temperature	 distribu4ons	 pose	 a	 significant	 challenge	 to	 the	 cooling	
requirements	of	a	data	center	environment.	With	a	view	to	minimizing	energy	
consump4on	 of	 cooling	 infrastructure,	 the	 objec4ve	 is	 to	 design	 a	 dynamic,	
energy-efficient	 and	 prac4cal	 cooling	 solu4on	 for	 high-power	 equipment.	 A	
mul4-chip	module	(MCM)	is	chosen	as	the	pladorm	to	base	the	design	of	such	a	
liquid-cooled	solu4on.	

Determining	 prac4cal	 applica4on	 of	 the	 dynamic	 cold	 plate	 necessitates	
experimental	 tes4ng.	 In	 the	 absence	 of	 a	MCM	 thermal	 test	 vehicle	 (TTV),	 an	
assembly	consis4ng	of	copper	blocks	embedded	with	thick-film	heaters	installed	
in	a	plas4c	substrate	will	serve	to	simulate	a	func4oning	module.	Opera4on	of	
the	 mock-MCM	 and	 control	 of	 pumps	 will	 be	 previewed	 through	 a	
representa4ve,	but	simplified,	air-cooling	setup.	Results	show	great	promise	for	
applica4on	to	the	TTV	and	suggested	control	schemes	are	discussed.	

	
	
	

}  Compare	performance	of	original	and	dynamic	solu4ons	
◦  Cri4cal	measurements	
�  Pumping	power	(Pp)	
�  Component	temperatures	
�  Component	power	dissipa4on	
	

}  MCM	TTV	is	subjected	to	different	loading	schemes	
◦  Uniform	power	distribu4on	
◦  Non-uniform	power	distribu4on	
�  Including	dynamic	loading	
	

}  Cool	for	the	highest	temperature	across	all	devices	
◦  OCP	–	Run	tests	at	different	flow	rates	
◦  DCP	–	Set	target	temperature	in	dead-band	control	scheme	

	

	

	

•  Test	matrix	
} While	tes4ng	both	OCP	and	DCP	solu4ons	
◦  MCM	TTV	is	subjected	to	different	loads	
�  Uniform	loading	(5	cases)	
�  Idling:	ASICs	and	FPGA	each	dissipate	5W	
�  Higher	loads:	ASICs	each	dissipate	10,	20,	30	and	40W	
�  FPGA	power	dissipa4on	is	always	5W	

�  Non-uniform	loading	(12	cases)	
�  Each	block	is	set	to	dissipate	40W	in	isola4on	
�  Remaining	blocks	are	set	to	idling	power	(5W)	

} While	tes4ng	OCP	
◦  Maximum	permissible	device	temperature	is	85°C	
◦  Different	chiller	supply	temperatures:	35°C	and	45°C	
�  Inves'ga'ng	warm	water	cooling	is	a	priority	
◦  Chiller	bypass	loop	is	modulated	to	deliver	specific	flow	rates	to	the	cold	plate	
�  Different	flow	rates	considered:	1lpm,	2lpm,	3lpm	and	4lpm	
�  All	17	loading	cases	tested	at	each	flow	rate	

◦  Results:	Device	temperatures	vs.	pumping	power	

Preparing	for	Experimental	Tes4ng	

Goals	
•  Develop	an	extendable,	dynamic	and	prac4cal	cold	plate	for	energy-	

efficient	thermal	management	of	high	power	devices	
•  Introduce	controls	and	instrumenta4on	to	create	a	smarter	solu4on	with	
targeted	delivery	of	cooling	resources	based	on	local	heat	dissipa4on	
•  Op4mize	cooling	infrastructure	to	reduce	energy	consump4on	and	boost	
the	overall	system	efficiency	

Component	 Quan4ty	 Power	

Substrate	 1	 -	
ASIC	 12	 40W	
FPGA	 1	 5W	
LIGA	 137	 -	

Mentor	 Affilia4on	
Peter	Beucher	 Wolverine	/	MicroCool	

Sy-Jenq	Loong	 Wolverine	/	MicroCool	

ScoJ	Holland	 Wolverine	/	MicroCool	

Mark	Seymour	 Future	Facili4es	

Chris	Aldham	 Future	Facili4es	

Steven	Schon	 QuantaCool	

Vidhya	Shankar	 IBM	

Benson	Chan	 Endicor	Interconnect	

Yasin	Makwana	 			Panduit	

Pat	McGinn	 CoolIT	Systems	

Background/Need	of	Study	
•  The	Interna4onal	Technology	Roadmap	for	Semiconductors	(2010)	predicts	

–  Power	density	of	high	performance	processors	to	more	than	double	by	2024	

–  Allowable	junc4on	temperature	to	decrease	from	90°C	to	70°C	

–  Total	thermal	resistance	will	need	to	decrease	by	almost	a	factor	of	four	

•  Non-uniform	power	distribu4on	at	the	die	
–  Need	to	cool	for	maximum	chip	temperature	

•  Energy	efficiency	of	servers	

–  High	efficiency	near	maximum	u4liza4on	only	
–  Cooling	accounts	for	30%	of	overall	power	(S.	Pelly,	2009)	

o  Provide	cooling	as	required	to	reduce	power	consump'on	
	

Source: R. Mahajan, Proc. IEEE, 
August 2006 

Acknowledgements	
•  Thanks	to	the	industry	mentors	for	their	con4nuous	input	and	support	

Preparing	for	Experimental	Tes4ng	
} While	tes4ng	DCP	
◦  Different	chiller	supply	temperatures:	15°C,	25°C,	35°C	and	45°C	

�  Inves'ga'ng	warm	water	cooling	is	a	priority	
◦  Results	of	OCP	tes4ng	used	to	determine	target	device	temperature	
�  Setup	control	scheme	to	achieve	selected	temperature		
◦  Results:	Device	temperatures	vs.	total	flow	rate	

}  Determine	pumping	power	for	each	sec4on	by	
◦  Measuring	impedance	curve	for	each	sec4on	
◦  Use	flow	rate	to	determine	pressure	drop	at	opera4ng	point	

�  Calculate	total	pumping	power,	 
𝑃↓
𝑝,𝑡
𝑜𝑡
𝑎𝑙 
=
∑𝑖
=
1↑
4
▒
𝑃↓
𝑝,𝑖  	

	

	

Future	Work	
•  Experimental	Tes4ng	

–  Establish	reference	points	by	tes4ng	performance	of	original	cooling	solu4on	

–  Determine	improvement	over	baseline	with	employment	of	dynamic	solu4on	

Tin	–	35°C,	
45°C		

Q	–	1lpm,	
2lpm,	3lpm,	

4lpm		

Counter	effects	of	drij	in	chiller	supply	
temperature		

-10°C	to	75°C	

Pump2	

P
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m
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Original cold plate 
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Dynamic cold plate 
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•  Liquid	cooling	test	bench	

•  Coolant	circuit	for	tes4ng	both	original	and	dynamic	cold	plates	

•  Objec4ves	

Chiller	

Intermed
iate		
Loop	
(water)	

Internal		
Loop	
(water)	

Sensor	-
power	
supply	

Sensor	–	
electrical		
circuit	

OCP	
clamped	
to	MCM	

Arduino	–	
heater	power	
dissipa4on	

Arduino	
–	
Pump	
control	

External	loop	

MCM	TTV	-
power	supply	 Pump	-

power	
supply	

Data	
acquisi4on	
unit(DAQ)	

IAB Meeting -  

•  High-power	MCM	layout	as	reference(courtesy	
of	Endico:	Interconnect)Around	500W	of	power	
dissipa4on	in	a	78mm	x	78mm	(60	sq.cm)	
footprint	
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Lieutenant	Alex	Priesser	

Dan	Furman	















 
Experimental and Computational Study of Multi-level 

Cooling Systems at Elevated  
Coolant Temperatures in Data Centers 

 Manasa Sahini 
PhD Candidate 

Mechanical Engineering 
University of Texas at Arlington 

Supervising Professor 
Dereje Agonafer 

1 

Disserta4on	Defense	Exam	

Room Level

Rack Level,
Facebook
CoolIT

Server Level, CISCO
Facebook
Winterfell OC
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Jimil	Shah	presen4ng	



Jobs - Recent ES2 PhD’s graduates 
Student	Name	 University	 Gradua4on	(date)	 Internship	

(list	company,	denote	IAB	members)	

Fahad	Mirza	 UTA	 2014	 Global	Foundries	

Saeed	Ghalambor	 UTA	 2014	 Faculty,	Sichuan	University	–	Pirsburgh	Ins4tute,	
Chengdu,	China	

Tianyi	Gao	 BU	 2015	 Baidu	

Zhihang	Zang	 BU	 2015	 Faculty	member	in	China	

Anjali	Chauhan	 BU	 2015	 Microsos	

John	Fernandes	 UTA	 2015	 Facebook	

Rick	Eiland	 UTA	 2015	 Dell	

Marianna	Vallejo	 UTA	 2015	 CH2M	

Furat	Afran	 BU	 2016	 NVIDIA	

Husam	Alissa	 BU	 2016	 Microsos		

Kourosh	Nema4	 BU	 2016	 Future	Facili4es	

Betsegaw	Gebrehiwot	 UTA	 2016	 Intel	

Jeff	LuJrell	 UTA	 2016	 UTA	Faculty	

Oluwaseun	Awe	 UTA	 2016	 Business	Owner	

A	Sakib	 UTA	 2016	 NXP	Semiconductors	

Tyler	Stachecki	 BU		 ABD	 Bloomberg		

Marcelo	del	Valle	 VU	 2016	 Comcast		

Manasa	Sahini	 UTA	 2017	 Intel	



Thank you! 


