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Abstract

3-D audio systems, which can surround alistener with sounds at arbitrary locations, are an important
part of immersive interfaces. A new approach is presented for implementing 3-D audio using a pair
of conventional loudspeakers. The new ideaisto use the tracked position of the listener’s head to
optimize the acoustical presentation, and thus produce a much more realistic illusion over alarger
listening area than existing loudspeaker 3-D audio systems. By using aremote head tracker, for
instance based on computer vision, an immersive audio environment can be created without donning
headphones or other equipment.

The general approach to a 3-D audio system is to reconstruct the acoustic pressures at the listener’s
ears that would result from the natural listening situation to be simulated. To accomplish thisusing
loudspeakers requires that first, the ear signals corresponding to the target scene are synthesized by
appropriately encoding directional cues, a process known as “binaural synthesis,” and second, these
signals are delivered to the listener by inverting the transmission paths that exist from the speakersto
the listener, a process known as “crosstalk cancellation.” Existing crosstalk cancellation systems
only function at afixed listening location; when the listener moves away from the equalization zone,
the 3-Dillusionislost. Steering the equalization zone to the tracked listener preserves the 3-D illu-
sion over alarge listening volume, thus simulating a reconstructed soundfield, and also provides
dynamic localization cues by maintaining stationary external sound sources during head motion.

This dissertation will discuss the theory, implementation, and testing of a head-tracked loudspeaker
3-D audio system. Crosstalk cancellers that can be steered to the location of atracked listener will
be described. The objective performance of these systems has been evaluated using simulations and
acoustical measurements made at the ears of human subjects. Many sound localization experiments
were a so conducted; the results show that head-tracking both significantly improves localization
when the listener is displaced from the ideal listening location, and aso enables dynamic localiza-
tion cues.

Thesis Supervisor: Barry L. Vercoe
Professor of MediaArts and Sciences

Thiswork was performed at the MIT Media Laboratory. Support for this work was provided in part by
Motorola. The views expressed within do not necessarily reflect the views of the supporting sponsors.







Thesis Advisor

Doctora Dissertation Committee

Thesis Reader

Barry L. Vercoe
Professor of MediaArts and Sciences
Massachusetts I nstitute of Technology

Thesis Reader

William M. Rabinowitz
Principal Research Scientist
MIT Research Laboratory for Electronics

Thesis Reader

David Griesinger
Lexicon, Inc.
Waltham, MA

Jean-Marc Jot
Chargé de Recherche
IRCAM

Paris, France







Acknowledgments

First and foremost, | would like to thank my advisor, Barry Vercoe, for providing constant
encouragement and support through thislong process. Barry’svision has resulted in the
creation of the Machine Listening Group (formerly the Music and Cognition Group) at the
MIT Media Lab, where researchers such as myself can freely pursue topics in the under-
standing and synthesis of music and audio. Barry has always encouraged meto “look at
the big picture,” atask which | have not mastered.

| can’'t imagine having abetter doctoral committee than Bill Rabinowitz, David Griesinger,
and Jean-Marc Jot. Each hasaparticular perspective that complementsthe others. Bill has
been cheerful and supportive throughout; he has been particularly helpful with the psycho-
acoustic validation portion of thiswork. Bill also arranged for the use of the KEMAR and
MIT’s anechoic chamber, and he assisted me in building miniature microphones for mak-
ing ear recordings. David hasworked closely with me on previous projects, most notably a
study of reverberation perception. We' ve met numerous times to discuss room reverbera-
tion, loudspeaker audio systems, and spatial hearing. He strives to find simple solutions to
difficult problems; | hope | have emulated that ideal here. Jean-Marc’swork in spatial
audio synthesis, strongly grounded in theory, has been inspirational. Some of the key ideas
in thiswork are the result of many illuminating email discussions with him.

My parents are no doubt responsible for my interest in science and for my choice of
schooling at MIT. At ayoung age, they took meto MIT to see an exhibit of moon dust
recently brought back from the lunar surface. From that time on | was certain that | would
attend MIT; after atotal of twelve years here (both undergraduate and graduate) it seems
hard to believe that I’'m going to get out. Mr. Aloian at Belmont Hill School deserves par-
ticular credit for getting meinto MIT as an undergrad.

I would like to thank my colleagues in the Machine Listening Group for providing a stim-
ulating and fun place to work. Thanks are extended to current group members Keith Mar-
tin, Michael Casey, Eric Scheirer, Paris Smaragdis, and Jonathan Feldman. Keith Martin,
my current officemate, was closely involved with the early stages of this work, assisting
me with the measurement of the KEMAR HRTF data. Keith isalso to be thanked for pro-
viding alarge music library for my late night listening pleasure. Eric Scheirer provided
valuable proofreading assistance. Mike Casey, by using my systems in a number of audio
productions, has both advertised my work and reminded me of the need for production-
friendly designs.

Thanks are also extending to former members of our group, including Dan Ellis, Nicolas
Saint-Arnaud, Jeff Bilmes, Tom Maglione, and Mary Ann Norris. Dan Ellis, my former




officemate, deserves particular accolades. In addition to being adear friend and providing
emotional support during theinitial stages of thiswork, he hel ped me solve countless prob-
lems ranging from computer glitches to theoretical issues. Dan is also credited with sug-
gesting that | usethe Tcl/Tk Toolkit to build agraphical interface for the sound localization
experiment software; thiswas a huge time saver.

ConnieVan Rheenen, Betty Lou McClanahan, Greg Tucker, and Molly Bancroft provided
essential support at the Media Lab. Thanks are also extended to Bob Chidlaw at Kurzwell
Music Systems, who first introduced me to the wonderful world of digital signal process-

ing.

Finally, none of this would be possible without Felice, who has been an unfaltering source
of confidence, support, and love in thislong and difficult process. Thisthesisis dedicated
to her.




Contents

11
12
13
14

21

2.2

3.2

3.3

3.4

Y oo [Tt {10 o O 11
Motivation: spatial auditory diSPlayS........ccvevveririerieiererereereeeeee e 11
1dEaStO DEINVESHIQAE ........eceeeee e e st 13
PN oo [T o= 1 o] =SSR S 14
Organization of thiSAOCUMENL ..........ceceeeii e 15
BaCKQroUNd ........ccoooiiieiiiciic et 17
Sound localization in spatial auditory displays........c.coveeereinennenreeeeee e 17
O R 1 01 1= =0 = 02U (- OO SRR 17
212 SPECHIEI CUES.....covieetieeeeeett ettt 18
2.1.3  INAIVIAUAIIZEA HRTFS.....oocciecee ettt ettt ettt sre e ereas 19
A S 4 (= 01 7= [ = (0] o FO OO SRO 20
215  DynamiCloCaliZtION .......cc.coiireiiriiee et st 20
(0T 0 S0z = o o] S 21
A R (= (<o RS 21
222  Crosstalk CanCEIAtioN.........cccoceeiiiieee ettt re e s ne 22
2.2.3  Inversefiltering of rOOM aCOUSLICS........ciververiereeeeeeee e 25
224 AMDISONICS...ccueeitiitiecticeecte ettt sttt st et e st e et e b e eaeesbeeaeesbeennesreensesaeennens 26
225  DISCIEE SUMTOUNG .....coeoueieieeeiecieecee ettt sttt et e b e eaeesbeeaeesbeenesbeennesaeennesn 27
YN o] o] 0 Ve RS RR 29
1811 (0o [§Tox 1o o [N OO USRRR 29
3.1.1 Binaura audio using [oudSPEaKErS .........ccoverieieeieeeeeeeee e e 29
312 HEAA traCKING. ...ccueeeeeeeeterie ettt ae sttt se et se et e e e eneas 30
3.1.3  Hybrid @pproach .........ccooiiiiiieseeee e e 30
3.14  Multichannel implementations..........ccocoverererereee e e 31
315  Organization Of ChAPLEY .......cceieiiieiere e e 31
Head-related transfer fUNCLIONS.........c.coveiiiieecieceecteceece ettt st s be e 31
321 Description of KEMAR HRTF MEASUrEMENtS........coeveeererereseseseeseesseseeseeneas 32
3.2.2  PrOCESSING ..cueeeeueereresrestestessessessessessentessessessessessesessessessessessessessessessessessensensessesens 34
3.2.3  DiSCUSSION Of MEASUMEMENES......ccviireeitiieeiteiie e ereereeresteesreereesresaeesresneesresanesrens 36
324  EQUAlization Of HRTFS.....cccciiiieiisiseeseeeeee e stese st enens 41
3.25 Theinteraural transfer fUNCLION .........ccooveiieiiecicececeeere e e 44
Theory of crosstalk CanCEllation ...........cceecieiericee e e 52
3.3 1  Binaural SYNthESIS.....c.ccviiici et 52
3.3.2  Genera asymmetric crosstalk cancellation ...........ccceecvveeviiiene e 53
3.3.3  Stability and realizability ........ccoooeiiieiie e 57
3.34  RECUISIVE tOPOIOQIES. ... .cccveeieieeeeecteerie st e e st et ae e esaeeeesreeaesreeeesaeeneeas 60
3.35  SYMMELNC SOIULIONS ..ot e nae e ae e e 62
Bandlimited implementations ..o s 65

3.4.1 Bandlimiting the crosstalk CanCaller ..o 65




4.2

52

53
54

6.1
6.2

3.4.2  Recursive asymmetric bandlimited implementation ............ccocoverienninniencenns 66

343  Parameter dependency on head POSItION ...........cceveereereiinennersereee e 69
34.4  Feedforward asymmetric bandlimited implementation...........c.ccoccoevvineiennenns 73
345  Symmetric bandlimited implementations...........ccoecveinenrennenre s 73
3.4.6  High-frequency power transfer MOdel..........ccoeiieiniinennese s 75
3.4.7  High-frequency implementation............ccoereereeneininnereeee e 80
34.8 Complete head-tracked SYSEM.. ... 82
Physical Validation ... s 84
ACOUSLICBl SIMUIBLTION ...ttt 85
411  Channel separation for symmetric crosstalk cancellers........cocooveveneieieieccnnens 85
4.1.2  Contour plots of channel SEParation............ccceoeeererinenenene e 88
4.1.3  Effect of lateral tranglation ..........cccoeeveiiieiriinieceee s 91
414 PhasOr @NAYSIS.....ccueeeirireerireetirieiesiet et n s 92
ACOUSLI Cal MEASUIEIMENES ......eeveeiesieieeseesie e seeeeee e eresse s e eesteseestesteseeseeeenseneeneeneenesnensens 93
421  Measurements of KEMAR in anechoic conditions............ccocevvrenerienesienceennns 93
422  Measurements of humans and KEMAR in reverberant conditions..................... 96
Psychophysical Validation ... 103
Headphone and Loudspeaker Localization EXPeriments .........cocevevereneneseesienesseeneenens 104
51.1  Headphone experiment ProCEAUIE. ...........courrirerererenere et 104
5.1.2  Loudspeaker experiment ProCEAUIE .........ccerrerererenierere e 107
513  SEliStiCal @NalYSiS...ccconreriiiierinieieneresieiee st 109
B.LA  RESUIS...cuiiieiecite ettt ettt bbbt 110
Validation of head traCKing..........ooiirreriineree e 119
521  Lateral head translations........ccocoveeerereneneseeeeeee e 119
5.2.2  Front-back head tranglations ..........ccoceverereieieeeee e 123
L0220 T o =0 [ (0 7= 14 o] 1 126
Dynamic head MOLION.........ccoiiieie et s se e e e e eneas 129
D E o0 o] o FO TSSOSO PPP TR 133
DISCUSSION.....cuiiuieieie sttt sttt b et b bbb ne s 135
Contributions Of thE thESIS..........cviirree e 135
ChallengeSt0 GENEIal USE .......cccoeriririeierie ettt st st a e eneas 136
6.21  MUIIPIE HISIENEIS....ceeeieeee bbb st 136
6.2.2  Distant liStENING. .....cooieirireie ettt st s eneas 137
DirectionS fOr fUIUrE WOFK .......cc.eieiiereseee e eneas 138
INVErtiNg FIR FIlTerS..cuiiie e 142
REFEI BNCES. ...ttt se e sneennens 145

10



Chapter 1 |ntroduction

11

In recent years there has been significant interest in the synthesis of immersive virtual
environments. Applications for this technology include entertainment, communication,
remote control, and simulation. It isessential that these simulations include arealistic rec-
reation of the intended auditory scene. Olson (1972) has described four conditions neces-
sary to achieve realism in a sound reproducing system:

* Thefrequency range must include all audible components of the sounds to be repro-
duced.

* Thevolume range must permit noiseless and distortionless reproduction of the entire
range of intensities associated with the sounds.

* Thereverberation characteristics of the original sound should be approximated in the
reproduced sound.

* The spatial sound pattern of the original sound should be preserved in the reproduced
sound.

Modern sound reproducing equipment can easily achieve the first two conditions. It isthe
latter two conditions that pose a challenge to the design of audio systems, particularly sys-
temsthat are intended for extremely realistic spatial reproduction of audio.

Motivation: spatial auditory displays

Many different sound system technologies are in current use. These vary in the number
and placement of transducers, which determine their spatial reproducing capabilities. The
simplest, a monophonic sound system, isincapable of reproducing the spatial characteris-
ticsof sounds. All sounds, including reverberation, are reproduced from the location of the
loudspeaker, resulting in an unnatural impression. Two-channel stereo sound systems are
far superior, enabling the reproduction of sound images that are spatially distributed
between the two loudspeakers. Stereo systems are generally incapable of rendering sound
images originating from the sides or from behind the listener. The capabilities of stereo
systems can be augmented by adding additional speakersto the sidesor rear of the listener;
the resulting surround systems are generally able to reproduce sound images anywhere in
the horizontal plane surrounding the listener.

A spatial auditory display (also caled avirtual acoustic display or a3-D audio system) is
a system capable of rendering sound images positioned arbitrarily around alistener. There
are two genera approaches to building these systems. Thefirst isto completely surround
the listener with alarge number of transducers, which enables the acoustic soundfield of
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the target scene to be exactly, or approximately, reproduced. The second isto reproduce
only at the ears of the listener the acoustic signals that would occur in the natural listening
situation to be smulated. This method, called binaural audio, is applicable to both head-
phone and loudspeaker reproduction. In theory, the binaural approach requires fewer
transducers than the soundfield reproduction approach, because only the pressures at the
two ears of the listener need to be reproduced. However, the binaural approach is not eas-
ily applied to loudspeaker systemsintended for multiplelisteners; the soundfield approach
is better suited to this situation.

It iswell known that the directional cuesfor sound are embodied in the transformation of
sound pressure from the free field to the ears of alistener (Blauert, 1983). A head related
transfer function (HRTF) is ameasurement of this transformation for a specific sound loca-
tion relative to the head, and describes the diffraction of sound by the torso, head, and
external ear (pinna). A synthetic binaural signal is created by convolving a sound with the
appropriate pair of HRTFs, a procedure called binaural synthesis. In order to correctly
deliver the binaural signal to alistener using transducers, e.g. headphones, the signals must
be equalized to compensate for the transmission paths from the transducers to the ear-
drums. Thisisaccomplished by filtering the signals with the inverse of the transfer func-
tion that describes the transmission path, a procedure called transmission path inversion.

Headphones are often used for binaural audio because they have excellent channel separa-
tion, they can isolate the listener from external sounds and room reverberation, and the
transmission paths from the transducers to the ears are easily inverted. However, when the
synthesis of binaural directional cuesis not tailored to the listener, headphone reproduction
often suffers from in-head localization or front-back reversals, particularly for frontal tar-
gets (Begault, 1990; Wenzel, 1992). Headphones are also cumbersome and inconvenient.

An dternative to headphonesis to use conventional stereo loudspeakers placed in front of
the listener. In this case the transmission path inversion is accomplished by inverting the
2x2 matrix of transfer functions between the speakers and the ears. Thisis called crosstalk
cancellation because it involves the acoustical cancellation of unwanted crosstalk from
each speaker to the opposite ear. Binaural audio processed with a crosstalk canceller for
loudspeaker playback, called loudspeaker binaural audio, can sound quiterealistic. In
practice, loudspeaker binaural audio sufferslessfrom in-head localization and poor frontal
imaging than does headphone binaural audio. Moreover, the use of loudspeakers frees the
listener from the requirement of donning headphones, and possibly being tethered by a
wire. Unfortunately, loudspeaker binaural displays have a serious shortcoming: the
crosstalk cancellation only functionsin afixed listener location, called the sweet spot or
equalization zone. When the listener moves away from the equalization zone, the 3-D spa-
tial illusionislost. Furthermore, the spatial extent of the equalization zone is quite small;
head trandlations as small as 10 cm or rotations of 10 degrees can noticably degrade the
spatial reproduction.

12
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1.2 Ideasto be investigated

The central idea (strictly speaking, the “thesis”) of this dissertation is that the equalization
zone of a crosstalk cancellation system can be steered to the position of atracked listener,
and that doing so greatly improves the ssmulation of a spatial auditory scene. Steering the
equalization zone to the tracked listener should preserve the 3-D illusion over alargelis-
tening volume, thus simulating a reconstructed soundfield, and should aso provide
dynamic localization cues by maintaining stationary external sound images during head
motion.

In this dissertation, we will describe the theory and implementation of steerable crosstalk
cancellers. We will then describe the objective performance of these systems as deter-
mined by simulations and acoustical measurements made at the ears of human subjects.
We will also present the results of extensive sound localization experiments; these show
that steering the equalization zone to the tracked listener both significantly improves local-
ization when the listener is displaced from the ideal listening location, and aso enables
dynamic localization cues. The culmination of this research is aworking implementation
of a head-tracked 3-D loudspeaker audio system.

The approach we have taken isto implement binaural synthesizers and crosstalk cancellers
based on a hon-individualized head model. This model was obtained by making extensive
HRTF measurements of a KEMAR (Knowles Electronic Manneguin for Acoustic
Researchl). Because the high-frequency features of HRTFs differ significantly across sub-
jects, crosstalk cancellation is bandlimited to frequencies below 6 kHz. Abovethisfre-
guency, the power levels of the binaural signals are adjusted in an effort to deliver the
proper high-frequency powersto each ear. This power adjustment is obtained by express-
ing the crosstalk cancellation process in terms of power transfer. Therefore, we will
present a hybrid approach to non-individualized crosstalk cancellation; at low frequencies
the phases and magnitudes of the binaural signals are adjusted, at high frequencies only the
power levels (magnitudes) are adjusted.

Existing loudspeaker 3-D audio systems typically assume a centered listener and imple-
ment symmetric crosstalk cancellers. In general, a steerable crosstalk canceller must be
asymmietric to deal with rotations of the listener’'s head. We will present a number of filter
topologies that can implement both symmetric and asymmetric bandlimited crosstalk can-
cellers. The most computationally efficient crosstalk cancellers are based on recursive
topologies that contain a parameterized model of head diffraction. By using a simplified
head model, extremely low cost implementations are possible.

The abjective performance of crosstalk cancellers can be described in terms of channel
separation at the ears of alistener. We will present results of simulations that compare the
performance of various crosstalk cancellers. The simulations also establish the spatia
extent of the equalization zone, and verify that the equaliation zone can be steered using
the described methods. We will also present the results of acoustical measurements made

1. Knowles Electronics, 1151 Maplewood Drive, Itasca, IL 60143.
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1.3

using both KEMAR and also miniature microphones inserted into the ear canals of human
subjects. The results verify that the bandlimited crosstalk cancellers are on average effec-
tive at cancelling crosstalk up to 6 kHz.

Finally, we will present the results of an extensive set of sound localization experiments.
Thefirst set of experiments compare the performance of headphone and loudspeaker sys-
tems based on the KEMAR HRTFs; the results show that the loudspeaker system images
frontal locations better than headphones. Additional experiments conducted with the loud-
speaker system compare localization under tracked and untracked conditions when the lis-
tener is displaced from the ideal listening location; the results show that head tracking
significantly improves localization performance, particularly when the listener is laterally
tranglated or rotated. Another experiment tests localization using the loudspeaker system
when the listener’'s head isrotating; the results show that head tracking enables dynamic
localization cues.

Solutions to the problem of head tracking, i.e. determining the position of the listener’'s
head, are not agoal of thiswork and will not be discussed in detail. Head trackingisa
requirement of all binaural displays; the positions of sources must be rendered relative to
an externally fixed reference, otherwise the auditory scene moves with the head rather than
remaining stationary. With headphone displays, tracking is usually accomplished using an
el ectromagnetic device affixed to the headphones (see Meyer et a., 1993, for a survey of
position trackers). Forcing the listener to wear atracking device conflicts with our goal of
an unencumbered and untethered interface. We prefer techniques that use remote sensing,
such as video based head tracking, which is an active area of research (Basu et a., 1996;
Oliver et d., 1997).

Applications

Head-tracked loudspeaker 3-D audio may be used in many applications that require or ben-
efit from aspatial auditory display. Possible applicationsinclude interactive entertainment
(e.g., video games, multimedia network applications), broadcast entertainment (e.g., tele-
vision), communications (e.g., telephony, teleconferencing, flight control), ssmulation,
remote control, and immersive interfaces. Applications for spatial auditory displays, and
the need for general spatial control, have been detailed el sewhere (Wenzel, 1992; Begaullt,
1994; Shinn-Cunningham et al., 1997).

The concept of head-tracked loudspeaker 3-D audio is readily applied to the desktop com-
puter interface. Computer monitors are routinely equipped with side mounted stereo loud-
speakers; thereisgreat interest in devel oping loudspeaker 3-D audio for desktop
computers to enhance the immersive experience of video games and other multimedia
applications without forcing the user to don headphones. Many implementations will
likely use symmetrical crosstalk cancellers with afixed equalization zone. However, these
systems will not work properly when the user isincorrectly positioned. The use of a head
tracked system has two advantages: not only will the system function when the user is
incorrectly positioned, but user mations will actually enhance the listening experience.
Head tracking can be accomplished using a video camera or other sensor mounted to the

14
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monitor. The video approach is attractive because applications such as teleconferencing
already require a camerato be present. Both the head tracking and the audio processing
(including binaural synthesis and crosstalk cancellation) can be implemented on the com-
puter.

There are additional reasons why the desktop computer paradigm isideally suited to our
approach. First, desktop computerstypically only have asingle user. Theoreticaly,
crosstalk cancellation systems can be built to service multiple simultaneous listeners
(Bauck and Cooper, 1996), but it is enormously more complicated than the single listener
situation. Second, acomputer user tends to sit close to the computer monitor, and will
therefore be close to the speakers. Consequently, the strength of any room relections will
be relatively small compared to the direct sound coming from the speakers. Room reflec-
tions degrade the performance of loudspeaker 3-D audio systems, aswe will later discuss.
Finally, acomputer user tends to orient their head towards the screen, which simplifies
both the head tracking and audio reproduction tasks. We will later show that crosstalk can-
cellation works best when the loudspeakers are on opposite sides of the listener’'s medial
plane; this constraint is conveniently accomodated by a user of a desktop computer.

The desktop computer is a particulary compelling example, but there are many other simi-
lar situations where a single user is facing some sort of display or terminal, such as per-
sonal laptop computers, arcade games, public telephones, automated teller machines
(ATMs), and other kiosk-style interfaces. These are all well suited to implementing head
tracked loudspeaker 3-D audio.

The constraints of car audio audio systems are also well suited to this technology. Car
audio systems often have only asingle listener, the driver. Because the position of the
driver is known a priori, head tracking is not necessary. However, the techniques we will
develop for delivering binaural audio using asymmetric loudspeaker geometries are
directly applicableto car audio systems.

Television and home theatre are al so potential application areas. Can thistechnology work
in aliving room? The answer to this often-asked question is“maybe.” Living rooms pose
considerable challenges because there may be multiple listeners, they are free to roam sig-
nificantly, and they are relatively distant from the loudspeakers. We believe that the gen-
eral technique we will study, i.e., delivering binaural cuesto alistener by inverting the
transmission paths, is applicable to any listening situation. However, the specific imple-
mentations we will discuss are intended for asingle listener who is relatively close to the
loudspeakers.

Organization of thisdocument

This dissertation has six chapters. After this introduction, Chapter 2 reviews related work
in loudspeaker 3-D audio and discusses alternative technol ogies for implementing spatial
auditory displays. Chapter 3 describes in detail the theory and design of crosstalk cancel-
lers. Thisincludes discussions of the KEMAR HRTF measurements, head diffraction
models, and the high-frequency power model. Chapter 4 discusses the simulations and
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physical measurements used to validate the objective performance of the systems
described in Chapter 3. Chapter 5 describes the sound | ocalization experiments conducted
to validate the subjective performance of the systems described in Chapter 3. Finaly,
Chapter 6 discusses the results of this study, and suggests areas of future work.

16
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Chapter 2 Background

2.1

211

This chapter will review two important topics relevant to our study: sound localization in
spatial auditory displays, and loudspeaker display technologies.

Sound localization in spatial auditory displays

Sound localization by humans has been studied extensively (e.g., Mills, 1972; Durlach and
Colburn, 1978; Blauert, 1983; Oldfield and Parker, 1984a, 1984b, 1986; Yost and Goure-
vitch, 1987; Wightman and Kistler, 1989a, 1989b; Makous and Middlebrooks, 1990; Mid-
dlebrooks and Green, 1991; Gilkey and Anderson, 1997). Recent interest in spatial
auditory displays has prompted the study of sound localization specifically related to this
technology (e.g., Wightman and Kistler, 1989a, 1989b; Wenzel, 1992; Wenzel et al., 1993,
Moller et al., 1996a; Gilkey and Anderson, 1997). Here we will briefly summarize some
of the important findings, especially those that are relevant to our study.

Interaural cues

It has long been known that the principal cues for sound localization, particularly localiza-
tion to the left or right, are the time and level differences at the ears of the listener (Ray-
leigh, 1907). Rayleigh’'s“duplex theory” statesthat low frequencies are localized using
time (phase) cues, and high frequenciesarelocalized using interaural level (intensity) cues.
Aninteraural level difference (ILD) will lateralize a sound towards the ear with the greater
intensity; this cueworks at all frequencies, but natural head shadowing does not attenuate
low frequencies substantially unless the sourceis very closeto the head. Interaural time
delay (ITD) cues are effective at localizing low-frequency sounds; they principally operate
at frequencies below about 1500 Hz. The question of which ear has leading phase can be
unambiguoudly determined for frequencies below about 700 Hz. The ability of neuronsin
the auditory periphery to phase lock to amplitude modulations of high-frequency carriers
enables a high-frequency 1TD cue based on the time difference of the amplitude envel opes;
however, this cue is rather weak compared to the lower frequency phase cue (Durlach and
Colburn, 1978, pg. 399).

The relative salience of these cues can be tested in various ways. Mills (1972) has shown
that the sensitivity of azimuth changes about the medial plane can be explained by the sen-
sitivity to ITD for frequencies below 1500 Hz, and by sensitivity to ILD for frequencies
from 1500 Hzto 6 kHz. ITD and ILD cues can be pitted against one another in cue trad-
ing experiments (e.g., Mills, 1972; Durlach and Colburn, 1978). The cue trading ratios
vary considerably depending upon the region being tested, the stimuli, and experimental
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conditions. Another approach isto perform localization experiments using binaural stim-
uli synthesized with conflicting ITD and ILD cues, Using this approach,Wightman and
Kistler (1992) have shown that low-frequency I TD cues dominate ILD cues; in other
words, when the stimuli contain low frequencies, the position of the auditory imageis
determined by the ITD cueregardless of the ILD cues. Thisfinding is particularly relevant
to our study.

Both ITD and ILD cues are frequency dependent. When the ITD isdefined in terms of the
total phase difference at the ears (we discuss an alternative definition in Chapter 3), it is
seen that the ITD at frequencies below 1500 Hz is about 3/2 larger than the ITD above this
frequency, which agrees which spherical diffraction theory (Rayleigh, 1945; Kuhn, 1977,
1987). The frequency dependence of the ILD is rather complicated: at frequencies below
about 6 kHz, the ILD of lateral sources decreases with increasing frequency dueto the fre-
quency dependence of head shadowing; at higher frequencies the spectral features are
quite complicated due to the filtering effects of the external ear. Plotsof ITDsand ILDs
are given in Chapter 3.

Any head model that is axially symmetric along the interaural axis, such as a sphere, will
lead to interaural cues that depend only on the distance of the source and the angle of the
source with respect to the interaural axis. The distance dependenceis only significant for
sources close to the head. The interaural ambiguity leads to the so-called cone of confu-
sion (Mills, 1972), which isthe locus of equally possible source locations as determined by
an interaural cue. Confusion errors are awell known sound localization phenomenon,
consisting primarily of front-back confusions, which occur frequently with fixed head lis-
tening (Rayleigh, 1907; Oldfield and Parker, 1984a; Makous and Middlebrooks, 1990;
Wightman and Kistler, 1989b). Front-back confusions are often accompanied by an
increase in elevation localization error (Makous and Middlebrooks, 1990). Up-down con-
fusions have a so been reported (Wenzdl et al., 1993), though these occur less frequently
than front-back confusions. It is generally accepted that spectral cues are used for front-
back and elevation localization; however, it is not well understood how the various inter-
aural and spectral cues are integrated to form alocalization judgement.

Spectral cues

The spectral modification of sound due to interaction with external ear isawell known
sound localization cue. Batteau (1967) proposed that directional cues are encoded by mul-
tipath reflections off the pinnathat sum at the ear canal; the pattern of the delayed reflec-
tions depends on the direction of the sound source. Several studies have tested sound
localization when various anatomical features of the external ear are occluded (Gardner
and Gardner, 1973; Oldfield and Parker, 1984b). These studies show that pinna cues con-
tribute significantly to both elevation localization (for both medial and non-medial
sources) and also front-back discrimination. Other studies have tested medial localization
by presenting stimuli that have been filtered in various ways to alter the spectral content
(Blauert, 1969/70; Gardner, 1973; Hebrank and Wright, 1974b; Asano et al., 1990).
Blauert (1969/70) determined that the localization of 1/3-octave noise stimuli on the
median planeis primarily determined by the stimulus frequency, independent of the loca
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tion of the source. Furthermore, the HRTFsfor locations chosen in response to certain fre-
guencies were seen to have spectral maxima (“ boosted bands’) at those same frequencies.
This result suggests that spectral maximain HRTFs determine the location of sounds on
the medial plane, and that certain features are similar across subjects. The importance of
spectral peaks as localization cues has been shown by other authors (e.g., Butler, 1997).

Hebrank and Wright (1974b) tested medial localization using lowpass, highpass, bandpass,
and bandcut filtered noises. The results showed that sound spectrafrom 4 to 16 kHz were
necessary for medial localization. A number of spectral cuesfor “front,” “above,” and
“behind” were identified, including peaks and notches at various frequencies. The authors
hypothesized that the principal frontal elevation cue isanotch created by interference with
areflection off the posterior wall of the concha; the notch frequency ranges from approxi-
mately 6 to 13 kHz as elevation increases from -30 to +30 degrees. The importance of this
notch for elevation localization has also been stressed by other authors (Bloom, 1977; But-
ler and Belendiuk, 1977; L opez-Poveda and Meddis, 1996).

Notch and peak spectral features are not independent; the presence of a notch isthe
absence of apeak and vice-versa. Both features can beincorporated into ageneral spectral
shape cue (Middlebrooks, 1992, 1997). Although spectral shape cues are principally used
for front-back discrimination and elevation localization, they are also potentially useful for
horizontal localization. Good evidence for thisisthat monaural listeners can localize hori-
zontal localizations fairly well, although they have accessto only a monaural spectra
shape cue (Middlebrooks, 1997).

Because human heads are not axially symmetric along the interaural axis, interaural differ-
ences, particularly the frequency dependent ILD, change systematically as a function of
position along cones of confusion (Duda, 1997). Freguency dependent ILDs, also called
interaural difference spectra, are attractive as a possible localization cue because they
don't depend on the source spectrum. Searle et a. (1975) proposed interaural difference
spectra caused by pinnadisparities asamedial localization cue. Thisideawas disputed by
Hebrank and Wright (1974a), who demonstrated that subjects could localize medial loca-
tionsjust as well with monaural listening conditions (one ear plugged) aswith binaural lis-
tening conditions, provided the subjects received sufficient training. Therelative
importance of binaural versus monaural spectral cuesis not well understood.

Individualized HRTFs

Severa studies have been made of sound localization using synthetic binaural stimuli pre-
sented over headphones. Wightman and Kistler (1989a, 1989b) demonstrated that local-
ization performance over headphonesis essentially the same as with free-field conditions
when the stimuli are synthesized using the subject’s own HRTFs, i.e., using individualized
HRTFs. Wenzel et a. (1993) studied localization over headphones using non-individual-
ized HRTFs taken from the ears of agood human localizer. The use of non-individualized
HRTFs increased elevation localization errors and front-back reversals, but horizontal
localization was largely unaffected. Front-to-back reversals were more frequent than
back-to-front reversals. These results arein general agreement with arecent study by Mol-
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ler et a. (1996a). Theincreased errors using non-individualized HRTFs are explained by
the fact that elevation localization and front-back resolution depend on high-frequency
spectral cues which vary considerably across subjects.

Externalization

The subject of in-head localization is also important to the study of spatial auditory dis-
plays. It has been shown that both headphones and loudspeakers are capable of generating
sounds that are perceived either in the head or outside the head (Toole, 1970; Plenge,
1974). Thus, the externalization of auditory imagesisindependent of the type of transduc-
ers used, although in-head localization is more frequently encountered with headphone lis-
tening. The externalization of auditory imagesis substantially dependent on the following
cues.

1. Individualized pinna cues (Hartmann and Wittenberg, 1996),
2. Reverberation cues (Begault, 1992),

3. Dynamic localization cues (Wallach, 1939, 1940; Wenzel, 1995; Wightman and Kistler,
1997),

4. Corresponding visual cues (Durlach et al., 1992).

It is unclear whether individualized pinna cues are necessary for external localization.
Hartmann and Wittenberg (1996) studied how various spectral manipulations of sound can
degrade the perception of externalized images. An important finding of this study is that
the correct reproduction of interaural difference spectraisinsufficient to maintain external-
ized sound images; rather, the monophonic spectral cues at each ear must be reproduced
correctly, which would support the notion that individualized pinna cues are needed.
Many studies have shown that non-individualized HRTFs can synthesize external images
(Plenge, 1974; Begault, 1992; Moller et al., 1996a); however, in all these cases the stimuli
that were externally perceived contained real or artificial room reverberation. The conclu-
sion isthat non-individualized HRTFs can be used to generate externally perceived images
when other externalizing cues are present.

Dynamic localization

Itiswell known that head movement isimportant for sound localization. Wallach’s (1939,
1940) conducted a series of localization experiments using a clever apparatus that allowed
the manipulation of dynamic localization cuesin response to head motion. Head rotation
was coupled to arotary switch that connected the sound source to one of a set of loud-
speakers placed in an arc in front of the listener. The relationship betwen interaural cues
and head position could thus be controlled by appropriately mapping head rotations to
loudspeakers. For instance, the sound could be made to eminate from the loudspeaker
directly in front of the listener for all head roations. The only stationary sound source that
would yield this relationship between head rotation and interaural changesis an overhead
sound. Listenerswould initialy report the sound image as frontal, but subsequent head
rotation would cause the image to jump to overhead and remain there. It was also possible
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to synthesize rear sources by suitable mapping of rotationsto interaural changes. Aswith
the overhead case, listeners would initially localize the image as frontal, but head motion

would cause the image to jump to the rear. These experiments convincingly demonstrated
that dynamic localization cues dominate pinna cues for front-back and elevation localiza-

tion.

Thurlow and Runge (1967) studied localization during induced head rotation; the results
demonstrated that the induced head rotation was especially effective in reducing horizontal
localization error and somewhat effective at reducing vertical localization error. Thurlow
et a. (1967) studied subjects’ head motions during sound localization. Subjects were
instructed to keep their torsos still but were permitted to move their heads freely to aid in
localization. Head rotation about the vertical axis was the most frequently observed
motion, often towards the location of the sound, and the largest average rotations (42
degrees) occurred when localizing low-frequency sounds. The study clearly shows that
individualswill freely move their headsto localize sound better. It should be noted that the
observed rotations are not only larger than the maximum allowable rotation (10 degrees)
reported for crosstalk cancelled loudspeaker audio, but are also larger than typical stereo
speaker angles (30 degrees).

Studies of dynamic sound localization have also been made with synthetic binaural stimuli
delivered over headphones. Adding dynamic head-tracking to a headphone display greatly
decreases front-back reversals (Boerger et a., 1977; Wightman and Kistler, 1997). The
study by Wenzel (1995) shows that changing ILD cuesin response to head motion is more
important for localization accuracy than changing ITD cues. Thisfinding is quite relevant
to the design of a head tracked |oudspeaker display.

2.2 L oudspeaker displays

In this section we review loudspeaker display technologies with emphasis on their relation
to our study.

221 Stereo

Strictly speaking, stereo refers not to the use of two channels, but the ability of the sound
system to reproduce three-dimensional sound. However, we will use the term stereo to
denote two-channel reproduction. Stereo systems have been in use for decades, and have
been extensively studied (e.g., AES, 1986). Essentially, the stereo technique relies on the
ability to position a sound between the two loudspeakers by adjusting the amplitude and/or
delay of the sound at each speaker. Individually, these techniques are called intensity pan-
ning and time panning, respectively.

Time-panned stereo is problematic. Using equal amplitude broadband signals, delaying
one channel by less than a millisecond is sufficient to move the auditory event to the oppo-
site speaker (Blauert, 1983, pg. 206). Thisresult is from de Boer's experiments using a
conventional stereo arrangement (speakers at + 30 degrees) with the listener's head immo-
bilized. Similar experiments show that time panning depends greatly on the signal, and is
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generally not effective with narrowband signals. Moreover, any attempt to use time pan-
ning is defeated by amobile listener, because lateral motions of afew feet can create
speaker to head delay differences which overwhelm the short delaysintended for panning.
If time-panning were to be used, it would require tracking the listener in order to adapt the
panning delays correctly.

Intensity panning isfar more effective and robust than time panning. About 25 dB of level
difference is sufficient to move the auditory event completely to the stronger speaker
(Blauert, 1983, pg. 206). Intensity panning works fairly consistently with different signal
types, even with narrowband signals, although high-frequency sinusoids give degenerate
results. Unlike time-panning, intensity panning is still effective when the listener is off-
axis. The success of intensity panning has led to a number of coincident microphone tech-
nigues for stereo, which date back to the 1930's with Blumlein's pioneering work (Blum-
lein, 1933, 1958; Lipshitz, 1986; Griesinger, 1987; Heegaard, 1992).

Stereo techniques can be analyzed using phasor methods (Bauer, 1961a), which assume
the signals are steady state sinusoids, and thus are completely specified by a complex
value. Thesignal at one ear isthe sum of the same-side (ipsilateral) speaker phasor and the
opposite-side (contralateral) speaker phasor, which is delayed (rotated) to account for the
interaural time delay. Phasor analysis demonstrates that intensity differences between the
two speakersresult in ear signals which have the same intensity but different phase; con-
versely, speaker phase differences yield interaural intensity differences at the ears (Lip-
shitz, 1986). Many papers have been written on phasor analysis and appropriate head
models (e.g., Cooper, 1987), but this analysis technique is only valid for low-frequency
sinusoids and for afixed, on-axis listener position, and is not applicable to amobilelis-
tener or broadband signals.

Stereo techniques may a so be explained as a consequence of summing localization,
whereby a single auditory event is perceived in response to two sources radiating coherent
signals (Blauert, 1983). When either one of the sources radiates a locatable signal, the
auditory event appears at the location of the source. When both sources radiate the same
signal in some amplitude proportion, a single auditory event is perceived at alocation
between the two sources, even though the actual ear signals are not entirely consistent with
this perception. It is clear that the auditory system is unable to separately identify the two
sources, and assigns a best guess location to the auditory event in the presence of conflict-
ing cues.

Crosstalk cancellation

This section reviews previous studies of crosstalk cancellation systems. Some of the tech-
nigues introduced here will be described in greater detail in Chapter 3.

Crosstalk cancellation is atechnique for sending arbitrary, independent signals to the two

earsof alistener from conventional stereo loudspeakers; it involves canceling the crosstalk
that transits the head from each speaker to the opposite ear. The technique was first intro-
duced by Bauer (1961b), put into practice by Schroeder and Atal (1963), and later used by
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Schroeder to reproduce concert hall recordings for a comparative study (Schroeder 1970,
1973; Schroeder et al., 1974). Essentialy, the transfer functions from the two speakers to
the two ears form a 2x2 system transfer matrix. To send arbitrary binaural signalsto the
ears requires pre-filtering the signals with the inverse of this matrix before sending the sig-
nalsto the speakers. The inversefilter, or the crosstalk canceller, aswe will call it, isa
two-input, two-output filter which Schroeder implemented using a lattice topol ogy
(described in Chapter 3). Thefilter functions were derived from head responses measured
using a dummy head microphone. For the comparative study, binaural impul se responses
of concert halls were convolved with anechoic music to create binaural signals. These
were filtered with the crosstalk canceller and presented to alistener seated in an anechoic
chamber with loudspeakers at + 22.5 degrees. Schroeder described the result as “nothing
lessthan amazing” (Schroeder, 1973). Listeners could perceive sound originating from all
directions around them, athough no localization experiments were done. Schroeder
reported that immobilizing the head was not necessary, but that head rotations of + 10
degrees were sufficient to ruin the spatial illusion.

The usual method of creating crosstalk cancelling filtersisto invert head responses
obtained by direct measurement or modeling. Damaske (1971) described an alternative
method whereby the cancellation filters were specified through a calibration procedure. A
subject was seated in front of stereo speakers, spaced at £36 degrees, which emitted the
same bandpass filtered noise. The subject was instructed to adjust the delay and gain
(including inversion) of the right-hand speaker to move the noise so that its apparent direc-
tion was directly to the left of the subject. This procedure was repeated using 1/3-octave
noises chosen at 10 center frequencies from 400 Hz to 10 kHz. The results specified a*“ 90-
degree” filter, which was superposed with the mirror 90-degree filter to build a symmetric
crosstalk canceller. The filter was based on the results obtained from one subject. Dam-
aske conducted many localization experiments under various playback conditions using
binaural speech recorded from a dummy head microphone. Subjects were properly posi-
tioned but instructed to keep still. The results showed excellent localization for all azi-
muths in the horizontal plane. Vertical localization in the median plane was also good. In
both cases, sources directly to the rear were occasionally perceived asbeing frontal. Asthe
reverberation in the playback room increased, so too did the frequency of front-back rever-
salsfor al sourcesfrom rear azimuths, however frontal sources were always perceived cor-
rectly. Damaske also showed that moving subjects laterally off axis by aslittle as 10 cm
caused the localization performance to degenerate to stereo performance, in which case
sources could only be localized between the speakers.

Cooper and Bauck (1989) simplified the crosstalk canceller by exploiting the symmetry of
the listening situation. Thisyields a crosstalk canceller implemented with only two ele-
mentary filters, one that operates on the sum of the left and right binaural inputs (L+R),
and one that operates on the difference of theinputs (L-R). Thistopology, called ashuffler,
has been used historically to process stereo recordings (Blumlein, 1933, 1958; Gerzon,
1994). In contrast to the four filters required for the lattice implementation of the general
2x2 case, the shuffler implementation only requires two filters that have a particularly sim-
ple form, which will be described in Chapter 3. In an effort to match the crosstalk cancel-
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ler to an average listener, Cooper and Bauck based their filters on a spherical head model
(Cooper, 1982).

Several other filter topologies for implementing symmetric crosstalk cancellers have been
proposed. Iwahari and Mori (1978) described arecursive circuit whereby each output
channel isfed back to the opposite channel’s input via afilter consisting of the ratio of the
contralateral to ipsilateral HRTFs. This recursive topology and related topol ogies will be
discussed in Chapter 3. Sakamoto et al. (1981) described a circuit consisting of a“ratio”
filter and a“common” filter. Theratio filter, which was applied to only one channel,
affected crosstalk cancellation; the common filter, which was applied to both channels,
affected the overall equalization. The filters were based on measurements of a dummy-
head microphone. Experiments with this system demonstrated good horizontal and verti-
cal localization performance (Sakamoto et al., 1982). It was shown that disabling the com-
mon circuit greatly increased back-to-front reversals, indicating that the overall
equalization isimportant for correctly perceiving rear sources.

Other authors have described crosstalk cancellers based on HRTFs measured from humans
or dummy head microphones (Maller, 1989; Kotorynski, 1990; Jot, 1992; Koring and
Schmitz, 1993). Kotorynski (1990) focused on the problem of designing minimum-phase
crosstalk canceller filters based on non-minimum-phase HRTFs. A symmetric system,
implemented with 100-tap FIR shuffler filters, yielded better than 20 dB of broadband
channel separation. The crosstalk cancellers inverted the full audio range, and the filters
therefore contained sharp peaks at high frequencies caused by pinna-related notchesin the
HRTFs. Kotorynski (1990) aso implemented asymmetric crosstalk cancellers using a lat-
ticefilter topology. Jot (1992) created efficient shuffler filters based on a feedback loop
containing adelay and alowpassfilter. Thelowpassfilter was derived from the ratio of the
minimum phase parts of the ipsilateral and contralateral HRTFs, a method which will be
described in Chapter 3.

Koring and Schmitz (1993) described crosstalk cancellers based on individualized HRTF
measurements and implemented using alattice filter topology. The authors noted excep-
tionally high fidelity reproduction of binaural recordingsin the case of identity listening,
i.e., when the listener was the same individual measured to create the crosstalk canceller
and also used for binaural recording. However, non-identity listening revealed unnatural
timbre artifacts, attributed to differences in the fine structure of the listeners HRTFs. To
prevent the equalization of small dipsin the HRTFs, the frequency magnitudes of the
HRTFs were first smoothed using a 1/3-octave averaging filter. This greatly lessened the
timbre artifacts associated with non-identity listening without significantly degrading
localization performance. A number of sound localization experiments were performed
using identity listners. In anechoic conditions, both horizontal and vertical localization
performance was excellent. Localization performance degraded in increasingly reverber-
ant conditions, exhibiting increased front-back reversals and elevation errors. A “typical”
crosstalk canceller was also selected by testing the localization performance of a set of
individualized crosstalk cancellers using a set of non-identity listeners and choosing the
system with the best overall rating. However, localization results using the typical system
were not shown.
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Crosstalk cancellation is related to the problem of equalizing dummy head recordings for
loudspeaker playback. A particular problem with dummy head recordingsisthat they have
little low-frequency separation, and the subtle time differences at low frequencies are inca-
pable of indicating direction when reproduced through loudspeakers. Griesinger (1989a)
describes shuffler filters which apply a bass boost to the L-R difference signal, atechnique
first proposed by Blumlein (1933, 1958) for equalizing stereo recordings. Thisincreases
the spaciousness of the reproduction and allows low-frequency sounds to be localized. At
low frequencies, crosstalk cancellation is equivalent to a phase-corrected L-R bass boost
(Griesinger, 1989b). Increasing the low-frequency separation pumps energy into the low-
frequency lateral modes of the room (Griesinger, 1986), and this lateral energy at low fre-
guencies greatly contributes to the sensation of spaciousness (Morimoto and Maekawa,
1988).

The problem of transmission path inversion has been extended to multiple speakers and
listeners (Yanagida et al., 1983; Bauck and Cooper, 1992, 1993, 1996; Abe et al., 1995).
Matrix notation is used to specify the general problem of sending P program signals
through M loudspeakersto L ears, where the desired transfer function from program sig-
nalsto earsis given. The general solution involves a pseudoinverse of the LxM system
transfer matrix X. When M > rank(X), the system is underdetermined, and an infinite set
of solutions exist. A least squares solution minimizestotal signal power delivered to the
loudspeakers (Bauck and Cooper, 1992, 1993, 1996). In the underdetermined case, we
note that the additional degrees of freedom could be used to minimize the spatial gradients
of sound pressure at the equalization zone (Asano et al., 1996); doing so should increase
the spatial extent of the equalization zone. When L > rank(X), the system is overdeter-
mined, and no exact solutions exists. In this case, aleast squares solution minimizes the
squared error. Abeet al. (1995) proposed solving for additional pointsin the vicinity of the
equalization zone in an effort to increase its spatial extent; the technique was effective for
certain loudspeaker geometries.

A different approach to multichannel crosstalk cancellation, used by Iwahara and Mori
(1978), isto partition the set of speakers into pairs; each speaker pair becomes a separate
2x2 crosstalk canceller. It isthen possibleto pan the source signal to a specific crosstalk
canceller for optimum reproduction depending on the desired target location. For instance,
afour-channel system could be composed of afront crosstalk canceller using the front-left
and front-right speakers, and arear crosstalk canceller using the rear-left and rear-right
speakers. Frontal sounds are panned to the front system and rear sounds are panned to the
rear system. This strategy would be expected to reduce front-back reversals when using
non-individualized crosstalk cancellers.

I nver sefiltering of room acoustics

The crosstalk cancellers described in the preceding section invert only the listener's head
response, and do not compensate for the acoustics of the listening space. It is possibleto
invert aroom'’s acoustic impul se response with a causal, stable filter only when the room

response is minimum phase (Neely and Allen, 1979). However, room responses are sel-

dom minimum phase, and therefore it is necessary to incorporate significant modeling
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delay into the inverse filter in order to obtain an approximate inverse (Mourjopoul os,
1985). Thisworks at the exact point in the room where the impul se response measurement
was taken, but all other pointsin the room are subject to the pre-response of the inverse fil-
ter (i.e., the response prior to the modeling delay), which sounds objectionable. For this
reason, most techniques equalize only the minimum phase portion of the room response,
leaving the excess phase portion unchanged (Craven and Gerzon, 1992).

A method for exactly inverting acoustic impulse responses in aroom is described by Miy-
oshi and Kaneda (1988). Because of the non-minimum phase nature of room responses, it
is not possible to realize an exact inverse when the number of sourcesis equal to the num-
ber of equalization points one wishesto control. However, by adding one extra source
(and hence one extra transmission path to each equalization point) it becomes possible to
realize an exact inverse using FIR filters. Thisprincipleis called the multiple-input/output
inverse theorem (MINT). Thisimportant result is obtained when the transmission convo-
lutions are formulated as a matrix multiplication, and then the inverse of this matrix yields
the set of FIR inversefilters. The MINT principle follows from the requirement that the
system transfer matrix be square in order to be invertible.

Elliot and Nelson have studied the design of adaptive filters for multichannel sound repro-
duction systems (Elliot and Nelson, 1985; Elliot et a., 1987; Elliot and Nelson, 1989; Nel-
son et al., 1992). A multiple error least mean square (ME-LMS) algorithm is devel oped to
adaptively design amatrix of FIR inversefilters. These filters can perform crosstalk can-
cellation and also equalize for the room response. A practical implementation would
require that the listener have microphones positioned in the ear canalsin order to adapt the
inversefiltersto the optimal solution, although the microphones could be removed after the
filters converge to a solution. Nelson et al. (1995) have since demonstrated that the MINT
and the ME-LM S method are equivalent, and have derived conditions that must be fulfilled
for an exact inverseto exist. The spatial extent of the resulting equalization zone was
shown to depend on the acoustic wavelength of the highest frequency of interest.

Ambisonics

The Ambisonics B format is afour channel audio format that encodes spatial audio
recorded using a soundfield microphone (Gerzon, 1985; Farrar, 1979). The four channels
consist of the omnidirectional pressure at the recording position, plus the dipole (pressure
gradient) responses along the x, y, and z axes. The playback strategy is frequency depen-
dent (Gerzon, 1992): at frequencies below 700 Hz, the omnidirectional pressure and pres-
sure gradients at a point in space are reconstructed; at higher frequencies, the total energy
and the directional flow of energy arereproduced. The different strategiesfor low and high
frequencies are accomodated by placing suitable shelving filters in the decoders (Gerzon,
1992).

Ambisonics B format is called afirst-order system, because (at low frequencies) it recon-
structs the zero-order pressure and first order pressure gradients at a point. Higher-order
systems are theoretically possible and would seek to reconstruct higher-order gradients.
Ambisonics has been described as decomposing the soundfield into spherical harmonics
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(Bamford and Vanderkooy, 1995), which form an orthogonal basis for representing spheri-
cal sound sources (Morse and Ingard, 1968). Jot has described the technique as recon-
structing a soundfield around a point by polynomial approximation?, atechnique closely
related to the derivative constraints discussed by Asano et al. (1996).

In practice, Ambisonics systems suffer from avariety of problems. Aswith crosstalk can-
cellers, there is an optimum listening position, or sweet spot. All speakers reproduce the
omnidirectional component, and this causes adistinct timbral artifact as the listener moves
his head near the sweet spot, due to the reinforcement and cancellation of sound at a peri-
odic set of frequencies. When the listener is positioned correctly, the omnidirectional com-
ponent can be perceived as being located inside the head. The same problems are
encountered when reproducing monophonic recordings over stereo loudspeakers. Another
deficiency of the Ambisonics encoding is that sound originating from one direction will be
reproduced by many loudspeakers, even if one loudspeaker corresponds exactly to the
desired direction.

Despite these difficulties, Ambisonics is a compact and useful format for representing spa-
tial audio. Spatial manipulations of the encoded audio, such as rotation about an axis, can
be easily performed; thisis particularly useful for adjusting sound playback in response to
head rotation when using a headphone spatial auditory display. Ambisonics also permits
mani pulation of the sweet spot position to adjust for the listener’s location (Burraston et
al., 1997).

Discrete Surround

Discrete surround systems consist of many loudspeakers surrounding the listener. Early
guadraphonic sound systems used four speakersin a square arrangement (Olson, 1972). A
well known problem with quadraphonic systemsis the difficulty in reproducing directions
between the speakers, particularly lateral directions (Theile and Plenge, 1977). Six chan-
nel systems, with speakers spaced at 60 degrees, are capable of fairly accurate reproduc-
tion of all directions on the horizontal plane. An extremely popular new format for home
theatersisthe 3/2 format, with three frontal speakers and two rear surround speakers
(Theile, 1993; Greisinger, 1996). Thisformat allows for accurate frontal localization
(important when the audio corresponds to sources on screen), and provides rear channels
for reproducing room acoustics and other spatial sounds. These systems provide excellent
directional reproduction to multiple listenersin awide listening area. The main problem
with these systems s the requirement of providing speakers to the side or behind the lis-
tener, which is not always practical.

Discrete surround systems use separate strategies for rendering directional sounds and dif-
fuse reverberation (Gardner, 1992; Jot, 1996, 1997; Gardner, 1997a). Directional sounds
are positioned using intensity panning between adjacent loudspeakers in the array (Pulkki,
1997). Diffuse reverberation is usually rendered by all speakers. Ideally, each speaker's
reverberation is uncorrel ated with the others, but it is sufficient to provide several channels

1. Jean-Marc Jot, personal communication, 1996.
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of uncorrelated reverberation and assign these to the speakers by spatial interleaving
(Griesinger, 1991).

Several authors have described large scale discrete systems that contain 50 or more speak-
ersarranged in a sphere (Meyer et al., 1965; Kleiner, 1981), intended for extremely reais-
tic simulation of concert halls. 1f the number of channelsis further increased, it becomes
possible to exactly reconstruct the original soundfield. Thistechniqueis called holo-
graphic audio (Berkhout, 1988) or wave field synthesis (Berkhout et al., 1993; Start et d.,
1995). The theory is based on the Kirchhoff-Helmholtz integral which states that an arbi-
trary sound field within a closed volume can be generated with a distribution of monopole
and dipole sources on the surface of the volume, provided the volume itself does not con-
tain sources (Boone et a., 1995). Although no practical implementations of this technol-
ogy exist, it represents the theoretical limiting case of exact soundfield reproduction.
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Chapter 3 Approach

31 I ntroduction

This chapter describesin detail the methods we will use to implement head-tracked loud-
speaker 3-D audio. After thisintroduction, section 3.2 will describe the HRTF measure-
ments we will use for head models. Section 3.3 will describe the mathematical theory of
crosstalk cancellation. Finally, section 3.4 will discuss our hybrid approach to crosstalk
cancellation: the combination of a bandlimited crosstalk canceller with a high-frequency
power compensation circulit.

3.1.1 Binaural audio using loudspeakers

The approach taken in thisthesisisto deliver binaural audio to the ears of the listener, and
therefore only the acoustic pressures at the eardrums of the listener are considered funda-
mentally important. This approach requires far fewer transducers than a system that
attempts to reconstruct a complex soundfield within avolume of space. Existing loud-
speaker systems that deliver binaural audio to alistener have the serious constraint that the
listener may not move. Our approach isto track the listener and adjust the loudspeaker
signals to maintain the binaural transmission, thus simulating areconstructed soundfield in
avolume of space.

The system is created by combining a binaural synthesizer with a circuit that inverts the
acoustic transmission path to the ears. The primary goal of the transmission path inversion
isto eliminate crosstalk from each speaker to the opposite ear, and these circuits are called
crosstalk cancellers. Although it is possible to merge the operation of the binaural synthe-
sizer and crosstalk canceller into asingle filter operation, there are many reasons for logi-
cally separating these operations:

* The binaura synthesizer and crosstalk canceller both require head models. It is possi-
ble to use different head models for each function, and each may be individualized or
non-individualized.

* Thehead model used by the binaural synthesizer isintended to be perceptually correct,
whereas the head model used by the crosstalk canceller must be acoustically correct.

» Efficient implementations can result from suitable factorizations of the separate sys-
tems.

* Reverberation isproperly handled by bypassing the binaural synthesizer and using only
the crosstalk canceller.
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* Headphone compatibility is easily achieved when the systems are separately imple-
mented; the headphones can be driven from the output of the binaural synthesizer.

*  When analyzing the performance of the total system, errors may be attributed to defi-
cienciesin either the binaural synthesizer or crosstalk canceller.

It istherefore desirable to separately implement the binaural synthesizer and crosstalk can-
celler. Our implementations will use head models based on measurements of a KEMAR
dummy head microphone for both the binaural synthesis and the transmission path inver-
sion.

Head tracking

Head tracking is necessary if the listener is not to be constrained to a single fixed location.
Both the binaural synthesizer and the crosstalk cancellation are affected by the location of
thelistener’'s head. The modification to the binaural synthesizer israther trivial: asthelis-
tener moves his head, the synthesis HRTFs must be adjusted so that the rendered scene
remains fixed to an external frame of reference, otherwise the rendered scene will move
with the listener’s head. The head model within the crosstalk canceller must also be
updated so that the crosstalk canceller isinverting the current transmission path from the
speakersto the ears.

Implementing the head tracking and adaptation has two benefits. First, the 3-D effect will
function over alarge listening area because the “ sweet spot” is steered to the |ocation of
the listener’'shead. Secondly, if the tracking is fast enough, the listener will have the addi-
tional benfit of dynamical localization cues. These are very powerful cues, particularly for
the resolution of front-back confusions, as described in section 2.1.5.

Hybrid approach

We will use a hybrid approach to the transmission path inversion problem, using different
strategies for low frequencies and high frequencies. Thisisjustified for several reasons:

* Thelargeintersubject variation in high-frequency head response meansthat it isimpos-
sible to invert the head response using a non-individualized head model.

* Even when using an individualized head model, the high-frequency inversion becomes
critically sensitive to positional errors, because the size of the equalization zoneis pro-
portional to the wavelength.

* When the cancellation fails due to either a mismatch in head response or positional
error, interaural cues may be seriously degraded, and this situation should be avoided.

Therefore, an exact transmission path inversion is only attempted at low frequencies,
where intersubject variation in head response is small (Cooper and Bauck, 1990). At high
frequencies, a power transfer model isinverted in an attempt to deliver the proper high-fre-
quency powersto each ear. When an exact solution to this model is not possible, the
proper total high-frequency power is delivered without regard to interaural cues.
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Multichannel implementations

Previous work in multichannel binaural audio using loudspeakers (Yanagida et al., 1983;
Abeet a., 1990; Bauck and Cooper, 1992, 1993, 1996) has considered the psuedo-inverse
solution to the multichannel problem. When the system is underconstrained (more speak-
ersthan ears) this solution minimizes total power sent to the loudspeakers. When the sys-
tem is overconstrained (fewer speakers than ears), the pseudo-inverse solution minimizes
total squared error. We will consider a different approach to the multichannel solution.
Our approach is based on the desired property that when a sound source is panned to the
location of aloudspeaker, that loudspeaker should emit all the power corresponding to the
sound source. We call this the power panning property. We note that a binaural synthe-
sizer combined with atwo-channel full bandwidth crosstalk canceller will naturally have
this property, provided that they use the same head model. This follows directly from the
properties of matrix inversion. We can create 3-D audio systems with more than two loud-
speakers that have the power panning property by superposing a weighted sum of two-
channel crosstalk cancellers (Iwaharaand Mori, 1978). The weights are determined by the
location of the desired sound source.

Organization of chapter

This chapter begins by describing the head-related transfer function (HRTF) measurements
conducted for this study of loudspeaker 3-D audio systems. The HRTF data are discussed,
focusing on attributes relevant to this study. Thisleadsinto a discussion of the interaural
transfer function (ITF), which isthe basis of many of our crosstalk canceller designs. The
theory of crosstalk cancellation is then presented in detail, including areview of past
crosstalk canceller implementations. Methods for bandlimiting the crosstalk cancellation
are presented, and this leads to both recursive and non-recursive bandlimited implementa
tions of both symmetric and asymmetric crosstalk cancellers. A high-frequency model is
described, analogous to crosstalk cancellation in the usual sense, but expressed in terms of
power transfer to the ears. The high-frequency power model is combined with the low-fre-
guency crosstalk cancellation to create a hybrid, frequency dependent approach to
crosstalk cancellation.

Head-related transfer functions

Our implementation of the binaural synthesizer and crosstalk canceller are based on head-
related transfer functions (HRTFSs) measured from a Knowles Electronic Mannequin for
Acoustic Research (KEMAR). The KEMAR is an anthropomorphous mannequin consist-
ing of atorso and head with features whose dimensions are based on median human mea-
surements (Burkhard and Sachs, 1975). This section describes the HRTF measurement
technique and discusses the resulting measurements. We al so discuss several related topics
of interest, namely, the equalization of HRTF measurements, invertibility of HRTFs, and
modeling of the interaural transfer function. These topics are relevant to the discussion of
crosstalk cancellation in the following section.
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Strictly speaking, an HRTF is a frequency-domain function which has a corresponding
time-domain function called a head-related impulse response (HRIR). An HRTF is obvi-
oudly related to the HRIR viathe Fourier transform. We will use the term HRTF to refer
generally to either representation, and will use HRIR to refer specifically to the time-
domain representation.

Description of KEMAR HRTF measurements

The HRTF measurements of the KEMAR have been described el sewhere (Gardner and
Martin, 1994, 1995). Quoting directly from (Gardner and Martin, 1995):

M easurements were made using an Apple Macintosh computer equipped with a Digidesign
Audiomediall DSP card, which has 16-bit stereo A/D and D/A convertersthat operate at a44.1
kHz sampling rate. One of the audio output channels was sent to an amplifier which drove a
Realistic Optimus Pro 7 loudspeaker, a small two-way loudspeaker with a4 inch woofer and 1
inch tweeter. The KEMAR was Knowles Electronics model DB-4004 and was configured with
two neck rings and atorso. Theleft pinnawasthe “small” model DB-061 and the right was the
“large red” model DB-065. The KEMAR was equipped with Etymotict ER-11 microphones,
Etymotic ER-11 preamplifiers, and DB-100 occluded ear simulators with DB-050 ear canal
extensions. The outputs of the microphone preamplifiers were connected to the stereo inputs of
the Audiomedia card.

From the standpoint of the Audiomedia card, asignal sent to the audio outputs resultsin a corre-
sponding signal appearing at the audio inputs. Measuring the impul se response of this system
yields the impul se response of the combined system consisting of the Audiomedia D/A and A/D
converters and anti-alias filters, the amplifier, the speaker, the room in which the measurements
are made, and most importantly, the response of the KEMAR with its associated microphones
and preamps. Interference due to room reflections can be avoided by ensuring that any reflec-
tions occur well after the head response time, which is several milliseconds.

The measurements were made in MIT's anechoic chamber. The KEMAR was mounted upright
on amotorized turntable which could be rotated accurately to any azimuth under computer con-
trol. The speaker was mounted on a boom stand which enabled accurate positioning of the
speaker to any elevation with respect to the KEMAR. Thus, the measurements were made one
elevation at atime, by setting the speaker to the proper elevation and then rotating the KEMAR
to each azimuth. With the KEMAR facing forward toward the speaker (0 degrees azimuth), the
speaker was positioned such that a normal ray projected from the center of the face of the
speaker bisected theinteraural axisof the KEMAR at adistance of 1.4 meters. Itisbelieved that
the speaker was always within 1.5 cm of the desired position, which corresponds to an angular
error of £ 0.5 degrees.

The impul se responses were obtained using a maximum length (ML) sequence measurement
technique (Rife and VVanderkooy, 1989; Vanderkooy, 1994). The sequence length was 16383
samples, corresponding to a 14-bit generating register. This sequence length was chosen to
yield agood signal to noiseratio (SNR) without excessive storage requirements or computation
time. Because the measurements were performed in an anechoic chamber and the ML sequence

1. Etymotic Research, 61 Martin Lane, Elk Grove Village, IL 60007.
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Table 3.1. Number of measurements and azimuth increment at each elevation. All anglesare
in degrees.

Number of Azimuth
Elevation measurements  increment
-40 56 6.43
-30 60 6.00
-20 72 5.00
-10 72 5.00
0 72 5.00
10 72 5.00
20 72 5.00
30 60 6.00
40 56 6.43
50 45 8.00
60 36 10.00
70 24 15.00
80 12 30.00

Q0 1 —

was sufficiently long, time aliasing in the impul se responses was not significant. The measured
SNR for frontal incidence was 65 dB.

The spherical space around the KEMAR was sampled at elevations from -40 degrees (40
degrees below the horizontal plane) to +90 degrees (directly overhead) in 10 degree increments.
At each elevation, afull 360 degrees of azimuth was sampled in equal sized increments. The
azimuth increment sizes were chosen to maintain approximately 5 degree great-circle incre-
ments. table 3.1 on page 33 shows the number of samples and azimuth increment at each eleva
tion (all anglesin degrees). Intotal, 710 locations were sampled.

It was desired to obtain HRTFsfor both the “small” and “largered” pinnastyles. If the KEMAR
had perfect medial symmetry, including the pinnae, then the resulting set of HRTF measure-
ments would be symmetric within the limits of measurement accuracy. In other words, the left
ear response [for asource] at azimuth 8 would be equal to theright ear response [for a source] at
azimuth 360 - 0. It was decided that an efficient way to obtain symmetrical HRTF measure-
ments for both the “small” and “large red” pinnae wasto install both pinnae on the KEMAR
simultaneously, and measure the entire 360 degree azimuth circle. Thisyieldsacomplete set of
symmetrical responses for each of the two pinna, by associating each measurement at azimuth 6
with the corresponding measurement at azimuth 360 - 8. For example, to form the symmetrical
response pair for the “small” pinna (which was mounted on the | eft ear), given a source location
at 45 degrees right azimuth, the left ear response at 45 degrees (contralateral response) would be
paired with the left ear response at 315 degrees azimuth (simulated ipsilateral response). Such a
symmetrical set will not exhibit interaural differences for sourcesin the median plane, which
has been shown to be alocalization cue (Searle et ., 1975). Assuming an HRTF is negligibly

3: Approach

33



3.2.2

affected by the shape of the opposite pinna, these symmetrical sets should be the same as sets
obtained using matched pinnae.

Processing

Although acomplete set of measurements for both two pinnamodels were obtained, it was
arbitararily decided to use the data from the “small” model DB-061 pinna exclusively for
our study of 3-D audio systems. Unless otherwise noted, all KEMAR HRTF datashownin
this document are based on a symmetrical set of HRTF data obtained using this pinna
model.

Each ear measurement yielded a 16383 point impulse response at a 44.1 kHz sampling
rate. Most of these dataareirrelevant. The 1.4 meter air travel corresponds to approxi-
mately 180 samples, and thereis an additional delay of 50 samples inherent in the play-
back/recording system. Consequently, in each impulse response, there is a delay of
approximately 230 samples followed by the head response, which persists for severa hun-
dred samples and isin turn followed by reflections off objects in the anechoic chamber
(such asthe KEMAR turntable). In order to reduce the size of the data set without elimi-
nating anything of potential interest, the first 200 samples of each impul se response were
discarded and the next 512 samples were saved. Each impulse response is thus 512 sam-
ples (11.6 msec) long.

Using a frequency-independent window length is problematic. Although the windowing
successfully crops trailing echoes, it can also result in the inadvertent loss of low frequen-
cies. The electro-acoustic system being measured is AC-coupled, and its frequency
response has a sharp rolloff towards zero at very low frequencies. Windowing the time
response of this system is equivalent to computing a circular convolution of the frequency
response with the Fourier transform of the window function (Oppenheim and Schafer,
1989). Consequently, applying a short time window has the effect of smoothing the AC-
coupling rolloff, and the roll off towards zero starts at a higher frequency. Using alonger
window length reduces the low-frequency smoothing, but also allows additional echoesin
the time response, which introduces erroneous details in the frequency response. We note
that an approach using wavelet decomposition could allow the time windowing to be
longer at low frequencies than at high frequencies, although we have not taken this
approach.

The unprocessed measurements contain the frequency response of the measurement sys-
tem itself, including electronics, Etymotic ER-11 microphone, and most importantly, the
Optimus Pro 7 loudspeaker. 1t is necessary to equalize the datato compensate for the
reponse of the measurement system. There are several ways to perform this equalization
(Blauert,1983; Moller, 1992; Jot et a., 1995):

1. Equalize the data set with respect to areference measurement obtained using one of the
ear microphones positioned at the center of the head with no head present. Thisstyle of
equalization gives aclear physical meaning to the equalized measurements: the HRTFs
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specify the pressure gain at the eardrum relative to the free-field pressure at the center
of the head with no head present. We will call this procedure measurement equaliza-
tion.

2. Equalize the data set with respect to an HRTF measurement at a particular direction of
incidence. Thisiscalled free-field equalization®. Usually the equalization is done with
respect to frontal incidence.

3. Equalize the data set with respect to the diffuse-field average of HRTFs across all inci-
dent directions. Thisis called diffuse-field equalization. The diffuse-field averageis
typically calculated as a power average across a uniformly distributed set of incident
locations. Because the power average contains no phase information, the phase
response of the equalization filter is arbitrary, and is usually chosen to be minimum
phase. According to Blauert (1983), diffuse-field equalization was proposed by Theile
in 1981 as an equalization method for dummy head recordings. Theile (1986) also pro-
posed diffuse-field equalization as a standard for headphones. A variant of diffuse-field
equalization is to equalize with respect to an average across horizontal locations only,
called horizontal diffuse-field equalization (Gardner and Martin, 1995).

Each of the equalization methods computes a reference response which is then inverted
and used to filter the data set. This operation is often performed in the frequency domain
by dividing the complex spectrum of each HRTF with the complex spectrum of the refer-
ence response. Issuesregarding filter inversion are discussed in Appendix A. Becausethe
equalization response is common to all HRTFsin the data set, ratios of HRTFs are insensi-
tive to the equalization method. Consequently, the free-field and diffuse-field equaliza-
tions may be performed on any HRTF data set, regardless of whether the set has been
properly measurement equalized. Diffuse-field equalization also requires a uniform spher-
ical distribution of incident directions; horizontal diffuse-field equalization requires auni-
form circular distribution of horizontal directions.

In order to perform the measurement equalization for the KEMAR data, the impulse
response of the Optimus Pro 7 speaker was measured in free-field conditionsin the
anechoic chamber at adistance of 1.4 meters. The measurement technique was exactly the
same as the HRTF measurements, except that a Neumann? KM 84i cardiod microphone
was used. Thiswas an oversight that has several ramifications. Equalizing the HRTFs
with respect to the Neumann reference measurement does not compensate for any
response differences between the Neumann and Etymotic microphones and associated
electronics. The KEMAR HRTFs equalized with respect to the Neumann reference have
low-frequency phase responses that differ from other published measurements of HRTFs,
such as described by Mehrgardt and Mellert (1977) or Moller et a. (1995¢). Conse-

1. There may be some confusion whether the term “free-field equalized HRTF” should refer to an
HRTF that is equalized with respect to free-field incidence at the center of the head with no head
present, or to an HRTF equalized with respect to another HRTF at some reference direction. We
prefer the latter interpretation, and will useit in this dissertation.

2. Neumann/USA, P.O. Box 987, Old Lyme, CT 06371.
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quently, we will not use the phase responses of the measurement equalized KEMAR
HRTFs.

Almost all of the applications of HRTFsto our study involves forming ratios of HRTFs,
either viafree-field or diffuse-field equalization, or viathe calculation of interaural transfer
functions, which are ratios of the two ear responses for a given source direction. Ratios of
HRTFs are not affected by the measurement equalization procedure. Discussions of free-
field and diffuse-field equalization and interaural transfer functions are presented in fol -
lowing sections. In this dissertation, an HRTF will refer to a measurement equalized
HRTF, i.e., equalized with respect to free-field incidence at the center of the head with no head
present, unlessit is explicitly stated to be afree-field or diffuse-field equalized HRTF.

Discussion of measurements

Many studies have been made of HRTF measurements of humans and dummy head micro-
phones, for instance, see (Shaw, 1966, 1974; Shaw and Teranishi, 1968; Mehrgardt and
Mellert, 1977; Blauert, 1983; Shaw and Vaillancourt, 1985; Wightman and Kistler, 1989a;
Moeller et al., 1995c; Larcher and Jot, 1997b). The purpose of discussing our KEMAR
measurements in this section is not to provide a complete analysis of the HRTF data, but
rather to point out particular details that are relevant to subsequent discussion in this dis-
sertation.

An example HRTF pair is plotted in figure 3.1, which shows the frequency response mag-
nitude of the ipsilateral and contralateral HRTFs for a source at 30 degrees azimuth on the
horizontal plane (O degrees elevation). The responses have many features typical of
HRTFs. At low frequencies, the responses are similar, and at higher frequencies the differ-
ence in the responses increases, which is attributed to the frequency dependence of head
shadowing. The high-frequency responses contain sharp features attributed to interactions
of the incident sound with the external ear, for instance, the distinctive notches at 8-9 kHz
that are caused by a conchareflection (Lopez-Poveda and Meddis, 1996). The broad peak
at 2-3 kHz is caused by the ear canal resonance (Blauert, 1983). The shape of these
responses are in general agreement with human HRTFs measured by Moller et al. (1995c).

Figure 3.2 shows interaural level differences (ILDs) for the KEMAR HRTF dataas afunc-
tion of azimuth angle, for elevations of 0, 30, and 60 degrees. |LDs were calculated by
computing the ratio of the energies of the two HRIRs and converting to dBs; therefore, the
ILDsare calculated over the entire frequency range. It should be stressed that the ILD data
depends on the equalization of the HRTFs because ILDs are very frequency dependent.
The datain figure 3.2 is based on measurement equalized HRTFs, i.e., equalized with
respect to free-field incidence at the center of the head with no head present, such as shown
infigure 3.1. Because most of the energy in the HRTFsisin the 2-3 kHz band, this band
should dominate the ILD data.

At 0 degrees elevation (solid line), the ILD has a characteristic dip at 90 degrees azimuth
that is seen in both human HRTF data and spherical head models (Blauert, 1983). Consid-
ering a spherical head model, a planar sound wave incident from 90 degrees will diffract
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Figure 3.1 KEMAR HRTF magnitude at 30 degrees azimuth on horizonta plane: ipsilateral
ear response (solid line) and contralateral ear response (dashed line). The HRTFs are

equalized with respect to free-field incidence at the center of the head with no head present.
The low-frequency rolloff below 200 Hz is attributed to the time windowing of the HRIRs.
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Figure 3.2 Broadband ILDs of KEMAR HRTFs as afunction of azimuth angle, at elevation
angles of O degrees (solid line), 30 degrees (dashed line), and 60 degrees (dash-dot line).

around the sphere and will add in phase on the exact opposite side. Consequently, the ILD
isless at 90 degreesincidence than it isat 70 degrees incidence, where the contral ateral
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response is asuperposition of diffracted waves that have traveled different path lengths and
hence are out of phase. The maximum ILD is17 dB for ahorizontal source at 110 degrees
azimuth. At 30 degrees elevation, the 90 degree dip is less pronounced, and thereis a noti-
cable asymmetry in ILDsfor front and rear sources. At 60 degrees elevation, the maxi-
mum ILD isabout 8 dB. The ILD data characterizes in the most general sense the natural
head shadowing that occurs for various source locations. We can use the data to choose
loudspeaker placements that maximize natural head shadowing in aloudspeaker 3-D audio
system.

Figure 3.3 shows broadband interaural time delays (ITDs) for the KEMAR HRTF dataasa
function of azimuth angle, for elevations of 0, 30, and 60 degrees. At each elevation, three
methods of computing the ITD are compared. The dashed lineisthe ITD obtained from
the KEMAR HRTF data by calculating alinear regression on the excess phase difference
of the two ear frequency responses (Jot et al., 1995). The linear regression is cal culated
over the band 500 Hz - 2 kHz. This procedure is described in more detail in the following
section on interaural transfer functions. The dotted lineisthe ITD obtained from the
KEMAR HRTF data by calculating the cross-correlation function of the two ear responses,
and eguating the ITD to the lag that maximizes the cross-correlation function within £1
msec. Prior to computing the cross-correlation, the two HRIRs are lowpass filtered with a
cutoff frequency of 2 kHz. The solid line showsthe ITD calculated for a spherical head
model according to (Larcher and Jot, 1997a):

ITD = %(asin(cosq)sin9)+ cost sind) (3.1)

where 0 isthe azimuth angle, ¢ isthe elevation angle, D = 17.5 cm is the diameter of the
spherical head, and ¢ = 344 m/sec is the speed of sound. The datain figure 3.3 shows that
the cross-correlation method gives larger ITD estimates than the other methods for near-
horizontal sources at extreme lateral azimuths. This agrees with similar results by
Larcherl. The extent to which these methods are in error depends on how we define the
ITD. Inthe next section we will describe Jot’s model for interaural transfer functions
which definesthe ITD based on the interaural excess phase (Jot et a., 1995).

Figure 3.4a shows frequency response magnitudes of the KEMAR HRTFs as a function of
elevation, for medial sources at 0 degrees azimuth. Note that the magnitude spectra are
shown with alinear frequency axis. Lightly shaded featuresin the figure represent spectral
peaks. For instance, at 2-3 kHz, the ear canal resonanceisvisible; the resonance does not
change as afunction of elevation. Spectral features at frequencies above 5-6 kHz are
caused by the filtering effects of the external ear. Spectral peaksin particular are well
known to be localization cues (Blauert, 1969/70; Hebrank and Wright, 1974b; Butler and
Belendiuk, 1977; Middlebrooks, 1992; Butler, 1997). The spectral peaks do change as a
function of elevation. The dependence on elevation is more clearly exhibited by the dark
shaded features, which are spectral notches. Spectral notches are caused by multipath
reflections off the external ear and have been shown to be elevation cues (Hebrank and

1. Vé&onique Larcher, personal communication, 1997.
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Figure 3.3 ITDsof KEMAR HRTFs as afunction of azimuth angle, at elevation angles of 0
degrees (@), 30 degrees (b), and 60 degrees (c). Dashed line shows KEMAR ITD calculated
by linear regression on the interaural excess phase, dotted line shows KEMAR ITD calculated
by cross-correlation, and solid line shows ITD calculated from a spherical head model.
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Figure 3.4 Magnitude spectra of KEMAR HRTFs as a function of elevation: source at 0
degrees azimuth (a); source at 45 degrees azimuth, ipsilateral ear (b); source at 45 degrees
azimuth, contralateral ear (c). White indicates +10 dB, black indicates-30 dB. Notch
features are labeled in (&) according to Lopez-Poveda and Meddis (1996).
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Wright, 1974b; Bloom, 1977). Regardless of the relative salience of the notches and
peaks as localization cues, the notches are compelling because they reveal the underlying
physics of the external ear. In Lopez-Poveda's study of the physics of the external ear
(Lopez-Poveda, 1996; L opez-Poveda and Meddis, 1996), the three notchesin figure 3.4a
were described as N1, N2, and N3, and are so labeled in the figure. The notch N1, attrib-
uted to arelection off the posterior wall of the concha (Hebrank and Wright, 1974b),
ranges from 6-12 kHz for source elevations of -40 to 60 degrees. Lopez-Poveda and Med-
dis (1996) a so attributed the N3 notch to a conchainteraction, but were not able to
describe N2 in terms of concha physics. Lopez-Poveda (1996) found similar spectral fea-
tures in the frequency responses of both KEMAR and human HRTFs.

Figures 3.4b and 3.4c show the KEMAR HRTF spectra as afunction of elevation for a
source at 45 degrees. theipsilateral ear spectra are shown in figure 3.4b, and the contralat-
eral ear spectra are shown in figure 3.4c. Again the same notches are seen, with the same
dependency on elevation, although the notches are less distinct in the contral ateral ear
response. We note that in all three figures there is relatively little spectral variation at ele-
vations greater than 60 degrees, except for the ubiquitous ear canal resonance at 2-3 kHz.

Figure 3.5 shows the KEMAR HRTF magnitude spectra as a function of source azimuth
for horizontal sources: figure 3.5a shows the ipsilateral ear response, and figure 3.5b
shows the contralateral ear response. Together, the two figures show the responses for a
full 360 degrees of source azimuths. In figure 3.5a, the distinctive notch N1 is quite appar-
ent. It rangesfrom 8-10 kHz for ipsilateral sourcelocations. It isremarkable that the N1
feature has a dependence on elevation that islargely independent of azimuth, a phenome-
non discussed in detail by L opez-Poveda (1996). The labeling of the N2 feature is specu-
lative on our part; at 45 degrees azimuth the notch is at 14 kHz, and this matches the N2
notch in figure 3.4b at 0 degrees elevation. In the contralateral response (figure 3.5b) at
frequencies below 6 kHz. thereisaregular pattern of peaks and dips that is both frequency
and azimuth dependent. We attribute this to the reinforcement and cancellation of waves
travelling different paths around the head.

Equalization of HRTFs

Our implementations of binaural synthesizers discussed in this chapter and following
chapters exclusively use either diffuse-field or free-field equalized HRTFs, depending
upon the context. The diffuse-field average isformed as the power average across all loca-
tions, according to:

N
%z i@ (3.2)
i=1

‘HDF(ejw)‘ =

The power averaging establishes the magnitude of the diffuse-field response; the phaseis
left unspecified. The diffuse-field average of the unprocessed KEMAR HRTF measure-
mentsis shown in figure 3.6. It was obtained by evaluating equation 3.2, and then smooth-
ing the result by applying a 1/3-octave constant-Q smoothing filter. We have adopted the

3: Approach 41



(a) ipsilateral

(o] o] w
o o o

[N
N
o

azimuth, degrees

mﬁ

10l :

0 2 4 6 8 10 12 14 16 18 20 22
freq, kHz.

(b) contralateral

[o2] w
(=] o

©
o

=
8]
(=)

azimuth, degrees

0 2 4 6 8 10 12 14 16 18 20 22
freq, kHz.

Figure 3.5 Magnitude spectra of KEMAR HRTFs as a function of azimuth for a horizontal
source: ipsilateral ear (a), contralateral ear (b). White indicates+10 dB, black indicates-30 dB.
Notch features are labeled in (a) according to Lopez-Poveda and Meddis (1996)

practice of smoothing filter responses used for HRTF equalization in order to simplify the
resulting filter response; in this particular case the smoothing had little effect because the
diffuse-field average response was already smooth. The diffuse-field response contains al
non-directional components of the measurements, including the measuring system and ear
canal resonance. The diffuse-field response was inverted to create a diffuse-field equaliza-
tion filter that was applied to all the HRTFsin the set. The phase response of the inverse
filter was determined using the Hilbert transform, such that the inverse filter was a mini-
mum-phase function (Oppenheim and Schafer, 1989).

Free-field equalized HRTFs are created by equalizing the set of HRTFs with respect to an
HRTF measured at one ear for a particular direction of sound incidence. For reasons that
are explained in following sections, we will often use HRTFs that are equalized with
respect to the ipsilateral response at 30 degrees horizontal incidence, a direction that corre-
sponds to the speaker location in atypical listening arrangement. Figure 3.7 shows a 30
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Figure 3.6 Diffuse-field average of KEMAR HRTFs, after smoothing with a 1/3-octave
constant-Q smoothing filter.
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Figure 3.7 30 degree free-field equalization response, derived from diffuse-field equalized
HRTFs. The equalization response has been smoothed with a 1/3-octave constant-Q smoothing
filter.

degree free-field equalization response obtained from the diffuse-field equalized HRTF at
30 degreesincidence. The equalization filter was calculated by smoothing the HRTF mag-
nitude response using a 1/3-octave constant-Q smaoothing filter and then inverting the
smoothed reponse. Had the smoothing not been done, the inverse filter would have sharp
high-frequency peaks corresponding to the notches shown in figure 3.1 on page 37. The
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equalization filter in figure 3.7 was used to create a set of 30 degree free-field equalized
HRTFs by filtering each diffuse-field equalized HRTF with the free-field equalization fil-
ter.

The low-frequency boost is an abberation caused by the windowing phenomenon dis-
cussed earlier. Each diffuse-field equalized HRTF should be reasonably flat at low fre-
quencies, but because they are AC-coupled and windowed to 128 points (at 44.1 kHz
sampling rate), they suffer from poor low-frequency response. Consequently, the free-field
equalization filter has a boost to compensate. We have recently begun artificially restoring
the DC component of the unprocessed HRTFs prior to further processing. This technique
greatly reduces low-frequency loss due to windowing.

The free-field equalization filter has a number of peaksin itsresponse. Of particular note
arethe peaks at 1.5 kHz and 8 kHz. These correspond to the “boosted bands’ noted by
Blauert (1969/70) for which sound pressure at the ear in amajority of human subjects was
greater for rear sources than for frontal sources. Thus, KEMAR exhibits the same front-
back spectral differences as seen in amajority of human subjects. Blauert (1969/70)
showed that these rear boosted bands correspond to “directional bands’ for which the
majority of subjects chose the rear rather than front direction when presented with 1/3-
octave noise stimuli at these frequencies. The KEMAR diffuse-field equalized response at
30 degrees (frontal) incidence has a deficiency of energy in these bands. Equalizing with
respect to 30 degrees incidence therefore has the effect of applying spectral cues that
should favor rear localization. It should be cautioned, however, that these types of spectral
cues are seen only for majorities of subjects; we expect significant individual variation in
high-frequency spectral cues. Furthermore, in Blauert’s study, the band at 8 kHz was prin-
cipally associated with the overhead direction.

Theinteraural transfer function

The diffraction of sound by the head, or head shadowing, can be described for agiven
source location by computing the ratio of the frequency responses at the two ears. This
ratio is called the interaural transfer function (ITF). 1TFs are important to study because
they describe crosstalk. The usual definition of the ITF (e.g., Blauert, 1983) is:

T

ITF = =< (3.3)

I

where H.. isthe contralateral response and H; isthe ipsilateral response, expressed in the

frequency domain. In this section, we will use this convention of referencing the ITF to
the same side response so that the associated I TD is positive. 1t should be clear that either
ratio of the two ear responsesisavalid ITF. Figure 3.8 shows the magnitude response of
the KEMAR ITF at 30 degrees horizontal incidence. Thisis calculated by dividing the
contralateral magnitude response with the ipsilateral magnitude response (see figure 3.1).
At frequencies below 6 kHz, the ITF behaves like alowpass filter with a gentle rolloff, but
at higher frequencies the I TF magnitude has large peaks corresponding to notchesin the
ipsilateral response. Figure 3.9 shows the interaural phase delay at 30 degrees incidence.
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Figure 3.8 Interaural transfer function (ITF) magnitude at 30 degrees horizontal incidence,
derived from KEMAR HRTFs. This function describes head shadowing for a 30 degree
horizontal source. The function was smoothed with a 1/24th-octave constant-Q smoothing filter.
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Figure 3.9 Interaural phase delay of KEMAR HRTFs at 30 degree horizontal incidence. The

ITD, calculated by cross-correlation, is0.25 msec. Theincreasein phase delay at frequencies
below 1.5 kHz is predicted by the theory of sound diffraction by a sphere (Kuhn, 1977, 1987).

The interaural phase delay is the difference of the unwrapped phases of the two ear
responses, divided by the angular frequency. For comparison, the ITD, determined by
cross-correlation, is0.25 msec. Theincreaseininteraural phase delay below 1.5 kHz seen
in figure 3.9 is predicted by the theory of sound diffraction by a sphere (Rayleigh, 1945;
Kuhn, 1977, 1987).
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Calculation of the ITF isaccomplished by a convolution of the contralateral response with
theinverseipsilateral response. The causality and stability of the interaural transfer func-
tion depends on the invertibility of the ipsilateral HRIR. We now consider in general the

invertibility of HRIRs. Asdiscussed in Appendix A, afinite length impul se response can

be inverted using a causal and stablefilter if and only if the original impulse responseisa
minimum-phase function. Thus, calculation of equation 3.3 resultsin a causal and stable
ITFif and only if the ipsilateral HRIR is a minimum-phase function.

Mehrgardt and Mellert (1977) suggested that HRIRs are minimum-phase functions. Sub-
sequent research has shown that HRIRs often contain non-minimum-phase zeros at high
frequencies, typically above 10 kHz (Moller et a., 1995c; Jot et al., 1995). Our own mea-
surements of the KEMAR HRTFs al so indicate that non-minimum phase zeroes occur at
high frequencies. A non-minimum phase acoustic impulse response can result from
delayed reflections that are more energetic than the direct response. It is easy to imagine
that at high frequencies the external ear creates focused reflections that are more intense
than the first wavefront, resulting in non-minimum-phase zeros at high frequencies.
Because HRIRs are in general non-minimum-phase functions, an inverse HRIR filter that
is stable must also be anticausal (see Appendix A). Aninversefilter for an HRIR isin gen-
eral anticausal and has infinite time support.

Because the sound wavefront reachesthe ipsilateral ear firdt, it istempting to think that the
ITF hasacausal time representation. However, the true inverseipsilateral response will be
infinite and two-sided because of non-minimum-phase zerosin the ipsilateral response.
Therefore the ITF will aso have infinite and two-sided time support. Nevertheless, itis
possible to accurately approximate the ITF at low frequencies using causal (and stable) fil-
ters. Causal implementations of I TFs are required to implement realtime filters that can
model head shadowing.

Any rational system function can be decomposed into a minimum-phase system cascaded
with an allpass-phase system (Oppenheim and Schafer, 1989), which we notate as.

H(z) = minp(H(z))allp(H(2)) (3.4)

The ITF can then be expressed as the ratio of the minimum phase systems cascaded with
an alpass system whose phase response is the difference of the excess (allpass) phases at
the two ears:

minp(H,(€"*)) i(calpth (¢ - Oallo(r (<))

ITF(E®) = :
minp(H,(e'*))

(3.5)

Jot has shown that for all incidence angles, the excess phase difference in equation 3.5is
approximately linear with frequency at low frequencies. Therefore the ITF can be mod-
eled as a frequency-independent delay cascaded with the minimum phase part of the true
ITF (Jot et al., 1995):
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minp(H c(ej m)) g0l TD/T

ITF(e'®) O :
minp(H;(e’*))

(3.6)

where ITD is the frequency-independent interaural time delay, and T is the sampling
period. ThisITF model is stable and causal, which is of paramount importance for real-
timeimplementation. The ITD isoptimally calculated by linear regression on the interau-
ral excess phase term given in equation 3.5 (Jot et al., 1995). The regression may be
calculated over alow-frequency band, such as 500 Hz - 2 kHz. It isimportant to note the
relationship between the excess phase difference, which leads to a frequency-independent
ITD, and the total phase difference, which leads to an interaural phase delay that increases
at frequencies below 1.5 kHz, as shown in figure 3.9.

We have determined that the model in equation 3.6 is accurate at low frequencies for any
ratio of two HRTFs, and not just interaural transfer functions. Thisfollows directly from
the fact that non-minimum-phase zerosin HRTFs only occur at high frequencies. The
excess phase part of an HRTF therefore consists of alinear phase term and one or more
second-order allpass sections at high frequencies. Consequently, the excess phase differ-
ence between any two HRTFs must be nearly linear at low frequencies, where the excess
phase responses are negligibly affected by the high-frequency allpass resonances.

The crosstalk cancellerswe discussin later sections require the implementation of lowpass
filtered ITFs. Becausethe ITFsare used to model acoustic crosstalk for cancellation, accu-
rate phase responseis critical. This suggests that we filter the ITF with a zero-phase low-
pass filter. However, this conflicts with the goal of acausal ITF. The solutionisto steal m
samples of modeling delay from the ITD in order to design alowpass filter that is approxi-
mately (or exactly) linear phase with a phase delay of m samples. After lowpass filtering
the ITF, we can extract a causal filter that models head shadowing at low frequencies. We
generalize the approximation to the lowpass filtered ITF as follows:

Hy pe(€) I TF('®) OL(e/®)e @ TP/ T-m)

st
I[n] =0, n<o

(3.7)

wherel[n] isacausal filter with frequency response L(ej ®) that approximates the low-
passfiltered I TF after delayingby ITD/T —m samples, and misthe modeling delay of

H I_F,F(ej ®) taken from the ITD. The closest approximation is obtained when all the

available ITD isused for modeling delay. However, we may want a parameterized imple-
mentation which cascades afilter L(2) with avariable delay to simulate an azimuth depen-
dent ITF. Inthis casethe range of the ssimulated azimuths isincreased if we minimize m.
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There are two approaches to obtaining the filter L(z). Thefirstisto start with Jot'sITF
model of equation 3.6, which entails 1) separating the HRTFs into minimum-phase and
excess phase parts, 2) estimating the ITD by linear regression on the interaural excess
phase, 3) computing the minimum phase I TF, and 4) delaying this by the estimated I TD.
Figure 3.10a shows the result of this procedure, for an I TF at 30 degree horizontal inci-
dence. Thefilter L(2) can then be obtained by lowpassfiltering and extracting I[n] from the

time response starting at sampleindex floor(ITD/T—m).

Our approach, first presented by Gardner (Casey et al., 1995)1, has been to compute the
ITF by convolving the contralateral response with an inverse ipsilateral response computed
using the DFT procedure described in Appendix A. Thisyields atwo-sided time response
whose anticausal portion contains high-frequency ringing attributed to the non-minimum
phase zerosin theipsilateral response. Figure 3.10b shows the result of this procedure for
an ITF at 30 degree horizontal incidence. After lowpassfiltering, the anticausal part of the
response will be greatly attenuated. Aswith the previous procedure, thefilter L(2) is
obtained by lowpass filtering, rectangular windowing and time shifting.

Figure 3.10c shows the results of both procedures after lowpass filtering with a zero-phase
FIR filter with a6 kHz cutoff. The time responses are very similar. Note that both
responses contain ringing of the lowpass filter at negative time because we have not yet
windowed the responses to extract causal filters. We can evaluate these lowpass I TFs by
computing how accurately they compute the contralateral response for a given ipsilateral
response, according to:

H.—H,ITF
€ = 20|OglO%|C|H—I||E
C

(3.8)
Thisisthe error in the modeled contralateral response, normalized by the magnitude of the
true contralateral response. Figure 3.10d shows this error for each of the two methods,
computed for 256-pt FIR filters extracted from the responses in figure 3.10c starting at
sampleindex 0. The method inspired by Jot's model has slightly more error because of the
errorsin modeling the excess phase difference as a constant delay, and estimating and syn-
thesizing this delay. Otherwise the two methods are extremely similar.

Implementing the lowpass filtered ITFs using recursive IR filters will enable significant
computation savings. A complete discussion of techniques used to design | IR filtersis
beyond the scope of this document, but afew commentsarein order. Animportant pointis
that most of the optimal filter design techniques work by minimizing the error in the
domain of frequency response magnitude. These techniques are insensitive to phase and
generally result in the design of a minimum-phasefilter. An exampleisthe Yule-Walker
method (Friedlander and Porat, 1984). These techniques can be used to design an |IR
approximation to the minimum-phase part of the ITF. We can then cascade this minimum-

1. The method of computing lowpass filtered | TFs was presented at the conference, but not
included in the proceedings.
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Figure3.10 Comparison of ITF calculation methods for KEMAR HRTFs at 30 degrees
horizontal incidence. (a) I TF time response cal culated using minimum-phase model, 44.1 kHz
sampling rate. (b) ITF time response calculated using anticausal ipsilateral inversefilter.

(c) The two responses overlayed after lowpassfiltering at 6 kHz cutoff: solid line is minimum-
phase method, dashed line is anticausal method. The two responses are nearly identical. By
windowing either response to extract positive time samples, a causal, FIR filter that
approximates the lowpass filtered I TF can be obtained. (d) Error comparison of responsesin
(c) after extracting 256-pt FIR filters starting at sample index 0: solid line is minimum-phase
method, dashed line is anticausal method.

phase filter with adelay and alowpass filter to obtain the lowpass I TF model of

equation 3.6. A problem with this method is that the filter design procedure will allocate
most of the filter poles and zeros to approximating high-frequency features that are subse-
guently filtered by the lowpass. This can be aleviated somewhat by using awarped filter
design method, e.g. the Bark bilinear transform (Smith and Abel, 1995), or by weighting
the error criteria so that only the low-frequency portion of the response is approximated.

Our approach has been to use Prony’s method (Weiss and McDonough, 1963; Burrus and
Parks, 1970, 1987) to approximate the filter impulse response I[n]. Prony’s method mini-
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Figure3.11 Comparison of FIR and IR implementations of lowpass filtered ITFs, for 30
degree horizontal incidence: time responses at 44.1 kHz (a); error as afunction of frequency (b).
Solid lineis 256-point FIR filter starting at sample index O, dashed line is 16th-order 1IR filter,
and dotted lineis 8th-order IR filter. Both IIR responsesin (a) start at sample index 7 (the
modeling delay mis 4 samplesand the ITD is 11 samples).

mizes the squared error in the time domain, and is therefore sensitive to phase. Also,
Prony’s method naturally allocates filter poles to approximating high energy features.
Because I[n] islowpass filtered, the time response is very simple and can be accurately
modeled with low-order IR filters. Figure 3.11a compares the time responses of lowpass
ITFs modeled with FIR and 1R filters. The solid lineisthe causal FIR reponse obtained
using the anticausal inverse method, i.e. the same asthe solid line in figure 3.10c, but after
windowing positive time samples. The dashed and dash-dot lines are 16th and 8th-order
IR filter responses, respectively, designed using Prony’s method. For these IR filters, the
modeling delay mis 4 samples, and the responses are delayed by 7 samples to obtain the
correct ITD of 11 samples, according to equation 3.7. Figure 3.11b showsthe errors for
each of the threefilters. The lIR filters have significantly more error than the 256-point
FIR filter, and as expected the 16th-order filter is a better approximation than the 8th-order
filter. Nevertheless, the 8th-order IIR filter is quite adequate for implementing crosstalk
cancellers.

Figure 3.12 shows the magnitude error (a) and phase error (b) between the IIR models and
the KEMAR ITF: the dashed lineisthe 16th-order filter, and the dotted line is the 8th-
order filter. Asexpected, the 16th-order filter models both the phase delay and the magni-
tude better than the 8th-order filter. The 8th-order filter is seen to have large phase errors at
1-2 kHz where the KEMAR phase delay has adip.

Figure 3.13 plots the lowpass filtered I TF magnitudes for horizontal sources from 5 to 45
degrees azimuth. The ITFs share anumber of similar featuresin the form of local minima
and maxima in the magnitude responses. The IR design method will assign filter poles
and zeros to reproduce these features. Because the features change slowly as afunction of
azimuth, so will the corresponding poles and zeros. Thus it seems reasonable to expect
that intermediate | TFs can be approximated well by interpolating the IR filter coefficients
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Figure 3.12 Magnitude (a) and phase (b) errors between bandlimited | IR models and the
KEMAR ITF: dashed lineis error for the 16th-order filter, dotted line is the error for the 8th-
order filter.
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Figure3.13 KEMAR ITF magnitudes for horizontal source azimuths from 5 to 45 degreesin
5 degree increments (top to bottom plot, respectively), lowpass filtered with a 6 kHz cutoff.
The ITFs were smoothed using a 1/3 octave constant-Q smoothing filter.

of two adjacent ITFs. Methods for interpolating IR filter coefficients are beyond the
scope of this dissertation.
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Theory of crosstalk cancellation

This section will present the theory of crosstalk cancellation, including areview of previ-
ous work and some new theory and insights original to thiswork. Many of the equations
deal with linear systems, and the transfer functions that relate input and output signals. In
order that convolution be expressed as a multiplication, these equations are expressed in
the frequency domain, and for simplicity the frequency variables are omitted wherever
possible. Unless otherwise stated, all signals are frequency domain representations of their
time domain counterparts. Scalar signals are notated in lower case, transfer functionsin
upper case. Vectors and matrices are both notated using boldface, vectorsin lower case,
and matrices in upper case.

Binaural synthesis

Binaural synthesisis accomplished by convolving an input signal with a pair of HRTFs:

. !xl_], . [HL] (39)
XR Hg

where x isthe input signal, x is acolumn vector of binaural signals, and h is a column vec-
tor of synthesisHRTFs. Thisisagenera specification of the binaural synthesis procedure;
there are many efficient ways to implement the synthesisfilters (Jot et a., 1995). We call
the vector x abinaural signal because it would be suitable for headphone listening, per-
haps with some additional equalization applied.

The binaural signal may be a sum of multiple input sounds rendered at different locations:

N
X = Zlhixi (3.10)

where h; isthe HRTF vector for source x;. Figure 3.14 shows the circuit that implements

the multiple source binaural synthesizer. For simplicity, in the ensuing discussion the bin-
aural synthesis procedure will be specified for a single source only.

When the binaural signal is being reproduced, rather than synthesized, the individual sig-
nalswill have been recorded with spatia cues encoded, in which case the synthesisHRTFs
have already been applied. Using a prerecorded binaural signal constrains the subsequent
processing that can be done because it is not possible to manipulate the individual synthe-
sis HRTFs without first performing a complicated unmixing procedure.
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332 General asymmetric crosstalk cancellation

In order to deliver the binaural signal over loudspeakers, it is necessary to filter it appropri-
ately with a 2x2 matrix C of transfer functions:

y = Cx

YR Ca Cp
We will call the vector of loudspeaker signalsy aloudspeaker binaural signal, and the fil-
ter C the crosstalk canceller. Because much of our discussion will concern different

implementations of the crosstalk canceller, we have chosen x and y to be the input and out-
put variables.

The standard two channel listening situation is depicted in figure 3.15. The ear signalsare
related to the speaker signals through the equation:

e = Ay

o[ a2 o1
er AR Arr
where e isacolumn vector of ear signals, A isthe acoustical transfer matrix, and y isacol-
umn vector of speaker signals. The ear signals are considered to be measured by an ideal

transducer somewhere in the ear canal such that all direction-dependent features of the
head response are captured. The functions Ayy give the transfer function from speaker
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Figure 3.15 Acoustic transfer functions between two loudspeakers and the ears of alistener.
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Figure 3.16 Schematic of playback system including binaural synthesizer, crosstalk
canceller, and acoustic transfer to the listener.

XO{L, R toear YO{L,R andincludethe speaker frequency response, air propaga-
tion, and head response. A can be factored as follows:

A = HS
g = | He 5= SA O (3.13)
Higr Hrr 0 SRAR

H isthe head transfer matrix which isamatrix of HRTFs normalized with respect to the
free-field response at the center of the head, with no head present. The measurement point
of the HRTFs, for example at the entrance of the ear canal, and hence the definition of the
ear signals e, is left unspecified to simplify the discussion. Sisthe speaker and air trans-
fer matrix which is adiagonal matrix that accounts for the frequency response of the
speakers and the air propagation to the listener. Sy isthe frequency response of speaker X
and Ay is the transfer function of the air propagation from speaker X to the center of the
head, with no head present. A simplifying assumption is that each speaker response Sy
affectsthe ipsilateral and contralateral ears equally.

The playback system is shown in figure 3.16. In order to exactly deliver the binaural sig-
nals to the ears, the crosstalk canceller C is chosen to be the inverse of the acoustical trans-
fer matrix:
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C=A"=s'H™" (3.14)

Thisimplements the transmission path inversion. H™ istheinverse head transfer matrix,

later discussed in detail. S~ associates an inverse filter with each speaker outpult:

st = !1/(SLAL) 0 } (3.15)
0 1/(SAR)

The /S, terms invert the speaker frequency responses and the 1/Ay termsinvert the air
propagation. In practice, this equalization stage may be omitted if the listener is equidis-
tant from two well-matched, high quality loudspeakers. However, when the listener is off
axis, it is necessary to delay and attenuate the closer loudspeaker so that the signals from
the two loudspeakers arrive ssmultaneously at the listener and with equal amplitude. This
signal alignment is accomplished by the 1/Ay terms above.

Inareatimeimplementation, it is necessary to cascade the crosstalk canceller with enough
modeling delay to create a causal system. Adding a discrete-time modeling delay of m
samples to equation 3.14, we obtain:

C(2) = 2" 2H (2 (3.16)

The amount of modeling delay needed will depend on the particular implementation. In
order to ssimplify the following discussion, we will omit the modeling delay and the

speaker equalization st terms, and consider only the inverse head transfer matrix. Thus,

while we recognize that equation 3.14 is the general solution, we will consider crosstalk
cancellers of the form:

c=H" (3.17)

We will use the general form of equation 3.14 whenever the complete playback systemis
discussed. Theinverse head transfer matrix is:

-1 _ | Hrr —Hg.|1
H = D
-H g H (3.18)

D = H Hgr—H grHRgL

where D isthe determinant of the matrix H. Theinverse determinant /D is common to all
terms and determines the stability of the inverse filter. However, because it is acommon
factor, it only affects the overall equalization and does not affect crosstalk cancellation.
When the determinant is 0 at any frequency, the head transfer matrix is singular and the
inverse matrix is undefined.
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Figure 3.17 Single source binaural synthesizer cascaded with crosstalk cancellation filter.
The crosstalk cancellation filter isimplemented using four feedforward filters and two inverse

determinant filters, where D = H | Hgg—H gHg - The symmetric form of this circuit was

first described by Schroeder and Atal (1963). In their implementation the inverse determinant
filter was commuted to the input of the circuit before the binaural synthesis stage.

Figure 3.17 shows the schematic of a single source binaural synthesizer and the crosstalk
canceller of equation 3.17. Thisflow diagram was described by Schroeder and Atal
(2963). In their implementation, the inverse determinant filter was commuted to the input
of the circuit before the binaural synthesis stage.

Dividing numerator and denominator by H, | Hrg, equation 3.18 can be rewritten as (Mol-
ler, 1992):

4 |1/H 0 1 -TF
H = LL 5 R — (3.19)
0 1/Hgg/|[-ITF, 1 |[1-ITFITFg
where
HLR HRL
ITF = == ITFp= —= (3.20)
- HLL R HRR

aretheinteraural transfer functions (ITFs). An examination of equation 3.19 reveals much
about the crosstalk cancellation process. Crosstalk cancellation is effected by the -ITF
terms in the off-diagonal positions of the righthand matrix. These terms predict the
crosstalk and send an out-of-phase cancellation signal into the opposite channel. For
instance, the right input signal is convolved with I TFg, which predicts the crosstalk that
will reach the left ear, and the result is subtracted from the left output signal. The common
teem 1/(1-I1TF ITFR) compensatesfor higher-order crosstalks, in other words the

fact that each crosstalk cancellation signal itself transits to the opposite ear and must be
cancelled. It isapower seriesin the product of the left and right interaural transfer func-
tions, which explains why both ear signals require the same equalization signal: both ears
receive the same high-order crosstalks. Because crosstalk is more significant at low fre-
quencies, thisterm is essentially abassboost. The lefthand diagona matrix, which we call
ipsilateral equalization, associates the ipsilateral inversefilter 1/H, | with the left output
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and 1/Hgrg with the right output. These are essentially high-frequency spectral equalizers
that facilitate the perception of rear sources using frontal loudspeakers (see “Equalization
of HRTFS’ on page 41). The use of the ITF to predict crosstalk at the contralateral ear
requires that each output be equalized with respect to ipsilateral incidence. Theipsilateral
equalization filters also compensate for any asymmetries in path lengths from speakersto
ears when the head is rotated.

Using equation 3.19, the transfer functions for the circuit of figure 3.17 can be written as
(Moller, 1992):

(3.21)

yo/x| _ |BHH BHD
- 1-1TF ITFg

YR/ X

An examination of equation 3.21 revealsthat it is composed entirely of ratios of HRTFs
which correspond to either ITFs or free-field equalized HRTFs. Thisisanimportant point,
because it means that any factor common to the HRTFs will cancel. Thus, the HRTFs can
be measured at any location within the ear canal or at the entrance of the blocked ear canal.
Similarly, the HRTFs may be free-field or diffuse-field equalized. All of these possibilities
yield the same solution. The only constraint is that the HRTFs used for the binaural syn-
thesizer be equalized the same as the HRTFs used for the crosstalk canceller.

In practice, the listener’'s HRTFs may not be exactly equal to the head model used by the
crosstalk canceller. In this case, the condition for perfect crosstalk cancellation is that the

matrix HM ™" be diagonal, where H is the true head transfer matrix, and M is an analo-

gous matrix of model head transfer functions. The matrix HM L isdi agonal when

Heo - Meu
HLL IVILL
and (3.22)
Hir _ Mg
HRR MRR

These ratios are not I TFs and they don’t have an intuitive physical interpretation.

Stability and realizability

The matrix H isinvertibleif and only if it isnon-singular, i.e. if its determinant D # 0 (see
equation 3.18). Because H isafunction of frequency, it is possible that the inverse matrix

Hlexists only for particular frequency ranges where the matrix H is non-singular. Simi-
larly, if the matrix H is poorly conditioned at some frequency, this will lead to a small
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value of D, and the magnitude of 1/D will be very large. In practice, this can be handled by
limiting the magnitude of /D , and in these frequency ranges the inverse matrix only
approximates the true inverse.

The form of the inverse matrix given in equation 3.19 is obtained by dividing by H | Hg.
Thus, an additional constraint for the existence of thisformisthat H | # 0 and Hgg # 0.
Theinverse ipsilateral filters and the interaural transfer functions both depend on this con-
straint. As before, we may limit the magnitude of 1/H| | and 1/Hrg in order to obtain

approximate inverses in frequency ranges where the magnitudes of the ipsilateral transfer
functions are small.

Our goal isto implement the crosstalk canceller using realtime digital signal processing
methods, and this implies a causal, discrete-time implementation. For the present discus-
sion we will also assume that the crosstalk canceller is alinear, time-invariant (LTI) sys-
tem!. We consider LTI systems whose z-transforms can be expressed as rational
polynomials, which correspond to systems expressed as linear, constant-coefficient, differ-
ence equations (Oppenheim and Schafer, 1989). The crosstalk canceller can be imple-
mented using a network of sample delays, constant gains, and summing junctions. If the
network contains no feedback loops, then it is guaranteed to be realizable, which means
that each set of output samples can be computed from the set of input samples and the state
of the internal delays. The system will also be stable. The stability and realizability of the
network are only issues when the network contains feedback loops. A simple feedback
loop is shown in figure 3.18, and it has the following z-transform:

1

A =LA@+ A’(2) + ... (3.23)

H(z) =
For the system in figure to be realizable, the feedback loop must contain at least one sam-
ple delay, otherwise it isimpossible to compute the current output. This means that A(2),
expressed as a polynomial in 1, must contain a common factor of z1. Referring back to
the crosstalk cancellation solution in equation 3.19, if theterm 1/(1—-I1TF ITFg) is

implemented using a feedback loop, then thiswill be realizable if the cascade of the two
ITFs contains at |east one sample of delay. Assuming an I TF can be modeled as a causal
filter cascaded with a delay, then the condition for realizability is that the sum of the two
interaural time delays be greater than zero:

Y
A
%
\ 4

A}

Figure 3.18 Simple feedback loop.

1. A crosstalk canceller that depends on head position will be linear and time varying.
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ITD, +ITDR>0 (3.24)

TheITD is positive for positive incident angles, and increases monotonically with increas-
ing lateral angle of incidence.

It is easy to see that the realizability constraint of equation 3.24 is met when the listener is
facing forward. Figure 3.19 shows the standard listening situation when the listener’s head
isrotated ©,, degreesright. 6, and 8 givetheincident anglesfor ITF_and ITFg, respec-
tively. When the listener is facing between the speakers, both incident angles are positive,
therefore both interaural time delays are also positive, and the realizability constraint is
easily met. When the head isrotated just beyond a speaker, the ITD for that side becomes
negative, while the opposite side I TD stays positive, and because of the monotonicity prop-
erty, the sum of the ITDs stays positive. According to aspherical head model for ITDs, the
ITDs become equal and opposite in sign when the head is oriented at +90 degrees. Thus,

the realizability constraint of equation 3.24 is met when -90 < 6,, <90.

A necessary condition for stability of the crosstalk canceller isthat all poles of the system’s
z-transform have magnitude less than 1. The region of convergence (ROC) then includes
the unit circle, from which it follows that the system impul se response is absolutely sum-
mable, and therefore the system is stable in the bounded-input bounded-output (BIBO)
sense (Oppenheim and Schafer 1989). An equivalent condition for stability isthat the gain
of all feedback loops be lessthan 1 for al frequencies. For example, consider again the
simple feedback loop in figure whose z-transform is given in equation 3.23. The geomet-

ric serieswill convergeif and only if |A(z)| <1, and therefore the ROC includes the unit
circleif and only if |A(€®) <1 for all w.

Applying this constraint to equation 3.19, the crosstalk canceller will be stable if and only
if

TR (&)]|ITFR(€)| < 1,00 (325)
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|
|
\

T
1
1
\ ] ’
\
1
1
1

\
’
\ ’
N
\ ’

Figure3.19 Incident angles of speakers for rotated head. 6, and 8 areincident angles of

left and right speakers, respectively, and 6}, isangleof head. Inthisexample, all threeangles
are positive.
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The ITF describes head shadowing, and for positive incident angles and low frequencies
the ITF isbasically alowpass filter which rolls off with increasing frequency. Further-
more, at low frequencies and small incident angles, the I TF magnitude decreases monoton-
ically with increasing lateral angle of incidence (see figure 3.13 on page 51). For a
symmetrical head model, I TFs at negative incident angles are the inverses of the corre-
sponding positive incident I TFs, and are highpass filters. At high frequencies the magni-
tude of the ITF may be greater than 1, even at positive incident angles, because of notches
intheipsilateral response (seefigure 3.8 on page 45). Thus, to ensure a stable crosstalk
canceller it may be necessary to either limit the gain of the I TF model, or to use a bandlim-
ited ITF model, the latter being the approach we will take. Considering then only the low-
frequency portion of the ITF, we find that the constraint in equation 3.25 is met for frontal
head orientations. When the listener is facing between the speakers, both incident angles
are positive, and both ITFs are lowpass filters. When the head rotates just beyond a
speaker, the ITF for that side becomes highpass, but the opposite side ITF is still lowpass,
and because of the monotonicity property, the product of the ITFswill still have magnitude
lessthan 1. According to a spherical model for ITFs, the ITFsin equation 3.25 become
reciprocals when the head rotates to £90 degrees. Thus, the stability constraint of

equation 3.25 is met for low frequencieswhen —90<6,, <90 .

A simpler way to reach thisresult is to consider the head transfer matrix H for a spherical
head model. When the head is rotated to £90 degrees, both speakersfall in the same “cone
of confusion,” the columns of the matrix H become equal, and H therefore becomes singu-
lar and non-invertible. We expect that areal head model will behave similarly at low fre-
quencies, i.e. that H will become singular, or at least ill-conditioned, for head orientations
near £90 degrees.

Note that when the head is rotated beyond £90 degrees to face the rear, both the realizabil-
ity and stability constraints can be met if the left and right output channels are swapped.
This corresponds exactly to implementing a crosstalk cancellation system using apair of
rear loudspeakers.

3.34 Recursivetopologies
The straightforward way to implement the 2x2 inverse matrix of equation 3.18 is using
four feedforward filters, as shownin figure 3.17. Two recursivefilter topologieswhich can
also implement the inverse matrix are shown in figure 3.20. The symmetric form of
figure 3.20a has been used by Iwaharaand Mori (1978) to implement crosstalk cancellers.
These recursive topologies are also commonly used to implement adaptive filters for blind
source separation (e.g., see Torkkola, 1996).
The system equations for the topology in figure 3.20a are;
y, = AXx, +Cy
- R (3.26)
Yr = DXg+ By,
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Figure 3.20 Recursive topologies for implementing the 2x2 inverse matrix. The symmetric
form of (@) has been used by Iwahara and Mori (1978) to implement crosstalk cancellation

filters.
T ITR
ITFR
(@ (b)

Figure 3.21 Recursive implementations of the asymmetric crosstalk cancellation filter. The
symmetric form of (&) has been used by Iwahara and Mori (1978).

The coefficients in equation 3.26 can be solved to satisfy equation 3.19. The solutions are;

1
A= —
HLL
B = _dm
(HpeH
(3.27)
C = _d_I_RLD
|:HLL[|
1
D= ——
HRR

The implementation is shown in figure 3.21a. The cross-coupled feedback filters are the

HRTF ratios encountered in equation 3.22, and the feedforward filters are the inverse ipsi-
lateral responses.

The system equations for the topology in figure 3.20b are:
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C
YL A%L + By%

D%R + %YLE

The coefficients in equation 3.28 can be solved to satisfy equation 3.19. The solutions are:

(3.28)

YR

1
A= —
HLL
B = _[H_LFD
EHLLE|
(3.29)
C = _EH_RLD
(H e
1
D = —
HRR

Theimplementationisshown in figure 3.21b. The cross-coupled feedback filtersare I TFs.
Although both implementations are mathematically equivalent, figure 3.21b isfar more
intuitive. Asdescribed earlier, convolving either channel with the appropriate I TF predicts
the crosstalk that will reach the contralateral ear. The crosstalk isthen cancelled by feed-
ing the negative of this predicted signal into the opposite channel. Animportant feature of
thiscircuit isthat it feeds the cancellation signal back to the opposite channel’ sinput rather
than its output, and thus higher-order crosstalks are automatically cancelled. Finally, each
channel output is equalized with the corresponding inverse ipsilateral response.

3.35 Symmetric solutions
Most of the implementations discussed in the literature assume a symmetric listening situ-
ation. Obviously, the symmetric solution is simply a particular case of the general solu-
tion, but consideration of symmetry can lead to simplified implementations. When the
listening situation is symmetric, we define:

H; = H | = Hgg H.=H g =Hg_ (3.30)
where H; istheipsilateral transfer function, and H,. is the contralateral transfer function.
Substituing the symmetric variables into equation 3.18, we obtain:

_ H, —-H
Ht=| 1 ¢ 21 5 (3.31)
_HC Hi Hi - Hc
Dividing by H;2, we obtain:
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Figure 3.22 Implementation of symmetric crosstalk cancellation filter (Schroeder, 1973).

_ TFl /H,
Ht=| 1 ATRL (3.32)
SITF 1 |1-1TF
where
HC
ITF = ¢ (3.33)

istheinteraural transfer function for the symmetrical situation. This symmetric formula
was described by Schroeder (1973). The corresponding flow diagram is shown in
figure 3.22.

Cooper and Bauck (1989) later proposed using a “shuffler” implementation of the
crosstalk canceller, which involves forming the sum and difference of the binaural inputs,
filtering these signals, and then undoing the sum and difference operation. The generic
shuffler filter circuit isshownin figure . The sum and difference operation is accomplished
by the unitary matrix U below, called a shuffler matrix:

11(1
U= — 3.34
L% 3

1/2
YL

12

YR

Figure 3.23 Shuffler filter structure. This has been used for implementing crosstalk
cancellers by Cooper and Bauck (1989).
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Columns of the matrix U are eigenvectors of the symmetric 2x2 matrix, and therefore the

shuffler matrix U diagonalizes the symmetric matrix H™! via a similarity transformation
(e.g., see Horn and Johnson, 1985):

1 0
_ L|H +H
Ht =yt i e U (3.35)
1
O BoH

Thus, the crosstalk canceller isimplemented with shuffler filters 2 and A that are the
inverses of the sum and difference of the ipsilateral and contralateral responses (Cooper
and Bauck, 1989):

™M
1

1/(Hi+H)

/(H—H,) (3.36)

The shuffler topology is shown in figure 3.23. The 1/ /2 normalizing gains have been

commuted to asingle gain of 1/2 for each channel. Notethat U = UL, so the same sum and
difference operation appears on both sides of the > and A filters.

A further simplification to equation 3.35 can be made by factoring out 1/H;, which yields:

_1 9
HLl = yt1+ITF ul
1 H
1-1TF

(3.37)
0

Thisformulation has been suggested by Jot (1992) and subsequently by Gardner (Casey et
a., 1995). ThelTF can be modeled as an interaural time delay cascaded with alowpass
head-shadowing filter. The shuffler filters are then seen to be simple comb filters with low-
pass filtersin the feedback |oops, with the following transfer functions:

2= L

1+ITF
(3.38)
A= —+
1-1TF

In practice, the inverse ipsilateral response in equation 3.37 can be commuted back to the
binaural synthesis stage by using synthesis HRTFs which are free-field equalized with
respect to the loudspeaker direction, as suggested by Jot™.

1. Jean-Marc Jot, personal communication, 1996.
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ITF

ITF

Figure 3.24 Symmetric recursive structure (Iwaharaand Mori, 1978). Theinverseipsilatera
filters can be associated with the inputs or outputs of the system.

The recursive structures in figure 3.21 can of course be used for the symmetric solution,
and this has been described by Iwaharaand Mori (1978). When the system is symmetric,
both feedback filters become the ITF, and the inverse ipsilateral filter can be associated
with either the inputs or outputs of the system. In a symmetric implementation, it always
makes sense to commute the inverse ipsilatera filter to the binaural synthesis filters by
using free-field equalized HRTFs. Figure 3.24 shows this symmetric recursive structure.

For the symmetric case, the condition for crosstalk cancellation analogous to the constraint
in equation 3.22 isthat the ITF of the listener equal the ITF of the crosstalk cancellation
head model.

34 Bandlimited implementations

34.1 Bandlimiting the crosstalk canceller

The general solution to the crosstalk canceller given in equation 3.17 can be bandlimited
so that the crosstalk cancellation only functions for low frequencies. One method is given
below:

C = HpH ™+ HHle)ﬂ (3.39)

where H| p and Hyp are lowpass and highpass filters, respectively, with complementary

magnitude responses. Thus, at low frequencies C isequal to H™! and at high frequencies C
isequal to theidentity matrix. This means that crosstalk cancellation and ipsilateral equal-
ization occur at low frequencies, and at high frequencies the binaural signals are passed
unchanged to the loudspeakers. Another method is as follows:

-1
H H, oH
Czl LtL TLP RL] (3.40)
H

LPHLR HRR
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34.2

Here the cross-terms of the head transfer matrix are lowpass filtered prior to inversion.
Thisis essentially the approach proposed by Cooper and Bauck (1990). Applying alow-
pass filter to the contralateral terms has the effect of replacing each ITF termin

equation 3.19 with alowpassfiltered ITF. Thisyieldsfilterswhich are easy to implement;
we have already seen that it is easy to create causal filters which closely approximate low-
pass filtered ITFs.

Using the bandlimited form of equation 3.40, at low frequencies C is equal to H™2, but
now at high frequencies C continues to implement the ipsilateral equalization:

1/H
Cisy, = w 9 (3.42)
c 0 1/Hgp

Thisformulation isimportant when we attempt to build systems that observe the power
panning property. Using equation 3.40, when the sound is panned to the location of a
speaker, the response to that speaker will be flat, as desired. Unfortunately, the other
speaker will be emitting power at high frequencies, because the crosstalk canceller is not
implementing the inverse matrix. We will later describe a method that re-establishes the
power panning property at high frequencies.

The symmetric crosstalk canceller is bandlimited in exactly the same way as the asymmet-
ric filter. Following the preferred method of equation 3.40, the bandlimited symmetric
crosstalk canceller is:

1

Hi HpH |
C = b TP e (3.42)
HopH, H

Thisleads to replacing the I TF in equation 3.32 with alowpass filtered ITF.

Recursive asymmetric bandlimited implementation

In this section we will discuss arecursive filter structure that implements an asymmetric
bandlimited crosstalk canceller. The structure is composed of causal bandlimited I TFsthat
model head shadowing, integer and fractional delays, and minimum-phase equalization fil-
ters. The structureis created by using the lowpass I TF model of equation 3.7 in the recur-
sive topology of figure 3.21. Thisisshown in figure 3.25, along with a single source
binaural synthesizer and the speaker and air propagation inverse filters.

We introduce the notation d(p) asimplementing an integer or fractional delay of p samples.
The delays m; and mg are modeling delays inherent in the head shadowing filtersL (z) and

Lr(2), respectively. The structure of figure 3.25 is only realizable when both feedback

delays are greater than 1, which is much more restrictive than the condition that the sum of
the ITDs be positive (equation 3.24). To allow one of the I TDs to become negative, we
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Figure3.25 Using bandlimited ITFsin arecursivetopology. L, (2) and Lg(2) are causal head
shadowing filters with modeling delays of m_and mg, respectively. d(p) isadelay of p samples.
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Figure3.26 Coalescing the total loop delay in figure 3.25 to asingle delay. p, and p, are
integer modeling delays.

need to coal esce the total loop delay into asingle delay. Thisiseasily done and the result
isshown in figure 3.26. It isnecessary to add the integer modeling delays p; and p, such

that:

(3.43)
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A single sample delay remains cascaded with L, (2). The realizability constraint is then:

ITD, _ ITDg
T T

This constraint accounts for the single sample delay remaining in the loop and the model-
ing delays inherent in the lowpass head shadowing filters.

We now turn our attention to the output side of figure 3.25, namely the ipsilateral equaliza-
tion filters, and the speaker and air propagation inversefilters. It isimportant to note that
theipsilateral equalization filters not only provide high-frequency spectral equalization,
but also compensate for the asymmetric path lengths to the ears when the head is rotated.
We would like to separately parameterize these asymmetric delays but we do not have a
parameterized model for an HRTF or itsinverse. However, we can use Jot's model for
ratios of HRTFs which is accurate at low frequencies (equation 3.6). In order to convert
the ipsilateral equalization filters to ratios, we can use free-field equalized synthesis
HRTFs, and then the ipsilateral equalization filters become referenced to the free-field
direction.

It is most convenient to reference the synthesis HRTFs with respect to the default loud-
speaker direction, which we notate as 6, i.e., 6 = 30 degrees for the conventiona lis-

tening geometry. Therefore, we use Hy/ HeS for the synthesis filter in channel
XO{L,R andthecorresponding ipsilateral equalization filter becomes Hes/ Hyx

where Hg_istheipsilateral HRTF for the speaker incidence angle 8. Notethat Hg_

depends only on the listening geometry, not on the rotation angle of the head. When the
head is not rotated, Hyy = Hyg_, and the ipsilateral equalization filter will beflat. With

this choice of afree-field reference, we now apply the model of equation 3.6:

Hes(ejw) _ DHeS(ejw)D —jeoby
— Dmlan’r——-——j—De (3.45)
Hyy (€' [Hy (')

where by isthe delay in samples for ear X relative to the unrotated head position.

Included for analytical rigor, the speaker inverse filters 1/Sy are often ignored in practice.

A robust implementation could include the speaker inverse filters to compensate for asym-
metries in the speaker responses. Even with perfectly matched loudspeakers, non-uniform
directivity patterns can cause asymmetrical responses for off-axis listeners.

The air propagation inverse filters 1/Ay are very important, because they compensate for

unegual path lengths from the speakers to the center of the head. A simple model for the
air propagation consisting of adelay and an attentuation is accurate:

—jway

Ay (€?) = kye (3.46)
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34.3

The combined ipsilateral equalization and air propagation inversefilter for channel Xis
NOW:

j j
Hes(em) o1 1 OHe (€ m)De—joo(bx—ax)

Hxx(ejm) Ax(ejw) Kx EHxx(ejm)D

(3.47)

One final simplification isto lump all of the variable output delay into the left channel.
Thisis done by associating avariable delay of a_ - b, with both channels. This means that
head motions that change the difference in path lengths from the speakers to the ears will
induce a slight but unnoticable pitch shift in both output channels. Delaying and attenuat-
ing an output channel to compensate for a displaced listener isawell known technique
(Cohen, 1982; Cooper and Bauck, 1990). Thefinal and complete implementation is shown
in figure 3.27. The modeling delay p, must now be increased so that:

ITDg

p,— +mg+b —a —bgt+tag=20 (3.48)
The structure in figure 3.27 compensates for any trandation of the head center and any
head orientation with respect to the speakers, provided the realizablility and stability con-
traints are met. The crosstalk canceller isimplemented with two lowpass head shadowing
filters, three fractional delays, two fixed delays, and two minimum-phase ipsilateral equal-
ization filters. An accurate implementation of each component in the structure will yield
excellent performance because we have used very conservative simplifying assumptions.
Consequently, the structure is capable of rendering an individualized crosstalk cancellation
head model. Thereal significance of this structure isthat we may replace each component
with a much simplified implementation to arrive at a computationally efficient structure
that has adeguate performance. The lowpass head shadowing filters may be implemented
using low-order IR filters. The fractional delay lines may be implemented using low-
order FIR interpolators. The minimum phase ipsilateral equalization filters may be omit-
ted entirely, but thiswill degrade the crosstalk cancellation for rotated head orientations.
These filters are performing important phase compensation at low frequencies.

Parameter dependency on head position

In the circuit of figure 3.27, the filter functions Hy, Hyy, and Ly(2), aswell as the delay
parameters I TDy, ay, and by, and the gains ky, are al dependent on the current position
and orientation of the head. For simplicity, we assumethe head isvertically oriented in the
horizontal plane of the speakers so that the head position and orientation are fully specified
by the (X, y) position of the head center and the head rotation angle. Note, however, that
the specification of the crosstalk canceller generalizes to arbitrary head orientations with
respect to the speakers.

Thefilter functions, delay parameters, and gains should be stored in pre-computed tabl es.
When the listener’s head moves, the current position and orientation of the listener’s head,
as detected by the head tracker, are used to access the stored parameters and update the
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Figure 3.27 Recursive implementation of asymmetric bandlimited crosstalk canceller. This
structure compensates for front-back head motion, lateral head motion, and head rotations.
The crosstalk canceller isimplemented with two lowpass head shadowing filters, three
fractional and two fixed delays, and two minimum-phase ipsilateral equalization filters.
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crosstalk canceller. All of the parameters must be updated in away that avoids spurious
transients.

Two approaches to smoothly updating filter functions are inter polation and commutation,
using the terminology of Jot et a. (1995). Interpolation between adjacent filter functionsis
needed when the pre-computed filters are sparsely sampled; interpolation can aso be used
to smaooth the update transitions, by slowly interpolating the filter coefficients from the old
values to the new values. Commutation refers to switching from the old to the new filter
function with a short crossfade to eliminate transients; this crossfade requiresthat both the
old and new filters run concurrently during the transition period. We have generaly
adopted the commutation approach to filter updates, in part because the KEMAR HRTF
data are densly sampled and therefore interpolation between stored filter functionsis not
necessary. However, either approach, or a combination of the two, may be used.

The Ly(2) head-shadowing filters and the ipsilateral equalization filters both depend on the
position and orientation of the listener’s head. Each binaural synthesisfilter also depends
on the position and orientation of the listener’s head, as well as the target location of the
source. The dependency on the listener is encountered in all head-tracked spatial auditory
displays; the synthesislocation is chosen relative to the current head orientation so asto
synthesize an externally stationary sound during head motion.

Provided the head tracking updates are reasonably frequent, for instance, 60 updates/sec,
the delay parameters will change only slightly with each update and will not require inter-
polation. The fractional delay lines are best implemented using low-order FIR interpola
tors (Laakso et a., 1996). Third-order Lagrangian interpolation is preferable to first-order
linear interpolation because the latter method produces audibl e high-frequency modulation
during delay changes.

The ITDy parameter can be calculated from a spherical head model, as shown in

equation 3.1. Alternatively, the ITD can be calculated from pre-computed I TFs, by per-
forming alinear regression on the interaural excess phase (Jot et a., 1995), asdiscussed in
section 3.2.5. A comparison of the two methodsis shown in figure 3.3.

The parameter by isafunction of head angle, the constant parameter 6 (the absolute angle

of the speakers with respect to the listener when in the ideal listening location), and the
constant parameter fg (the sampling rate). The parameter by represents the delay (in sam-

ples) of sound from speaker X reaching the ipsilateral ear, relative to the delay when the
head isin theideal (unrotated) listening location. Like I TDy, by may be calculated from a

spherical head model; the result is a trigonometric function:

Df
ba(8y) = ——(s(8— ) +(89) (3.49)

where 6y, is the rotation angle of the head, such that 84 = 0 when the head is facing for-

ward, D isthe diameter of the head in meters, ¢ is the speed of sound in m/sec, and the
function s(8) is defined as:
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Figure 3.28 Plot of bg parameter with 85= 30 degrees, f5 = 44100: the solid lineisthe

geometrical model; the dashed lineisthe result of performing linear regression on the excess
phase part of the ratio of the appropriate HRTFs

(sin@, 6<0
s(0) = O (3.50)
06 6>0

The function by (8) isdefined asbg(-0). An alternative to using the spherical head model is
to compute the by parameter by performing linear regression on the excess phase part of

theratio Hes/ Hyx . Thisiscompletely analogous to the technique used to determine the

ITD from aratio of two HRTFs. Figure 3.28 shows both methods of computing bg, for
head azimuths from -90 to +90 degrees, with 85 = 30 degrees, f; = 44100: the solid lineis

the geometrical model of equation 3.49; the dashed lineis the result of performing linear
regression on the excess phase part of the ratio of the appropriate HRTFs.

The parameters ay and ky are functions of the distances d; and dg between the center of

the head and the | eft and right speakers, respectively. These distances are provided along
with the head rotation angle by the head tracker. According to equation 3.46, ay represents

the air propagation delay in samples between speaker X and the center of the head, and ky

is the corresponding attenuation in sound pressure due to the air propagation. Without loss
of generality, we can normalize these parameters with respect to theideal listening location
such that ay = 0 and ky = 1 when the listener isideally situated. The equations for ay and

ky are then:

— fs(dx _d)

X c

351
o d (3.51)
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Figure 3.29 Feedforward implementation of asymmetric bandlimited crosstalk canceller. The
four feedforward filters are implemented with pre-computed FIR filters. H| pisalowpassfilter.

Cooper and Bauck (1990) proposed asimilar bandlimited symmetric structure.

where dy is the distance from the center of the head to speaker X, expressed in meters, and

d isthe distance from the center of the head to the speakers when the listener isideally sit-
uated, also expressed in meters.

Feedforward asymmetric bandlimited implementation

A straightforward method of implementing the bandlimited crosstalk cancellation filter is
to use the feedforward form of figure 3.17 on page 56 and to add lowpass filters to the
cross terms (Cooper and Bauck, 1990). Thisisshown in figure 3.29. In thisimplementa-
tion, the inverse determinant filter has been incorporated into each of the feedforward fil-
tersin order to reduce the number of individual filters required. Each of the feedforward
filters can be implemented using an FIR filter. A set of feedforward filtersis pre-computed
for aspecific listening geometry, which may be parameterized in terms of the head rotation
angle and the angular spread of the speakers with respect to the head. Asymmetrical path
lengths to the head are compensated for using the variable delay line and variable output
gains described earlier.

The advantage of this approach isthat it istrivia to interpolate between different sets of
FIR filters as the head moves. Thefiltersare aso relatively easy to design. Theinverse
determinant filter can be designed using the DFT method described in Appendix A. At a
32 kHz sampling rate, an FIR length of 128 points (4 msec) gives excellent performance.
Thislength of FIR filter can be most efficiently computed using a DFT convolution tech-
nique. Per channel, one forward and one inverse DFT needs to be computed, along with
two spectral products and one spectral addition. Thisis only slightly more expensive than
asingle FIR filter.

Symmetric bandlimited implementations

The symmetric crosstalk canceller can be bandlimited following either of the two methods
shown in equation 3.39 and equation 3.40. Following the preferred method of
equation 3.40, we arrive at:
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which, asin the asymmetric case, leads to replacing the ITF in equation 3.32 with alow-
passfiltered ITF. Following equation 3.37 and equation 3.38, this|eadsto a shuffler imple-
mentation with the following shuffler filters:

1
S = —_—
T+H_oITF
(353)
A - _____l_____

This method was presented by Gardner (Casey et al., 1995). A completeimplementationis
obtained following the same strategy used in the previous section; the lowpass I TF model
of equation 3.7 is used, the speaker inverse filters are omitted, and the air propagation
inverse filters are replaced with a variable delay and gain. Thisleads to the shuffler imple-
mentation shown in figure 3.30. The constraint for realizability is:

@-m—lzo (3.54)

where misthe modeling delay inherent in the lowpass head shadowing filter L(2). The
structure can compensate for front-back and lateral head motions, but not head rotations.
The crosstalk canceller requires only three fractional delays and two lowpassfilters. An
even more efficient implementation is shown in figure 3.31, which is mathematically
equivalent to figure 3.30, but does not require the shuffler sum and difference structures.
Thisis derived from the symmetric recursive structure shown in figure 3.24 (Iwahara and
Mori, 1978).

An alternative to using the lowpass | TF model within the shuffler comb filtersisto directly
calculate the shuffler filters from:

5o

~ Hi+HpH
(3.55)

A = _.__.I__|'__.__

H; —HpH,

This equation is obtained from equation 3.53 by multiplying both the numerator and
denominator by H;. The calculation of the filter responsesis easily accomplished in the

frequency domain; the corresponding time responses can then be modeled using IR filters
by applying Prony’s method. Excellent results can be obtained using 8th-order filters. The
resulting shuffler filters are efficient and accurate, but lack a separate ITD parameter. This
method yields essentially the same result as using the comb filter approach where the mod-
eling delay mof the ITFismaximized (m=I1TD - 1).
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3.4.6

An extremely efficient head model for bandlimited crosstalk cancellers has been suggested
by Griesinger! and described by Gardner (1995c). Theideaisto model the ITF asadelay
cascaded with a one-pole lowpass filter and an attenuating gain:

ITF(ej‘*’) — gHLP(ejw)e—jw(lTD/T—m)

1-a (3.56)

1—az*t

Hip(2) =

The lowpass filter is DC-normalized. The coefficient a determines the filter cutoff, which
istypically set to 1-2 kHz; the coefficient g determines the attenuation, which istypically
setto 1-3 dB. In practice, the ITD parameter may be determined from a geometrical
model, which accurately models the high-frequency (f > 1500 Hz) ITD. Below 1500 Hz,
thetrue ITD islarger by roughly 3/2, as explained in section 3.2.5. Interestingly, the one-
pole lowpass filter aso has a non-linear phase response with increasing phase delay at
lower frequencies. The parameter m may be adjusted to approximately match the total
phase delay of the head shadowing model to the desired ideal (wetypically set mto 2 sam-
ples=0.05 msec at 44.1 kHz). ThisITF model istrivialy substituted into the circuits of
figure 3.30 and figure 3.31, or even the asymmetric circuit of figure 3.27. The resulting
structures are extremely efficient, and yet are effective at cancelling crosstalk at frequen-
ciesup to 6 kHz.

High-frequency power transfer model

Using the form of the crosstalk canceller given in equation 3.14, which includes the
speaker and air propagation inverse filters, the bandlimited crosstalk canceller is:

-1

c =5t Hie  HeoHier (357)
HirHipr  Hrr

At high frequencies, C becomes:

4 |1/H
Ciu; =S w0 (3.59)
¢ 0 1/Hgg

Aspreviously described, thisimplementsipsilateral equalization. The speaker signalsfor a
given source X are:

y = Chx (3.59)

where h are the HRTFs for the source position. Thus, at high frequencies:

1. David Griesinger, personal communication, 1995.
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Figure3.30 Symmetric bandlimited implementation using shuffler topology and
parameterized head shadowing model.
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Figure 3.31 Symmetric bandlimited implementation using recursive topology and
parameterized head shadowing model. Thisis equivalent to the implementation in
figure 3.30.

1|H, /H
Yisf, =S L7 L (3.60)

The system responses prior to the equalization S 1 correspond to free-field equalized
HRTFs. Essentialy, the speakers are emitting binaural signals. When the sound is panned
to the location of either speaker, the response to that speaker will be flat, because of the
ipsilateral equalization, and this agrees with the power panning property. However, the
other speaker will be emitting the free-field equalized contralateral binaural response,
which violates the power panning property. If the crosstalk cancellation extended to high
frequencies, the contralateral response would be internally cancelled and would not appear
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at the loudspeaker. Despite this nice property, it is not agood ideato extend crosstalk can-
cellation to high frequencies. An aternative approach, based on power transfer to the ears,
can be used to optimize the presentation of high frequencies and also satisfy the power-
panning property.

We assume that high-frequency signals from the two speakers add incoherently at the ears.
We model the high-frequency power transfer from the speakers to the ears as a 2x2 matrix
of power gains derived from the KEMAR HRTFs. Animplicit assumption isthat the
KEMAR head shadowing is similar to the head shadowing of atypical human. The power
transfer matrix isinverted to calculate what powers to send to the speakersin order to get
the proper powers at the ears. Ofteniit is not possible to synthesize the proper powers at
the ears, for example when synthesizing a right source which is more lateral than the right
loudspeaker. In this casethe desired ILD is greater than that achieved by sending the signal
only to theright loudspeaker. Any power emitted by the left loudspeaker will decrease the
fina ILD at the ears. In such cases where there is no exact solution, we send the signal to
one speaker, and scaleits power so that the total power transfer to the two ears equals the
total power in the synthesis HRTFs. Except for this caveat, the power formulation is
entirely analogous to the usual transmission path inversion we encounter in crosstalk can-
cellers.

The high-frequency power to each speaker is controlled by associating a multiplicative
gain with each output channel. Because the crosstalk canceller isdiagonal at high frequen-
cies, the scaling gains can be commuted to the synthesis HRTFs. The scaling gainsg; and

gr are inserted into the previous eguation as follows:

H /H
y = sH Iy (3.61)

The signals at the ears are given by:
e = Ay = HSy (3.62)

where we model the acoustical transfer matrix H using KEMAR HRTFs. Combining the
previous two equations, we arrive at:

€| o [Hue He | OH/ o (3.63)
er H g Hggr| [9rHr/ HRrr
We now convert this equation to an equivalent expression in terms of power transfer. The
simplest approach isto model the input signal x as stationary white noise and to assume
that the transfer functions to the two ears are uncorrelated. We rewrite equation 3.63 in

terms of signal variance by replacing the transfer functions with their corrsponding ener-
gies (e.g., Papoulis, 1991):
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where the energy of a discrete-time signal h[i], with corresponding DFT H[K], is given by

N-1 1N—l
Ey= 3 M) =5 Y HIKI (365)
i=0 k=0

The power transfer to the earsisthen
2
€L

2,2
eR/ O-X

2 2
/O - EHLL EHRL gLEHL/EHLL

o
, (3.66)
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We replace the actual power transfer to the ears with the desired power transfer corre-
sponding to the synthesis HRTFs and solve for the scaling gains:

2
!EHL] _ !EHLL EHRL] 9.En /En | (3.67)
2
EHR EHLR EHRR gREHR/EHRR
’ -1
gL — EHLL/EHL 0 EHLL EHRL EHL (3.68)

gZR 0 EHRR/ EHR EHLR EHRR EHR

This equation isthe crosstalk canceller expressed in terms of broadband power transfer. If
either row of the right hand side of the above equation is negative, then areal solutionis
not attainable. In this case, we set the gain corresponding to the negative row equal to O,
and set the other gain term so that the total power at the earsis equal to the total desired
power. The expression relating total desired power and total power follows directly from
equation 3.67 by adding the two rows:

— 42 EHL 2 EHR
tEy, = QLEH (Bp, +Eup) "'QREH (Ey, *E

LL RR

E, ) (3.69)

L HRR

Thisexpression is solved for one gain when the other gainis set to 0. Because all energies
are non-negative, areal solution is guaranteed.

Thistheory can be put into practice by creating a set of HRTFs that have the high-fre-
quency response scaled according to the above equations. Thelistening geometry specifies
the head transfer matrix H, which is converted to energies by highpass filtering and then
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Figure 3.32 High-frequency (> 6 kHz) scaling gains applied to synthesis HRTFs for the

standard symmetric listening geometry. Solid line: g, , dashed line: gg. For the symmetric

listening situation, the scaling gains have the effect of shutting off the contralateral speaker
when synthesizing lateral source locations.

applying equation 3.65. For each synthesis location, we read the corresponding HRTFs
and separate into low and high-frequency components using zero-phase FIR filters with
complementary magnitude responses. The high-frequency components are converted to
energies and inserted into equation 3.68 along with the acoustic transfer energies. After
solving for the gains, the high-frequency HRTF components are scaled and added to the
low-frequency HRTF components. This creates a set of HRTFs with high frequencies
adjusted for aparticular listening geometry. Scaling the high-frequency components of the
synthesis HRTFsin this method corresponds exactly to applying a high-frequency shelving
filter to each synthesis HRTF. Efficient implementations are discussed in the next section.

For the standard symmetric listening situation (speakers at £30°, listener’s head rotated
0°), the scaling gains for horizontal sources are shown in figure 3.32. When the sound is
panned to the location of aloudspeaker, thereis an exact solution which simply sends all
power to that speaker and shuts off the other speaker. Thus, application of this theory cre-
ates a system that has the power panning property. For sources beyond 30°, thereisn't an

exact solution, the contralateral gainis0, and theipsilateral gain ischosen to conserve total
energy.

Figure 3.33a shows the high-frequency power transmitted to the left and right ears for
source azimuths from 0 to 180 degrees. The solid and dashed lines show theipsilateral and
contralateral power, respectively, for binaural listening (i.e. these are the powers in the syn-
thesis HRTFs, normalized to O degreesincidence). The ILD issimply the difference
between these two lines. Clearly visibleis the decrease in high-frequency power for rear
sources. The dotted line shows the contralateral power when head crosstalk isfactored in,
assuming speakers at £30 degrees, and without any power compensation described above.
The dash-dot line (barely visible behind the solid line) is the ipsilateral response when
crosstalk isfactored in. Itisclear that crosstalk greatly increases power to the contralateral
ear and thus limits the maximum ILD to be 11dB, which isthe ILD for a 30 degree source.
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Figure 3.33 (a) High-frequency (> 6 kHz) power transfer to the two ears for horizontal
sources.,, relative to asource at 0 degrees. Solid and dashed lines: ipsilateral and contralateral
powers, respectively, of synthesis HRTFs. Dash-dot and dotted lines: ipsilateral and
contralateral powers, respectively, when listening to synthesis HRTFs using loudspeakersin
standard geometry. Crosstalk negligibly affectsthe ipsilateral power, but greatly affects the
contralateral power. (b) High-frequency (> 6 kHz) interaural level differences (ILDs) for
horizontal sources. Solid line: ILD of synthesis HRTFs, dashed line: ILD resulting from
presenting binaural signals over loudspeakers, dash-dot line: latter with power compensation
applied. The power compensation has the effect of increasing ILD up to 30 degrees azimuth,
wherethe ILD islimited to 11 dB by acoustical crosstalk.

Figure 3.33b shows the high-frequency ILDs that occur in various situations. The solid
lineisthe ILD of the synthessHRTFs. Thedashed lineisthe ILD at the ears when binau-
ral signals are presented over loudspeakers and crosstalk occurs. The dash-dot lineisthe
ILD that occurs when we employ the power model described above. As expected the
proper ILDs are generated up to 30 degrees, after which the ILD remains at the maximum
value (contralateral gain = 0).

Asindicated in figure 3.33b, implementing the high-frequency power model when the lis-
tener’s head is not rotated only achieves modest improvements over using the unmodified
HRTFs of equation 3.60. However, the high-frequency gain modification is critcally
important when the listener’s head is rotated, otherwise the low and high-frequency com-
ponents will be synthesized at different locations, the low frequencies relative to the head,
and the high frequenciesrel ative to the speakers. Application of the high-frequency power
model also has the nice theoretical result that the power panning property holds for all fre-
guencies.

High-frequency implementation

The last section described a method for computing a set of HRTFs whose high frequencies
are scaled for aparticular listening geometry. Thiswould require that a separate set of syn-
thesis HRTFs be used for each orientation of the head with respect to the speakers. Itis
more sensible to implement separately a high-frequency shelving filter that operates on
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Figure 3.34 High-frequency shelving filters G, (2) and Gg(2) applied to output of binaural

synthesizer.
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Figure 3.35 High-frequency shelving filter implementations.
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Figure 3.36 High-frequency shelving filters applied to the left channel of all N sources. Only
asingle lowpassfilter isreguired. H| pisalinear-phase lowpass filter with a phase delay of m

samples.

each channel of each binaural signal. The gains of each shelving filter are dependent on
the listening geometry and the source location, and can be looked up in pre-computed
tables. Figure 3.34 shows apair of shelving filters applied to the binaural signal for a
source. Itisvery important that the two shelving filters have the same low-frequency
phase and magnitude response independent of the high-frequency gains, otherwise the
shelving filters will induce unwanted interaural differences.
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3.4.8

The shelving filter implementation suggested in the last section is shown in figure 3.35a
where H| p and Hyp are lowpass and highpass filters, respectively. When H| p and Hyp

have complementary responses, H, p(2) = 1 - Hyp(2), and this enables the smplified form

of figure 3.35b. Unfortunately, it is not possible to use alow-order IR lowpass filter for
H, p because the low-frequency phase response of the shelving filter will depend on the

high-frequency gain. We must therefore use a zero-phase FIR filter for H p Thiswill add

considerable computation to our implementation. Fortunately, we only need one lowpass
filter for each summed binaural channel to implement independent shelving filters for any
number of summed sources. From figure 3.35b:

X = g(1-H_ p)x +H pX

) (3.70)
Xi = gi%—Hpx(1-g;)

The sum over al sourcesis then:
Z)A(i = Zgixi_HLPZXi(l_gi) (3.71)
I | |

This leads to the implementation shown in figure 3.36. The figure shows the left channel
processing, where X ; istheleft channel binaural signal for sourcei, g, ; istheleft chan-

nel high-frequency scaling gain for sourcei, X ; isthe high-frequency adjusted left chan-
nel binaural signal, and misthelinear phase delay of H, p. The same circuit is used for the
right channel.

Complete head-tracked system

A complete head-tracked 3-D audio loudspeaker system is created by combining a multi-
ple source binaural synthesizer with a crosstalk canceller and a head tracker; such asys-
temisdepicted in figure 3.37. At theleft arethe N input sounds x; whose spatial positions
are to be separately synthesized. Each sound isfiltered with an appropriate HRTF pair
(HjL, Hir) to encode directional cues. The equalization of the HRTFs depends on the par-

ticular implementation of crosstalk canceller. After binaural synthesis, the individua bin-
aural signals are processed with the high-frequency shelving filters (G; , Gir). For
simplicity, we have included separate shelving filters for each channel; in practice, we
would use the efficient implementation described in the previous section. The high-fre-
guency adjusted binaural signals are summed to a single binaural pair whichisinput to the
crosstalk canceller. The crosstalk canceller may be implemented using either the recursive
topology of figure 3.27 or the feedforward topology of figure 3.29. The output of the
crosstalk canceller is sent to the loudspeakers. Asdescribed earlier, the parameters of the
crosstalk canceller, binaural synthesizer, and shelving filters depend on the current head
position. This dependency isindicated in figure 3.37 by connections with dashed lines.

Figure 3.37 also includes reverberation processing suitable to achieve control of perceived
source distance. Prior to binaural synthesis, each sourceis scaled by again g; intended to
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Figure 3.37 Complete implementation of head-tracked 3-D loudspeaker audio system,
consisting of binaural synthesizer, high-frequency shelving filters, crosstalk canceller, head
tracker, and reverberator.

simulate the attenuation of direct sound dueto air propagation. The unscaled sources are
summed and fed to areverberator that outputs a binaural signal. The circuit allows the
direct-to-reverberant ratio of each source to be controlled by the scaling gains g;, which
provide independent distance control for each source. Thismethod isfairly primitive; bet-

ter methods for integrating artificial reverberation into a spatial auditory display are
described in (Jot, 1996, 1997; Gardner, 1997a).
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Chapter 4 Physical Validation

In this chapter we present data intended to validate the thesis from a physical (or acousti-
cal) standpoint. The data show that the bandlimited crosstalk cancellers presented in the
previous chapter are in fact effective at cancelling crosstalk at frequencies below 6 kHz
and that the equalization zone of the crosstalk canceller can be steered using the described
methods. The data aso serve to quantify the performance of these systemsin terms of
objective physical specifications. Two evaluation methods are used: acoustical simulation
and acoustical measurement.

The effectiveness of a crosstalk canceller can be determined by simulating the acoustics of
the listening situation. Thisis quite easy to do if we know the acoustical transfer matrix
(defined in equation 3.14 on page 55), which describes how the two outputs of the
crosstalk canceller are transformed into acoustical pressures at the left and right ears of a
listener. The acoustical transfer matrix depends on the individual details of the listener, the
speakers, and the listening environment. It isuseful to start with an idealized listening sit-
uation to determine the best possible performance for a given crosstalk canceller imple-
mentation. We will present results of simulating avariety of crosstalk canceller
implementations under ideal conditions, where both the listener head model and the
crosstalk canceller head model are based on KEMAR HRTFs, thus simulating the situation
of an individualized crosstalk canceller. We will aso use the simulations to show the spa-
tial extent of the equalization zone, to demonstrate the validity of the steering methods, and
to show how crosstalk cancellation is affected when the listener is displaced from the target
equalization zone.

In addition to the acoustical simulations, a number of acoustical measurements of a
crosstalk cancellation system were performed. The measurements were made using both
the KEMAR dummy head microphone and also miniature microphones inserted into the
ear canals of human subjects. KEMAR measurements were made in anechoic conditions
in order to validate the acoustical smulations. Both KEMAR and human measurements
were made in reverberant listening conditions, the same listening situation used for the
psychoacoustic experiments described in the following chapter, and the humans used for
recording are the same subjects in those experiments. The reverberant measurements of
KEMAR can be compared to the anechoic measurements to quantify the effects of rever-
beration. The human measurements in reverberant conditions are particularly useful to
quantify the effectiveness of crosstalk cancellers when used in real life situations.

The performance of a crosstalk canceller can be objectively described in terms of the fre-
guency dependent channel separation at the ears of the listener. Channel separation must
be calculated independently for left-to-right and right-to-left separation, although we
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4.1

41.1

expect that symmetrical listening situations will yield nearly identical channel separations
for both sides. Channel separation is calculated by measuring the impul se response from
each input of the crosstalk canceller to each ear, and then computing the magnitude of the
left and right interaural transfer functions (ITFs), defined in equation 3.20 on page 56.
When presenting audio via loudspeakers without a crosstalk canceller, assuming anechoic
conditions, the naturally occuring channel separation is equal to the ITF magnitude corre-
sponding to the incidence angle of the loudspeaker. We expect the channel separation to
increase when the crosstalk cancellation is enabled, but thisis not guaranteed.

Acoustical smulation

Simulation of sound propagation from the speakersto the ears of alistener is easily accom-
plished by modeling the acoustic transfer matrix A, defined in equation 3.14 on page 55.
Our simulations assume ideal acoustical conditions, including flat speaker responses and
an anechoic space. In addition, the listener’s head transfer matrix is modeled using
KEMAR HRTFs, and therefore the listening situation is individualized. Despite the indi-
vidualized simulation, crosstalk cancellation will not be perfect when using a crosstalk
canceller based on low-order filter approximations, i.e., filtersintended for real-time
implementation. However, the individualized simulations will yield better results than we
expect for typical listeners.

This section will show some results of the acoustical simulations, including channel sepa-
ration plots that compare different implementations of crosstalk cancellers, contour plots
of acoustic equalization zones, and channel separation plots as the listener is moved away
from the ideal listening location.

Channel separation for symmetric crosstalk cancellers

Figure 4.1 compares channel separation for various implementations of the symmetric
crosstalk canceller. The plots show the frequency-dependent channel separation at the ears
(solid line), obtained by computing the I TF magnitude resulting from crosstalk canceller
inputs consisting of an impulse signal on theipsilateral channel and a zero signal on the
contralateral channel. Shown for comparison (dashed line) isthe ITF magnitude for 30
degree incidence, i.e., the naturally occuring channel separation for sounds radiated from
the loudspeaker. The difference between the dashed and solid lines represents the increase
in channel separation due to the crosstalk canceller.

Figure 4.1a shows the results for a crosstalk canceller based on the simplest possible head
shadowing model, consisting of afrequency-independent delay and attenuation (Schroeder
and Atal, 1966), used in the structure of figure 3.31, or equivaently figure 3.30. This head
shadowing model correspondsto a Oth-order L(2) filter, consisting only of a multiplicative
term. The ITD was set to 0.25 msec (11 samples at 44.1 kHz) and the attenuation was set
to 8.8 dB. These parameters were determined from the broadband ILD and ITD data for
30 degree incidence shown in figure 3.2 and figure 3.3, respectively. Although extremely
simple, this crosstalk canceller is effective at increasing channel separation up to 7 kHz.
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Figure 4.1 Comparison of channel separation for various symmetric crosstalk cancellers,
implemented at 44.1 kHz sampling rate. In each plot, the dashed line is the natural head
shadowing for 30 degree incidence and the solid line is the channel separation resulting after
crosstalk cancellation. Plots (a) through (c) show results from a crosstalk canceller based on a
parameterized head model, and plot (d) compares results from a non-parameterized shuffler
filter implementation. (@) Head shadowing model implemented using delay and attenuation. (b)
Head model implemented using delay, attenuation, and one-pole lowpassfilter. (¢) Head model
implemented using delay and 8th-order IR filter. (d) Shuffler filters implemented using 8th-
order IR filters; the dash-dot line is the 32 kHz implementation, used in many of the sound
localization experiments.

The broadband ITD and ILD values, which are essentially averaged across frequency, are
substantially dependent on the value of the ITF at frequencies around 2-3 kHz, where the
HRTF response has the most power due to the ear canal resonance. Consequently, basing
the head shadowing parameters on broadband interaural differencesyields a crosstalk can-
celler that is primarily effective at frequencies above 1500 Hz, in particular because the
ITD corresponds to the high-frequency head diffraction model, discussed in section 3.2.5.
We can greatly improve performance below 1500 Hz by increasing the ITD parameter by a
factor of 3/2 to 0.38 msec and decreasing the attenuation to 1.5 dB, as suggested by the fre-
quency dependent interaural data shownin figure 3.8 and figure 3.9. However, this causes
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channel separation above 1500 Hz to greatly decrease. Clearly, afrequency-dependent
approach is needed to model the transition in head diffraction that occurs at about 1500 Hz.

Figure 4.1b shows results for a crosstalk canceller based on Griesinger’s head model
described in equation 3.56 on page 75, consisting of a delay, an attenuation, and afirst-
order lowpassfilter. Thedelay (ITD/T - m) was set to 0.2 msec (9 samples at 44.1 kHz),
the attenuation was set to 1.5 dB, and the cutoff of the lowpass was set to 1 kHz. These
parameters were determined through a calibration procedure described by Gardner (1995):
the parameters were adjusted in order to maximally lateralize a white noise sound. This
simple head model performs remarkably well, particularly at low frequencies. We note
that the low-frequency performance of this model is better than the frequency independent
model, in part because the one-pole lowpass filter has a frequency dependent phase
response with increased phase delay at low frequencies, like area head.

Figure 4.1c shows results for a crosstalk canceller based on the 8th-order head shadowing
filter shown in figure 3.11 on page 50. Thisfilter was obtained by applying Prony’s
method to alowpass filtered ITF; the modeling delay mwas 4 samples (0.09 msec at 44.1
kHz). Thisfilter isnot quite as good as the first-order filter for frequencies below 400 Hz,
but is generally better from 2—6 kHz. Above 6 kHz the crosstalk canceller has no effect,
i.e., thereis no change in channel separation relative to natural head-shadowing, because
the head shadowing filter L(2) islowpass filtered at a 6 kHz cutoff. We might expect that
the difference between the solid and dashed linesin figure 4.1c should equal the ITF error
shown in figure 3.11. However, the ITF error only considers a single crosstalk term,
whereas the channel separation data additionally considers higher-order crosstalks. Con-
sequently these data differ somewhat at low frequencies, where high-order crosstalks are
more significant.

Figure 4.1d shows channel separation data for symmetric crosstalk cancellers based on
8th-order shuffler filters designed using the procedure described in section 3.4.5,

eguation 3.55 on page 74. The solid line showsthe results for a44.1 kHz implementation,
and the dashed line shows the results for a 32 kHz implementation that was used for sev-
eral of the sound localization experiments described in the next chapter. We might expect
the 32 kHz filter to perform better than the 44.1 kHz filter, because the 8th-order filter has
more leverage at lower sampling rates; however, the 44 kHz filter performs better, which
we cannot explain. The 44.1 kHz results also differ from the resultsin figure 4.1c, particu-
larly at frequencies below 300 Hz, but the overall performance of these crosstalk cancellers
seems about the same.

All the channel separation datain figure 4.1 (aswell asthe ITF error datain figure 3.11)
exhibit a peak at about 1500 Hz. This frequency corresponds to a wavelength that is com-
parable to the size of the head; therefore, atransition between long and short wavelength
head-diffraction models occurs at about this frequency (Kuhn, 1977, 1987). It seemsthat
the low-order filter models are unable to capture this transition behavior adequately, as
shownin figure 3.12.
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Figure 4.3 Contour plots of channel separation as afunction of spatial location of the listener.
The crosstalk canceller is based on an 8th-order head shadowing filter (at 44.1 kHz) and the
equalization zoneis steered to the ideal listening location at (0,0). Channel separation evaluated
from (a) 100 Hz to 6 kHz and (b) 100 Hz to 1000 Hz. The spatial extent of the equalization zone
is greater along the front-back axis than the lateral axis; thisis especially true at lower
frequencies.

Contour plotsof channel separation

The equalization zone can be visualized as a set of equal-separation contours in the region
of space near the target equalization location. The contour plot is created by first eval uat-
ing average channel separation (the average of the left-to-right and right-to-left channel
separation) at a set of head positions distributed on a two-dimensional grid around the tar-
get location; the contour plot isthen generated from the resulting data. Figure 4.2 shows
the geometry of the simulated listening situation used for creating the contour plots. The
standard listening situation is simulated and channel separation is evaluated at 5 cm incre-
ments on a 50 cm square grid centered on the ideal listening location at the origin of the
coordinate system.

The head transfer matrix is smulated using KEMAR HRTFs, which are sampled at 5
degree increments on the horizontal plane. Simulated HRTFs at intermediate angles are
obtained by linearly interpolating between adjacent HRTFs. In general thisisapoor
method for interpolating HRTFs (see Jot et al., 1995, for aternative methods), but in this
caseit is acceptable because of the dense spatial sampling and because high-frequency

(> 10 kHz) accuracy is not an immediate concern. The speakers are assumed to be ideal
tranducers (omnidirectional with flat frequency response), and the air propagation is mod-
eled as a 1/r attenuation and a variable delay implemented using a third-order Lagrangian
interpolator (Laakso et al., 1996).

Figure 4.3a shows a contour plot generated using a symmetric crosstalk canceller based on
the 44.1 kHz, 8th-order head shadowing filter, shown in figure 3.11 on page 50. The con-
tour plot is based on channel separation integrated from 100 Hz to 6 kHz. The spatial
extent of the equalization zone israther small: 10 dB or greater channel separation is
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Figure 4.2 Geometry of simulated listening situation used to create channel separation contour
plots. Channel separation is evaluated at each point on a 50 cm square grid of head positions, in
5 cm increments.

achieved in aregion only about 10 cm wide and 30 cm long. The spatial extent of the
equalization zoneis greater along the front-back axis than along the lateral axis because
lateral head trand ations create unequal path lengths to the speakers, which seriously
degrades crosstalk cancellation.

We expect the spatial extent of the equalization zone to depend on frequency; lower fre-
guencies, and hence longer wavelengths, should create larger equalization zones.

Figure 4.3b shows the equalization zone evaluated from 100 Hz to 1000 Hz, and as
expected, the spatial extent has increased considerably. The region of 10 dB or greater
channel separation extends beyond the range of the plot in the front-back direction. Itis
well known that crosstalk cancellation systems are rather insensitive to front-back listener
trandations. Thisfact, along with the frequency dependence of the equalization zone, sug-
geststhat low frequencies are of paramount importance for crosstalk cancellation systems,
arepeated theme in this document. Nevertheless, sound localization results in the next
chapter will show that front-back trandations do slightly degrade localization perfor-
mance.

Aninteresting feature of figure 4.3b isthat the equalization zoneis displaced sightly to the
rear of the origin. This suggests that the low-frequency channel separation in figure 4.1c
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Figure 4.4 Plotsof steered equalization zones using crosstalk canceller based on 8th-order head
shadowing filter (at 44.1 kHz). Channel separation is evaluated from 100 Hz to 6 kHz.

(8) Equalization zone steered 15 cm to the front by increasing the ITD parameter of the head
shadowing model to 0.30 msec (nominally 0.25 msec). (b) Equalization zone steered 15 cm to
the right by delaying the right speaker signal 0.43 msec and attenuating it by 1.6 dB.

would increaseif the ITD of the head shadowing model, or equivaently the phase delay of
the L(2) filter, wasincreased. The data suggest that the 8th-order approximationto the ITF
has insufficient phase delay at low frequencies, which is confirmed in figure 3.12 on

page 51.

We now show plots of equalization zones that have been steered away from the idedl lis-
tening location. Figure 4.4a shows an equalization zone that has been trandated 15 cm to
the front towards the speakers. The steering was accomplished by increasing the ITD
parameter of the head shadowing model to 0.30 msec (nominally 0.25 msec at theidedl lis-
tening location). The 8th-order head shadowing filter L(2) was unchanged. It isclear that
changing the ITD parameter alone can effectively steer the equalization zone along the
front-back axis, at least within alocal region.

Figure 4.4b shows an equalization zone that has been trandated 15 cm to theright. The
steering was accomplished by delaying and attenuating the right speaker signal; the delay
was 0.43 msec and the attenuation was 1.6 dB. The attenuation has negligible steering
effect compared to the delay, but was included for completeness. The plot shows that
steering the equalization zone laterally reduces the maximum channel separation. The rea-
son for thisis that the listening situation is asymmetric; the left and right speakers are at
different absolute incident angles because the listener is facing straight ahead. If thelis-
tener was rotated dightly left so that the absolute incident angles of the speakers were
equal, the channel separation would be increased. In other words, delaying one of the out-
puts of asymmetrical crosstalk canceller to steer the equalization zone left or right is most
effective when the listener faces the midpoint between the speakers.
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Figure 4.5 Contour plots of channel separation as afunction of spatial location of the listener
for loudspeakers positioned at +5 degrees azimuth. The crosstalk canceller is a shuffler
topology using 8th-order filters. Channel separation evaluated from (a) 100 Hz to 6 kHz and (b)
100 Hz to 1000 Hz. The results show that loudspeakers spaced at +5 degrees yield a larger
equalization zone than when spaced at +30 degrees; however, the improvement is mostly along
the front-back axis.

The simulation technique allows easy manipulation of the listening geometry parameters.
Of particular interest is the effect of different speaker spacings on the size of the equaliza-
tion zone. Bauck and Cooper (1996) have proposed using closely spaced speakersas a
way to widen the equalization zone; therationale isthat lateral head translations cause
time-of-arrival differences between the two loudspeakers which are minimized by closely
spaced loudspeakers. Figure 4.5 shows the simulated equalization zone for loudspeakers
positioned at £5 degrees azimuth. The crosstalk canceller was designed for 5 degree
speaker azimuths and implemented using 8th-order shuffler filters (at 44.1 kHz).

Figure 4.5a shows the equalization zone evaluated from 100 Hz to 6 kHz. Comparing
these results to figure 4.3a shows that the 10 dB contour has widened by afew centimeters
at y = 0 cm; however, the contour has grown considerably along the front-back axis. The
channel separation from 100 Hz to 1000 Hz, shown in figure 4.5b, is not substantially dif-
ferent than the corresponding results for £30 degree loudspeakers, shown in figure 4.3b.
The equalization zone widens only dlightly when the speakers are positioned closely
together.

Effect of lateral trandation

Figure 4.6 shows how channel separation degrades when the head is laterally trandlated
from the target equalization zone at the ideal listening situation: figure 4.6a shows the | eft-
to-right channel separation; figure 4.6b shows the right-to-left channel separation. The
data were generated using a crosstalk canceller based on the 8th-order head shadowing fil-
ter (at 44.1 kHz) discussed earlier. Inthe plots, the bold line is the channel separation
when the head isideally located (Iabelled 0 cm), the solid lines show the channel separa-
tion asthe head is moved 2 cm to the right in 5 increments of 4 mm each, and the dashed
line is the ITF magnitude for 30 degree incidence.
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Figure 4.6 Plots of channel separation as head is laterally translated from target equalization
zone at the ideal listening location: (a) left to right separation; (b) right to left separation. The
data were generated using a crosstalk canceller based on an 8th-order head shadowing filter at
44.1 kHz. Thebold lineisthe channel separation when the head isideally located (Iabelled O
cm), the solid lines show the channel separation as the head is moved 2 cm to theright in 5
increments, and the dashed line is the ITF magnitude for 30 degree incidence.

The plots show that crosstalk cancellation degrades considerably above 1 kHz for even
small head displacements. This suggeststhat crosstalk cancellationisin general limited by
the phase match between the acoustic crosstalk signal and the cancellation signal. Itis
interesting that the cancellation improves at certain fregencies as the head is trand ated; for
instance, in figure 4.6a, cancellation improves at about 1300 Hz, whereasin figure 4.6b,
cancellation improves at about 400 Hz. This phenomenaindicates that the crosstalk can-
cellation filter accurately models these asymmetrical head responses in certain frequency
ranges.

Phasor analysis

A simple phasor analysis shows why cancellation is so dependent on the phase match
between the crosstalk and the cancellation signal. Let us represent the acoustic crosstalk
signal and the cancellation signal as phasors a and b, respectively. Perfect cancellation
resultswhen b = -a, but usually there are phase and/or magnitude errorsin b, so that can-
cellation resultsin aresidual phasor c = a + b. Let us assume that the magnitudes of the
two phasorsa and b are equal, i.e., that the magnitude of the cancellation signal has been
correctly chosen; thissituation isdepicted infigure 4.7. The cancellation isthen related to
the phase error 8 by

K = % - Zsin% 372

where the cancellation k is defined as the ratio of the residual magnitude to the crosstalk
magnitude. Theresidual issmaller than the crosstalk when k < 1; this can only occur when
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Figure 4.7 Phasor diagram of crosstalk cancellation.

Table 3.2 Relationship between cancellation and phase error assuming crosstalk and
cancellation signals are the same magnitude. Ad is positional error, corresponding to the phase
error, for a1l kHz frequency.

k (dB) 0, degrees | Ad,cm
0 60 5.7
-3 41 39
-6 29 2.7
-9 20 19

-12 14 14
-15 10 1.0
-18 7 0.7
-21 5 0.5

the phase error is less than 60 degrees, which corresponds to a positional error of 5.7 cm
for afrequency of 1 kHz. In order to achieve 12 dB of cancellation, i.e. k = 0.25, the posi-
tional error must be lessthan 1.4 cm at 1 kHz. Table 3.2 summarizes the relationship in
equation 3.72; positional errors are given for a1 kHz frequency.

Acoustical measurements

We now describe acoustical measurements of crosstalk cancellers, first discussing
KEMAR measurements made in anechoic conditions, and then discussing KEMAR and
human measurements made in reverberant conditions.

M easurements of KEMAR in anechoic conditions

Channel separation resulting from crosstalk cancellation was measured usingaKEMAR in
MIT’s anechoic chamber. The KEMAR was configured with model DB-066 and model
DB-065 left and right “large” pinna, respectively. These two pinnae have similar sizes, but
they are not perfectly symmetrical. The KEMAR was placed between two Cambridge
SoundWorks! Ensemble satellite speakers, positioned at +30 degrees at a distance of 76
cm (30in). The crosstalk canceller measured was the 8th-order shuffler implementation at
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Figure 4.8 Left-to-right channel separation measured using a KEMAR in anechoic conditions.
The solid line is the channel separation, the dashed line is the I TF magnitude for 30 degree

incidence. The crosstalk canceller was based on 8th-order shuffler filters, at 32 kHz. The poor
cancellation results are due to a head position error.

32 kHz, which was used for several sound localization experiments, and whose ideal chan-
nel separation is shown in figure 4.1d.

Only the left-to-right channel separation was measured. As with the acoustical simula-
tions, this was accomplished by measuring the impul se response of the left input channel
of the crosstalk canceller to both ears. Theleft-to-right channel separation isthen given by

the magnitudeof ITF_ = H, g/H . Inaddition to these measurements, the responses
from each speaker to each ear (without the crosstalk canceller) were also measured.

Figure 4.8 shows the left-to-right channel channel separation. The results are disappoint-
ing; significant cancellation is only occuring below about 1.5 kHz. The dataare similar to
the head trandation data of figure 4.6a. In fact, an inspection of the time response data
reveal sthat the right speaker is several cm closer to the head than the left loudspeaker. The
speaker to ear path lengths were carefully adjusted prior to the acoustical measurements;
however, the floor in the anechoic chamber is a flexible wire mesh, and the KEMAR and
speakers must have shifted after the experimenter left the chamber.

Theindividual speaker to ear measurements allow us to simulate the crosstalk cancellation
acoustics using convolution, in a manner completely analogous to the acoustical simula-
tions described earlier. The KEMAR crosstalk cancellation measurement shown in

figure 4.8 was simulated using the speaker to ear responses and the results agreed closely
with the true measurements, reassuring us that the loudspeakers, air propagation, head dif-
fraction, and microphones are accurately modeled by linear, time-invariant filters.

In order to simulate a symmetrically positioned KEMAR, the head responses were appro-
priately delayed. The delays were determined by a cross-correlation analysis; the right

1. Cambridge SoundWorks, 311 Needham St., Newton, MA 02164.
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Figure4.9 Left-to-right channel separation in simulation of crosstalk cancellation acoustics
based on asymmetrical KEM AR measurements made in anechoic chamber (solid line): (a) head
responses not adjusted for asymmetrical path lengths from speakers to ears; (b) head responses
adjusted (delayed) to simulateideal KEMAR positioning. High-frequency separation improves
when KEMAR is correctly positioned. The crosstalk canceller was based on 8th-order head
shadowing filter, implemented at 44.1 kHz. The dashed line shows natural head shadowing for
30 degree incidence.

speaker to right ear response was delayed by 0.052 msec (1.8 cm), and the right speaker to
left ear response was delayed by 0.021 msec (0.7 cm). Figure 4.9 shows the results of sim-
ulating the acoustics using the crosstalk canceller based on an 8th-order head shadowing
filter at 44.1 kHz, whose ideal channel separation was shown in figure 4.1c. Figure 4.9a
shows the channel separation where the head responses have not been adjusted to create a
symmetric listening situation, and figure 4.9b shows the adjusted situation. The non-
adjusted results are of course similar to resultsin figure 4.8, whereas the adjusted results
show an improvement in high-frequency separation as expected. The cancellation isrela
tively poor from 1-2 kHz; in this frequency range head shadowing is poorly modeled by
low-order filtersas shown in figure 3.12 and figure 4.1. In the next section we will also see
evidence of asymmetric speaker responses at these mid-frequencies. Differences between
the results of figure 4.9b and the ideal results of figure 4.1c are attributed to 1) asymme-
triesin the acoustical transfer matrix that are not corrected by delaying the head responses,
such as the asymmetrical pinnae and possibly different speaker responses, and 2) differ-
ences between the crosstalk cancellation model, based on the “small” pinna, and the mea-
surement KEMAR, which used the “large” pinnae.

Severa conclusions can be drawn from these results. First, simulating head acoustics by
convolution with measured head responses is accurate. Moreover, the datain figure 4.8
and figure 4.9 agree with the results of previous simulations, particularly in regardsto how
the cancellation degrades when the head is improperly positioned. These findings tend to
validate our acoustical simulations. Finally, the simulation results of figure 4.9, based on
asymmetrical measurements of KEMAR, show that cancellation is not greatly affected by
dlight asymmetries between the pinnae and the loudspeakers, except perhaps at mid-fre-
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4.2.2

quencies, but is greatly affected by asymmetrical path lengths from the speakersto the
ears.

M easurements of humansand KEMAR in reverberant conditions

HRTF measurements of human subjects and the KEMAR were made in areverberant envi-
ronment. The measurements were used to verify the performance of a crosstalk cancella-
tion system. The human subjects, participants in the sound localization experiments
described in the following chapter, were measured during the localization experiment ses-
sions. Conseguently, the listening situation, i.e., the room, audio equipment, listening
geometry, etc., was the same as used for the localization experiments. The transfer func-
tion from each loudspeaker (at +30 degrees) to each ear of each subject was measured.
The KEMAR was similarly measured by placing it in theideal listening location. The
measured HRTFs allow the channel separation of the crosstalk cancellersto be eval uated,
using the simulation procedures described earlier.

The human measurements were made at the entrance of the blocked ear canal. The micro-
phones used were Sennheiser! KE 4-211-2; these were placed into modified “ swimmer-
style” polymer earplugs. The microphone assembly was inserted into each ear canal so
that the microphone face was flush with the ear canal entrance. The earplug acoustically
blocked the ear canal and provided a stable, yet comfortable fit. The two microphones
used had extremely well matched responses.

M easurements were made using the ML S technique described earlier. The sequence
length was 16383 samples (370 msec at 44.1 kHz); this was sufficient to sample the room
reverberation without significant time aliasing (the 60 dB reverberation decay time was
250 msec at 500 Hz).

Figure 4.10 shows aplot of atypical ipsilateral ear head response; thereisaninitia gap of
3.6 msec which includes air propagation plus a 1.1 msec inherent delay in the measuring
system, followed by the head response and then the room reverberation. A geometrical
analysis of the listening situation indicates that we should expect discrete early reflections
from the opposite speaker at 2.5 msec, from the ceiling at 3.2 msec, from the rear wall at
4.8 msec, and from the floor at 6 msec. The ceiling reflection at 3.2 msec is quite promi-
nent. We have chosen to window the data using a 7.2 msec Hanning window centered on
the start of the head response as shown in figure 4.10. The window extends 3.6 msec for-
ward and thus overlaps the ceiling reflection, but the reflection is highly attenutated by the
window. In fact thereisacontinuum of echoes after the initial response, caused by reflec-
tions off the speaker stand and the bar connecting the speakers. The bar is used to mount
apparatus described in the following chapter.

HRTF measurements were obtained for seven human subjects (B, C, D, E, F, G, and H, as
described in the following chapter). Figure 4.11 shows acomparison of the measured I TFs
and the KEMAR ITF, used for our crosstalk cancellation head model, whose I TF has been

1. Sennheiser Electronic Corp, PO. Box 987, Old Lyme, CT 06371.
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Figure4.10 Time response of ipsilateral ear measurement (solid line) and hanning window
chosen for analysis (dashed line). Thetime axisis shifted so that time O corresponds to the
initial sound arrival.

described previoudy in section 3.2.5. Figure 4.11a compares the I TF magnitudes; the
thick solid line isthe KEMAR ITF and the dotted lines are the subjects’ ITFs. The sub-
jects ITF magnitudes are less than the KEMAR, especially for lower frequencies; how-
ever, thisis due in part to the windowing. Using longer windows increases the low-
frequency convergence between the subject and KEMAR HRTFs, but it also admits more
reflections which have a distorting influence. It should be emphasized that the ITF plots
shown in this section are highly dependent on the choice of window shape and size.

Figure 4.11b plotsthe differences between the I TF magnitudes shown in figure 4.11a. The
differences are mostly between -6 and +6 dB below 6 kHz, although a few of the subjects
have large differences at 1 kHz and other frequencies. Thelarge differenceat 1 kHz seems
to be caused by a sharp dip in the I TF magnitude at this frequency, seen in figure 4.11afor
several of the subjects’ dataand also in the KEMAR results.

Figure 4.11c comparesthe I TF phases: The unwrapped interaural phases of the subject
measurements are shown with dotted lines; the KEMAR interaural phase is shown with a
thick solid line. Asdescribed in section 3.2.5, above 1500 Hz the interaural phase delay is
approximately constant; this correspondsto a linear phase term which appears as an expo-
nential on alog frequency axis. Thethin solid linesin figure 4.11c plot the differences
between the KEMAR interaural phase and the subjects’ interaural phases. Because of dif-
ferencesin head size, and thus ITD, the phase differences diverge exponentially at higher
frequencies. For some subjects, the phase differences above 2 kHz are substantial; recall
from phasor considerations that a phase difference greater than or equal to W2 = 1.5 radi-
ans will always cause the cancellation process to increase the magnitude of the cancelled
signal.
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Figure4.11 Comparison of measured ITFsand KEMAR ITF, for right-to-left incidence. (a)
I'TF magnitude: subjects (dotted lines), KEMAR (thick solid line). (b) Magnitude differences
between subject ITFsand KEMAR ITE. (c) ITF phase: subjects (dotted lines), KEMAR (thick
solid line), phase difference between subjects and KEMAR (solid lines). (d) ITF error
magnitude between subjects and KEMAR. Although there are significant phase errors at high
frequencies, the ITF error is somewhat bounded because the I TF magnitude also decreases at
high frequencies.

Figure 4.11d shows the error between the KEMAR ITF and the subjects I TFs, i.e., the
magnitude of the difference of thetwo ITFs. As previously discussed in section 4.1.1, the
ITF error determines the channel separation when only first-order head diffraction is con-
sidered. Despitetheincreasing phase errors at frequencies above 2 kHz, the ITF error does
not increase greatly until 6 kHz; thisis because the ITF magnitude is decreasing with
increasing frequency. Inthe context of crosstalk cancellation, this simply means that when
the ITF magnitude is small, there is little penalty to attempting cancellation even if the
phase is chosen randomly; the channel separation may not improve, but it will not be
reduced to zero.
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Table 3.3 Interaural tine delay (1TD) and corresponding spherical head diameter (D) for human
subjects measured at 30 degreesincidence. | TDs are the average of the left-to-right and right-to-
left ITDs, calculated by linear regression on the interaural excess phase (¢ = 344 m/sec).

subject ITD, msec D, cm
B 0.234 15.7
C 0.267 18.0
D 0.242 16.3
E 0.238 16.0
F 0.267 18.0
G 0.207 13.9
H 0.205 13.8

The ITDs of the subjects were determined by linear regresssion on the interaural excess
phase, and the results are given in table 3.3. The left-to-right and right-to-left ITDs were
averaged to yield the ITDs given in the table. The ITDs were then used to calculate a
spherical head model diameter D, also given in the table. The mean ITD is0.237 msec
(0.025 msec standard deviation), and the mean D is 15.9 cm (1.7 cm standard deviation).
The data agree with the author’s subjective impression of the subjects’ head sizes. The
data aso correspond exactly to the phase difference plotsin figure 4.11c; the two subjects
with the largest head size, C and F, have the most negative | TF phase difference (the lowest
plots), as expected.

Figure 4.12 shows how crosstalk cancellation improves channel separation for the mea-
sured subjects, using the crosstalk canceller based on an 8th-order shuffler filter (at 32
kHz), whose ideal performance is givenin figure4.1d. This crosstalk canceller was used
for some of the localization experiments described in the next chapter. The crosstalk can-
cellation acoustics were simulated using the time windowed HRTF data. Figure 4.12a
shows the average channel separation using a crosstalk canceller (solid line), and the aver-
age I TF magnitude at 30 degrees (dashed line); the averages are superimposed on the indi-
vidual subject data (dotted lines). Figure 4.12b shows the average increase in channel
separation (solid line) superimposed on the individual subject data (dotted lines). The data
show that crosstalk cancellation improves channel separation up to the cutoff frequency of
6 kHz. Note that thereis significant variation between subjects at high frequencies, princi-
pally dueto ITD differences, and for some subjects crosstalk cancellation reduces channel
separation, even for frequencies aslow as 1 kHz. Nevertheless, below 1 kHz there is sig-
nificant improvement in channel separation.

Although not labelled in the plots, the subjects with the poorest high-frequency perfor-
mance are the subjects with the largest head size, subjects C and F. As predicted by
figure 4.11c, the poor cancellation is due to phase errors resulting from I TDs that differ
greatly from the crosstalk cancellation head model. This suggests that the ITD parameter
should be incorporated into a non-individualized crosstalk cancellation system. Thelis-
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Figure4.12 Right-to-left channel separation based on measurements of human subjects and
KEMAR in reverberant conditions. (a) Channel separation for human subjects using crosstalk
canceller (lower group of dotted lines), I TF magnitude at 30 degrees (upper group of dotted
lines), and corresponding averages (thick solid and dashed lines, respectively). (b) Increasein
channel separation for human subjects (dotted lines), and average increase (thick solid ling). On
average, crosstalk cancellation increases channel separation up to the cutoff of 6 kHz. (c)
Channel separation for KEMAR using crosstalk canceller (thin solid line) and KEMAR ITF
magnitude at 30 degrees (thin dashed line) superimposed on average human data from (a). (d)
Increase in channel separation for KEMAR (thin solid line) superimposed on average human
datafrom (c). The KEMAR results are not substantially better than the average human,
probably due to the limiting influence of reflections and other asymmetries.

tener's ITD could be determined via the calibration task used by Damaske (1971), i.e., the
listener could adjust the ITD in order to maximally lateralize a 2-6 kHz bandpass filtered
noise. Interestingly, subjects C and F are among the three subjects who had poor perfor-
mance at 1 kHz; the third subject, subject E, has anearly average ITD. We speculate that
the unusual results at 1 kHz are related to facial shape; it was noticed that these three sub-
jects have relatively flat faces and wide cheekbones.

Figure 4.12c¢ shows the channel separation for the KEMAR HRTF measurements made in
the reverberant room, using the crosstalk canceller (thin solid line), and without the
crosstalk canceller (thin dashed line), superimposed on the average human results of
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Figure 4.13 Response differences between the two loudspeakers. (a) magnitude difference; (b)
phase difference. The 3 dB magnitude difference near 2 kHz accounts for the poor cancellation
performance at that frequency.

figure 4.12a (thick solid and dashed lines, respectively). Figure 4.12d shows the increase
in channel separation for KEMAR (thin solid line), superimposed on the average human
result from figure 4.12b (thick solid line). Because the crosstalk canceller isbased on
KEMAR, we expect the KEMAR to perform significantly better than the typical human.
Indeed, KEMAR does perform better at high frequenncies, but overall the performanceis
not substantialy better than the average human performance. Thisismost likely due to
both the limiting effects of room reflections captured within the time analysis window and
also differences between the KEMAR's large pinna and the small pinna used for the
crosstalk cancellation head model.

Particularly troubling is the relatively poor performance at frequencies near 2 kHz; thisis
seen in both the average human results and the KEMAR results. Further analysisrevealed
that the poor performance in this band is due to asymmetries in the ipsilateral head
responses. The responses of both speakers were measured using an omnidirectional
microphone placed at the ideal listening location. The differences between the magnitude
and phase responses of the speakers are shown in figure 4.13. The time responses were
windowed as shown in figure 4.10. Although the phase responses of the speakers are
extremely well matched, the magnitude responses differ by nearly 3 dB near 2 kHz. Itis
not clear if thisis due to the loudspeakers or to nearby reflections, though the latter seems
unlikely because the speaker stands and other nearby apparatus arefairly symmetrical. We
conclude that the mismatch in ipsilateral responses accounts for the poor cancellation at 2
kHz, and that thisis caused by either a speaker response mismatch or an asymmetrical
reflection effect. The mismatched responses may warrant the use of custom equalization
filters per loudspeaker, though this was not done for our study.

Summarizing the previous sections, the following sources of crosstalk cancellation errors
have been identified:

e Positional errors.
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¢ Differences between thelistener’s I TF and the model ITF. Thisincludes variation in
ITD caused by head size differences.

* |TFmodeling errors, i.e., errors caused by approximating ahead model using low-order
filters.

¢ Reverberation in the listening space.

* Asymmetriesin theipsilateral responses, including speaker response errors.

Much additional work would need to be done to exactly quantify these effects.
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Chapter 5 Psychophysical Validation

This chapter describes a set of sound localization experiments conducted to perceptually
validate the thesis. These experiments tested the effect on sound localization performance
of tracking the listener’s head position and using this information to optimize the acousti-
cal presentation. We expect such optimization to increase localization performance, rela-
tive to the untracked condition, for the following reasons:

* Steering the equalization zone to the listener’s position increases the low-frequency
channel separation at the ears. Therefore, the intended binaural cues, particularly the
low-frequency ITD cue, are more faithfully delivered.

» Head position is used to adjust the high-frequency powersto deliver an optimal high-
frequency ILD cue.

* Source locations are maintained relative to the current head position so that a stationary
external sceneis synthesized. This enables dynamic localization cues during head
motion.

We will use the term “tracked” to indicate the condition in which the audio system is com-
pensating for the tracked position of the listener’s head, and “untracked” to indicate that
the audio system is not compensating for the listener’s position. The untracked condition
is equivalent to the tracked condition when the listener is positioned at the ideal listening
location.

Two initial experiments tested localization of synthetic sources using headphones and
loudspeakers under ideal conditions. These experimentswere followed by additional loud-
speaker experiments that compared |ocalization under tracked and untracked conditions.
Experiments were conducted sequentially in separate sessions as features were added to
the loudspeaker audio system. In order, the following experiments were conducted:

1. Headphone presentation, fixed head.
2. Loudspeaker presentation, listener in ideal position, fixed head.

3. Loudspeaker presentation, listener translated laterally, fixed head, tracked and
untracked conditions.

4. Loudspeaker presentation, listener translated to the front and to the rear, fixed head,
tracked and untracked conditions.

1. Theseterms are equivalent to the “ steered” and “unsteered” terms used in (Gardner, 1997b).
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5.1.1

5. Loudspeaker presentation, listener rotated, fixed head, tracked and untracked condi-
tions.

6. Loudspeaker presentation, listener’s head rotating right during stimulus presentation,
tracked and untracked conditions.

With few exceptions, the subjects and experimental protocol varied little between experi-
ments. One important differenceisthat only experiments 1 and 2 tested afull sphere of tar-
get locations and €licited both azimuth and el evation judgements. The remaining
experiments only test horizontal target locations; elevation judgements were not obtained
for these experiments. Experiments 1 and 2 were originally intended to yield baseline
results for the remaining experiments. However, these experiments do not serve as true
baseline conditions because of the increased range of the targets and allowable responses.
This causes aslight increase in response variation relative to the experiments that only test
horizontal locations.

All of the experiments use binaural stimuli synthesized using KEMAR HRTFs, but the
details of the signal processing differ for each experiment. The experiments were con-
ducted in parallel with the development of the steerable crosstalk cancellers discussed in
Chapter 3. After each new steering capability was developed, it wastested. Conseguently,
each loudspeaker experiment uses a different crosstalk canceller, usualy the simplest cir-
cuit that would accomplish the required steering task. In addition, the signal processing
for the headphone experiment differs substantially because it does not require a crosstalk
canceller. The experiments, signal processing, and results are discussed in detail in the fol-
lowing sections.

Headphone and L oudspeaker L ocalization Experiments

This section describes the initial experiments that tested localization of synthetic sources
presented over headphones and loudspeakers. We will describe the experimental proce-
dures for each experiment and then discuss the results from both experiments together.

Headphone experiment procedure

The stimuli were created by processing a monophonic source sound with a binaural syn-
thesizer and were presented to the listener over headphones. The source was a set of 5
pink noise bursts, 250 msec in duration with 10 msec linear onset and offset ramps, with
500 msec gaps between bursts. The source was processed to encode directional cuesfor a
target location and was presented to the subject over headphones at alistening level of
approximately 70 dBA SPL. Binaura synthesis was accomplished by filtering the source
with KEMAR diffuse-field equalized HRTFs, sampled at 32 kHz. The convolution was
accomplished using 128-point FIR filters. The resulting binaural signal was presented to
the subject over AKG-K 240 circumaural headphones. Moller et al. (1995a, 1995b) deter-
mined that the AKG-K 240 DF headphones were approximately diffuse-field equalized for
atypica human. We have used the same measurement technique to show that the AK G-
K240 headphones used for the experiments are also approximately diffuse-field equalized.
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Figure5.1 Set of al target locations used for experiments 1 and 2. On the horizontal plane,
targets are spaced in 15 degree azimuth increments. At other elevatations, targets are spaced in
60 degree azimuth increments.

Each sound localization trial was the same. A target |ocation was randomly chosen from a
set of 60 possible locations as follows. 24 |ocations on the horizontal plane in increments
of 15 degrees azimuth, and 6 locations each at -40, -20, +20, +40, +60, and +80 degrees
elevation in increments of 60 degrees azimuth. The set of target locations is shown in
figure 5.1. Each location was tested exactly once per subject.

There was no attempt to control target distance. The synthesis HRTFs were measured at
1.4 m distance, so we might consider thisto be the target distance, but there is no evidence
that usable distance cues are incorporated in HRTFs measured this far from the head.
Stimuli were presented at a constant level and artificial reverberation was not added, so
loudness and reverberation cues to distance were not present.

The subject was instructed to report the perceived location of the auditory image by ver-
bally reporting the azimuth and elevation angles and distance from the head. Two clock
face diagrams showing azimuth and el evation angles and a distance diagram were placed
in front of the subject to aid the reporting process. These diagrams are shown in figure 5.2.
Azimuth angles were reported in 15 degree increments, from 0 to 180 degrees, with “left”
or “right” indicating the left or right hemisphere. Elevation angles were reported in 20
degree increments from “down 40” to “up 80." Distance judgements were givenin a
somatocentric coordinate system: positionsinside the head (closer to the center than the
surface) were reported as “in head,” positions close to the surface of the cranium were “on
head,” and external locations were “shoulder” length, “elbow” length, “arm” length (i.e.
reachable with the hand), or “beyond reach.” Subjects reported azimuth, elevation, and dis-
tance judgementsin any order. Many subjects found that it was easiest to make afist at the
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perceived location of the image (if possible) and then report this position. Subjects were
instructed to keep their head still during presentation of the stimulus.

azimuth elevation

left 5 0 1 right up 80 80
30 ‘ 30 :

45 45
60 60
20
75 ‘ 75
G TFERRSRSRIRRRAS (. \.................. 90 0
105 105 20
120 120
135 ‘ 135
150 150
165 1gg 165 down
distance
Q
X O
Q(J?b S QS ’g’qy
o T o NS
s S & L
& z &

Figure5.2 Azimuth, elevation, and distance charts used in the sound localization
experiments.

Nine paid subjects (3 female, 6 male) volunteered for testing. We will refer to the subjects
asA,B,C,D,E F G, H,and J. SubjectsE, F, and Jwere female. Eight of these subjects
(A,B,C, D, E,F H, and J) participated in the headphone experiment. Each subject was
tested once. None of the subjects had any prior experience with 3-D audio systems or
sound localization experiments, and none reported any known hearing loss.
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Prior to the session, subjects were given a brief demonstration and explanation of the 3-D
technique. A helicopter sound was slowly panned completely around their head at 0
degrees elevation, and again at -40 and +40 degrees elevation. The sound was a so panned
from -40 to +90 degrees elevation at 90 degrees right azimuth. The panning was accompa-
nied by an explanation of where the sound was supposed to be coming from. Most subjects
reported that it was impossible to hear the sound in front of their head. This panning proce-
dure was repeated with the pink noise bursts. The demonstration can be considered aform
of training with feedback. However, subjects were encouraged to honestly report the per-
ceived location of sound, and not to second-guess the experiment.

After thisintroduction, the response coordinate system was explained, and a set of ten
training trials was conducted to familiarize the subject with the trial and response proce-
dure. Feedback was not given. Following the training session, the set of 60 trials was con-
ducted in two groups of 30 trials separated by a short break. The order in which trial
locations were tested was random and differed for each subject. Subjects were completely
unaware of the set of trial locations being tested. The experimenter (the author), present
during the test, was aware of the set of locations being tested, but unware of the presenta-
tion order.

L oudspeaker experiment procedure

The loudspeaker experiment procedure was similar to the headphone experiment, differing
only in stimulus creation and the positioning of the subject’s head. The stimuli were cre-
ated by processing amonophonic source sound with abinaural synthesizer and a crosstalk
canceller, and were presented to the listener over loudspeakers. The source sound was the
same set of pink noise pulses used for the headphone experiment. The loudspeaker signals
were created by combining a binaural synthesizer with a symmetric crosstalk canceller
based on a shuffler topology, shown in figure 3.23 on page 63. Binaural synthesis was
accomplished by filtering the source with KEMAR HRTFs, sampled at 32 kHz. The
HRTFswere free-field equalized with respect to 30 degree incidence, and implemented
using 128-point FIR filters. The resulting binaural signals were processed by the shuffler
crosstalk canceller. The shuffler filters were designed from KEMAR HRTFs using the
method described by equation 3.55 on page 74. The incidence angle was 30 degrees, and
the crosstalk cancellation cutoff frequency was 6 kHz. The shuffler filters were imple-
mented using 8th-order IR filters. High-frequency compensation, as described in

section 3.4.6, was not implemented; it has negligible effect when the listener is symmetri-
cally positioned.

The experiments were conducted in a sound studio® (MIT room E15-485a) with dimen-
sionsof 4.7L x 4.3W x 2.1H m (15.5L x 14W x 7H feet), and a 500 Hz reverberation time
of approximately 230 msec. With respect to the listener’s orientation, the front and right-
hand walls are more absorbent than the rear and | eft-hand walls.

1. The headphone experiment was conducted in the same room.
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Two Cambridge SoundWorks Ensembl e satellite speakers were used as the sound sources.
The speakers were positioned 76 cm (30 in) from the center of the subject’s head, at +30
degrees azimuth and 0 degrees el evation with respect to the subject. A visual sighting aide,
consisting of amask with two vertical dits positioned in front of a point light source, was
used to ensure proper subject head position (Theile and Plenge, 1977). This apparatus was
mounted on arigid beam spanning the two speaker stands. Subjects were seated in front of
the speakers and instructed to position their heads so that the light was visible though each
dit. At theideal listening position, the light beams from the sighting aide are spaced 6 cm
apart (equal to the average interoccular spacing of an adult) and have awidth of approxi-
mately 4 mm. Slight lateral head motions or head rotations cause one of the beams to
become occluded. Front-back and up-down head motions were much less constrained, but
these were deemed to be less important to control.

The same sighting apparatus was used in following experiments when the subjects’ heads
were not in theideal listening location. This was possible because the apparatus could be
positioned anywhere along the beam connecting the two loudspeakers, angled to point in
different directions, and the distance between the point light source and the dlits could be
adjusted to accomodate different distances between the subject and the sighting apparatus.

The loudspeaker experiment differed from the headphone experiment in the following
ways.

1. Thelistening level was set to 64 dBA SPL, measured at the center of the listener posi-
tion using continuous pink noise played through one speaker. The levels of both speak-
erswere set this way to balance the channel amplitudes. The SPL was set lower than
the headphone experiment (approximately 70 dBA) in an effort to achieve the same
subjective loudness.

2. Prior to the experiment, the height of the speakers was adjusted so that the center of
each speaker face was aligned with the listener’s ears. The subject was then trained in
the sighting task used for head alignment. After the subject felt comfortable with the
task, the subject was asked to stay sighted and the distance from each speaker to the tra-
gion of theipsilateral ear was measured. If the subject was not at the proper distance
from the speakers, the chair would be moved and the procedure repeated.

3. Prior to each experimental trial, the subject was asked whether he/she was ready. The
subject then positioned his/her head and responded OK. The stimulus was played and
the subject responded. As with the headphone experiment, subjects could consult the
three charts shown in figure 5.2 to assist in reporting the location. These were placed
on amusic stand below the sighting apparatus.

4. SubjectsA, B, C, D, E, F, G, and H participated in the loudspeaker experiment.
Prior to conducting trials, a scripted demonstration of the loudspeaker system was given,

using the same procedure as the headphone demonstration. Then a set of 10 training trials
was conducted without feedback, followed by the 60 localization trials.
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5.1.3

Statistical analysis

Localization performance is subject to three principal types of angular errors:

* Systematic errors between the mean judged location and the target location that have
the form of aresponse bias. Following Blauert (1983), we will call these errors “local-
ization errors’. In free-field listening, the smallest errors are seen in azimuth judge-
ments for frontal horizontal targets, and the largest errors are seen in elevation
judgements for rear medial targets. In our experiments, we expect additional errors
over free-field conditions due to systematic variation between the synthesis and listener
HRTFs, and also dueto linear distortionsin transmitting the binaural signalsto the ears.

* Variation of the responses around the mean, attributed to perceptual noise. Blauert
(1983) defines the “localization blur” to be the amount of displacement of the target
that isrecognized by 50% of the listeners as a change in judged location, in other words
the just noticable difference (JND). Psychophysical models relate the IND to the prob-
ability distribution of the responses (Durlach, 1968). Rather than use the strictly
defined term localization blur, we will call these errors “response variation”.

* Front-back and up-down reversals (also called confusions), where atarget location is
confused with the mirror symmetric location obtained by reflecting the target acrossthe
frontal plane (for afront-back reversal) or the horizontal plane (for an up-down rever-
sal). Compared to front-back reversal's, which are common, up-down reversals (Wenzel
et al., 1993) are less common and difficult to distinguish from the other types of errors.

In addition to these errors, we also expect variation in the distance responses. Asexplained
earlier, no attempt was made to control target distance. We will report the judged distances
without consideration of atarget distance.

Following Wightman and Kistler (1989b), we will use the following statistics to character-

ize the results: front-back reversal counts, average angular error, and inverse kappa ( K_l ).
A judgement is considered to be a front-back reversal if the reversed judgement, obtained
by reflecting the judgement across the frontal plane, is closer to the target. Front-back
reversals are separately classified as front-to-back (F - B) reversals and back-to-front

(B - F) reversals (Wenzel et al., 1993). Front-back reversals are counted and corrected
before further analysis. Unlike Wenzel et a. (1993), we do not correct up-down reversals,
because we believe most elevation judgements that would be classified as up-down rever-
sals are actually the result of localization error or response variation.

The average angular error is the mean unsigned angle, i.e., as measured on a great circle,

between each corrected judgement vector and the corresponding target vector. K_l isa

statistic for spherically distributed data that characterizes the spread of judgements around
the judgement centroid (Fisher et al., 1987; Wightman and Kistler, 1989b). Analogousto

variance, K_l is small when the judgements are tightly clustered, and is large when judge-
ments are highly dispersed.
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Figure 5.3 Histograms of judged azimuth at each target azimuth over headphones (@) and
loudspeakers (b), al subjects. All targets are on the horizontal plane. White indicates no
responses, black indicates 100% response frequency. The histograms clearly show that agreat
dedl of front-to-back confusions occur for the headphone system, and the loudspeaker system
images frontal locations better.

Experiments 1 and 2 test afull sphere of target locations, but all the remaining experiments
test only horizontal targets, and elevation judgements were not elicited. We can compare
the results from experiments 1 and 2 to the subsequent experiments by considering the azi-
muth judgements in response to horizontal targets. We will analyze the azimuth judge-
ments in terms of the lateral angle, i.e. the angle subtended by the judgement vector and
the median plane (called a“right-left” angle by Kistler and Wightman, 1992). The lateral
angle is unaffected by front-back reversals, which are counted separately as previously
described. When computing alateral angle error, the target must also be converted to its
corresponding lateral angle. Thereislittle difference between using lateral angles or front-
back corrected azimuth angles; both yield the same angle error statistics. We prefer plots
of the judged lateral angle when localization performance is severely degraded.

Results

Figure 5.3 shows histograms of judged azimuths at each target azimuth on the horizontal
plane, across all subjects, for both headphone and loudspeaker presentation. Error-free
localization would result in a straight line of responses along they = x diagonal. The histo-
grams clearly show both response variation and front-back reversals. With headphones,
amost al of the target locations are perceived in the rear. With loudspeakers, most of the
front targets are correctly perceived in front, but many of the rear targets are also perceived
in the front.

Front-back reversal percentages for horizontal targets and all targets are given in table 4.1
on page 112. The pattern of front-back reversalsis very specific to the individual subject;
thisis shown in figure 5.4, which is a bargraph of the individual reversal percentages for
horizontal targets. With headphones, only subject D reversed arear |ocation to the front,
and subject D had the lowest percentage of front-to-back reversals. With loudspeakers,
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Figure 5.4 Bargraphs of individual front-to-back (gray bars) and back-to-front (white bars)
reversal percentages, over headphones () and loudspeakers (b). All targets are on the horizontal
plane. Over headphones, most frontal locations are reversed to the rear and few rear locations
are reversed to the front. Over loudspeakers, the total reversal rates are about equal. In both
cases the pattern of reversalsis specific to the individual.
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Figure 5.5 Mean judged lateral angle, averaged across all subjects, over headphones (@) and
loudspeakers (b). All targets are on the horizontal plane. Errorbars show +1 standard deviation.
In terms of lateral angle, localization performance is similar over headphones and loudspeakers.

Subect D reversed al rear targets to the front, and reversed none of the frontal targets.
Subject D clearly has a propensity to perceive the stimuli as frontal. SubjectsA and B, on
the other hand, have a propensity to perceive the stimuli as from the rear.

Figure 5.5 plotsthe mean judged lateral angle (labeled LR angle) resulting from horizontal
targets, averaged across all subjects, for both headphone and loudspeaker presentation.
The plots are fairly similar. Any variation in the responses for targets near 90 degrees
leads to a mean judgement that is biased towards O, because of the definition of the lateral
angle, and this bias at +90 degreesisvisiblein the plots. The bias of the mean does not
affect the average angle error statistic. These plots are shown to allow comparison with
later experimental results.

Table 4.1 summarizes the error statistics for the headphone and loudspeaker experiments.
The average angle error, front-back reversal percentages, and inverse kappaarelisted. The
average angle errors are similar for headphones (34.2°) and loudspeakers (32.4°). Wight-
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Table4.1 Average angle error, front-to-back (F - B) and back-to-front (B - F) reversal
percentages, and inverse kappa for headphone and loudspeaker |ocalization experiments.

Results are shown for all locations and horizontal locations. THorizontal angleerror is
calculated with the judged elevation set to O to facilitate comparison with later experiments.

avg. angle ]

error F-B B-F K
hdph: al locations 34.2° 78.5% 7.8% 0.14
hdph: horiz locations | 14 30t 70.5% 3.4% na
spkrs: all locations 32.4° 31.0% 46.6 % 0.13
gpkrs: horiz locations | 12 1°f 28.4% 36.4 % n.a

man and Kistler (1989b) report average angle errors of 19.1°, 18.8°, and 29.1° for low,
middle, and high elevations, respectively, when the stimulus is synthesized using individu-
alized HRTFs and delivered over headphones, which are similar to the errors reported for
free-field listening in the same study. Wenzel et al. (1993) report average angle errors of
about 23° and 29° for low and high elevations, respectively, when the stimulus is synthe-
sized using non-individualized HRTFs, measured from the ears of a human who localizes
well, and delivered over headphones. Thus, the average angle errorsin our experiments
are somewhat greater than those reported by Wenzel et al. (1993), which may indicate that
the KEMAR HRTFs are not as effective for spatial synthesis as the HRTFs of agood
human localizer. In our experiments, the average angle error is dominated by elevation
errors, and consequently the errors are much smaller (14.3° for headphones, 12.1° for
loudspeakers) when only azimuth judgements for horizontal targets are considered. We
would expect even smaller errorsif targets and judgements were restricted to the horizontal
plane.

Wightman and Kistler (1989b) report very low front-back reversal rates using individual-
ized HRTFs over headphones. They report averagetotal rates of 7%, 6%, and 23% for low,
middle, and high elevations, respectively, which are about twice the rates found with free-
field listening in the same study. Wenzel et a. (1993) report an average of 50% front-to-
back reversals and 12% back-to-front reversals using non-individualized HRTFs over
headphones. These rates can be compared directly to our results of 78.5% front-to-back
reversals and 7.8% back-to-front reversals over headphones. Although performanceis
worse in our study, both studies demonstrate that frontal images are difficult to perceive
using non-individualized HRTFs over headphones. 1t would appear that frontal images are
more difficult to perceive using the KEMAR HRTFsfor spatial synthesis than using the
HRTFs of agood localizer. This may also depend on the differing equalization methods
used in the two studies; our study used diffuse-field equalized HRTFs delivered over
approximately diffuse-field equalized headphones, whereas Wenzel et al. (1993) used
HRTFs equalized using the headphone to ear canal transfer function of asingle subject, the
same subject used for HRTF measurements.
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Figure5.6 Two-dimensional polar histograms of judged distance as a function of judged
azimuth for horizontal targets, over headphones (a) and loudspeakers (b), al subjects. White
indicates no responses, black indicates maximum response frequency (5.2% for headphones,
4.2% for loudspeakers). Judged distances in the somatocentric coordinates are mapped to
evenly spaced radii, labeled “in hd” (in head), “on hd” (on head), “shldr” (shoulder length),
“elbow” (elbow length), “arm” (arm length), and “far” (beyond reach). The histograms don’t
show the mapping from targets to reponses, but just show the distribution of responsesto a
uniform distribution of horizontal targets. Frontal imaging and externalization is clearly better
using loudspeakers.

The inverse kappa statistics for our experiments (0.14 for headphones and 0.13 for loud-

speakers) are quite large. Wightman and Kistler (1989b) report amean K_l of 0.03, 0.05,
and 0.10 for low, middle, and high elevations, respectively, using individualized HRTFs
over headphones. Theseresultsare similar to the results for free-field listening in the same

study. Wenzel et a. (1993) report amean K_l of about 0.07 and 0.09 for low and high ele-

vations, respectively, using non-individualized HRTFs over headphones. Our K_l is
larger because it represents a between-subject variance, whereas the statistics reported in
the other studies represent the mean of the within-subject variances. We cannot calculate a
within-subject variance because we only gathered one response per target location per sub-
ject. These results are compatible with the hypothesis that between-subject variance is
larger than within-subject variance.

The headphone and loudspeaker results differ in terms of the judged distances, with loud-
speaker presentation yielding larger judged distances. Thisiseasily visualized in

figure 5.6, which shows polar histograms of judged distance versus judged azimuth in
response to all horizontal target locations, for both headphones and loudspeakers. These
plots don’t show the mapping from targets to judgements; rather, they show the distribu-
tion of judgements in response to a uniform distribution of horizontal targets. For head-
phones, the lack of frontal imagesis clear; also, images are not well externalized, tending
to be concentrated at shoulder distance. The most distant images occur at lateral direc-
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Figure 5.7 Mean judged distance as a function of target azimuth, over headphones (a) and
loudspeakers (b), al subjects. Errorbars are +1 standard deviation. Open diamonds plot mean
judged distance as a function of judged azimuth, and are only shown for azimuths where there
were at least three responses. Over headphones, images are localized closer to the head,
particularly at medial target locations.
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tions. In contrast, loudspeaker presentation shows excellent frontal imaging. Images are
more externalized, tending to be clustered at arm’s length. Rear images are less frequent,
and tend to be perceived as closer to the head.

The dependence of judged distance on azimuth is shownin figure 5.7. The solid lines plot
mean judged distance as afunction of target azimuth, with +1 standard deviation errorbars.
The open diamonds plot mean judged distance as a function of judged azimuth, plotted
only for azimuths where there are at |east three responses. Thus, the diamonds show the
means of the data plotted in figure 5.6.

The headphone data (figure 5.7a) clearly shows closer distance judgements than the loud-
speaker data (figure 5.7b). Furthermore, the headphone data shows that judged distances
depend on target azimuth, with medial locations localizing closer to the head. This phe-
nomenon has also been reported by Begault (1992). For loudspeakers, the judged dis-
tances are relatively independent of target azimuth, but it is possible that the judged
distances are dependent on judged azimuth. For instance, targets judged to be at +150
degrees azimuth are judged closer to the head than the targets intended for those locations.
Further analysis shows that for these rear target |ocations, back-to-front reversals were
accompanied by an increase in judged distance. Also, for frontal targets at £30 degrees,
front-to-back reversals were accompanied by a decrease in judged distance. We speculate
that distance judgements are dependent on the resolution of targetsto the front or rear
hemispheres. Monophonic spectral cues influence both front-back resolutions (Blauert,
1969/70) and distance judgements (Hartmann and Wittenburg, 1996), which may explain
the interdependence.

Figure 5.8 shows histograms of judged azimuth at each target elevation, with judged azi-
muth on the abscissa. These plots show the distribution of azimuth responses at each target
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Figure 5.8 Histograms of judged azimuths at each target elevation, over headphones (@) and
loudspeakers (b), al subjects. White indicates no reponses, black indicates maximum response
frequency (38% for headphones, 21% for loudspeakers). Over headphones, high elevationstend
to belocalized in the rear, over loudspeakers, in the front. Over headphones, 40 degree target
elevations yielded the largest percentage of frontal responses.

elevation. Ideal performance would result in aresponse pattern identical to the distibution
of target locations shown in figure 5.1 on page 105. Over headphones (figure 5.8a), there
are few frontal responses, and it appears that targets at 40 degrees elevation were the most
effective at generating frontal responses. Targets at 80 degrees elevation (almost overhead)
are primarily localized at 180 degrees azimuth (behind). Over loudspeakers (figure 5.8b),
azimuth judgements are more evenly distributed between front and rear locations. Targets
at 80 degrees elevation (almost overhead) are primarily localized at 0 degrees azimuth (in
front).

Figure 5.9 shows plots of mean judged elevation as afunction of target elevation for non-
medial target locations. The solid lines show the mean responses (with +1 standard devia-
tion errorbars) averaging across al subjects. The symbols show individual subject means
at each elevation, where an open sgquareis used for subject B, and crosses are used for all
other subjects. At 0 degrees elevation, there are 22 non-medial locations, and at all other
elevations there are only 4 non-medial locations (see figure 5.1 on page 105). Over head-
phones (figure 5.9a), performance is rather poor and there isagreat deal of response varia-
tion. The mean judged elevation ranges from -20 degrees to less than 40 degrees, and
actually decreases for target elevations higher than 40 degrees. The breakpoint at 40
degrees elevation could be the result of the N1 feature disappearing from the HRTF spec-
trum at higher elevations (see figure 3.4 on page 40).

Combining the resultsin figure 5.9a and figure 5.8a, we see that high target elevations are
perceived at low elevations close to the medial plane and in therear. Thelarge variationin
the responses suggests that the just noticable difference (JND) of elevation is very large,
and therefore there are only afew response categories. Nevertheless, there are clearly
some useful elevation cuesin the stimuli.
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Figure5.9 Mean judged elevation as afunction of target elevation for non-medial target
locations, over headphones (a) and loudspeakers (b), all subjects. Errorbars are £1 standard
deviation. Subjects’ individual means at each elevation are shown with symbols: open squares
for subject B, crosses for all other subjects. In both cases, elevation localization is rather poor
and there isa great deal of response variation.

Wenzel et a. (1993) report pronounced individual differencesin elevation localization and
thisisalso seenin our data. For instance, subject B's mean responses, indicated with open
squares in the figure, are consistently above those of the other subjects. This could be the
result of areporting bias or the result of a systematic variation between the synthesis
HRTFsand the listener'sHRTFs. In Wenzel’s study, some of the subjects localized eleva-
tionswell and others poorly. In our study none of the subjects localized elevations particu-
larly well. We speculate that this is because of differences between the synthesis HRTFs
and the subject HRTFs, i.e. the KEMAR HRTFs do not closely match any of our subjects
HRTFsin terms of elevation features.

Figure 5.9b shows the same data for loudspeaker presentation. The mean judgements
range from O to about 45 degrees, and the breakpoint at 40 degrees target elevation is not
seen. Combined with the datain figure 5.8b, we see that high elevation targets are prima-
rily localized at high elevationsin the front. Aswith headphone presentation, subject B's
responses are considerably higher than the mean. Overall, elevation performance over
loudspeakers appears to be poorer than over headphones, which is not surprising consider-
ing that the high-frequency cues are corrupted by crosstalk and room reverberation when
delivered over loudspeakers.

Figure 5.10 shows the same elevation plots as figure 5.9, but for medial target locations.
Because the synthesis HRTFs are perfectly symmetric, medial targetsyield identical |eft
and right binaural stimuli. The signals reaching the ear may not be identical because of
asymetries in the transmission paths from the transducers to the ears; nevertheless, medial
targets only encode a monophonic spectral cue for elevation localization. Over head-
phones (figure 5.10a), the mean judgements seem to be clustered near O degrees elevation,
except for the target elevation of 40 degrees, which gave a mean judgement close to 40
degrees, and the 60 degree target, which gave a mean response of about 20 degrees.
Because there are only two medial locations per elevation, we have omitted showing the
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individual subject means. Despite the huge variance in the responses, it would appear that
thereis auseful elevation cue in the 40 degree targets (which include both the front and
rear medial locations) that is not present in the other targets. The datain figure 5.8a show
that almost al of the infrequent frontal responses over headphones occured for 40 degree
elevation targets, which suggests that the KEMAR HRTFs are more natural at this eleva-
tion in terms of monophonic spectral cues.

Over loudspeakers (figure 5.10b), the mean responses range from about 40 to 60 degrees,
and the 40 degree target did not yield a considerable different mean response as with head-
phone presentation, though it did yield the highest mean response. The large elevation bias
isstriking, and may be explained by considering the constructive interference between the
identical speaker signals. At the earsthisresultsin reinforcement at frequencies where the
period isamultiple of the ITD. For aspeaker angle of 30 degrees, the ITD is about 0.25
msec, and reinforcement occurs at multiples of 4 kHz. The fundamental at 4 kHz is com-
pensated by the bandlimited crosstalk canceller, but higher harmonics above 6 kHz are not.
The second harmonic at 8 kHz is close to the “ overhead boosted band” at 9 kHz (Blauert,
1969/70; Hebrank and Wright, 1974b), and may bias the responses toward higher eleva-
tionst. Theinterference for medial target locations and a centered listener is not antici-
pated by the high-frequency strategy described in section 3.4.6, and is a deficiency of our
approach.

We also notice that the non-medial results in figure 5.9 for target elevations of 80 degrees
agree with the corresponding resultsin figure 5.10, which is not surprising considering that
the 80 degree non-medial stimuli differ little from the 80 degree medial stimuli.

The results from the loudspeaker experiment can be compared qualitatively to two similar
studies of 3-D audio loudspeaker systems by Damaske (1971) and Sakamoto et al. (1982).
Damaske conducted experiments with a crosstalk canceller based on the interaural transfer
function of a particular human subject. The ITF was obtained through a clever calibration
task. Damaske's experiments showed excellent localization performance using speech
stimuli recorded from a dummy head microphone and reproduced to fixed listenersin
anechoic and reverberant rooms over two loudspeakers at £36 degrees. Damaske did not
detect and correct front-back reversals, and they appear in the data as increased response
variation. Under anechoic listening conditions, using horizontal target locations, Dam-
aske's results indicate far fewer front-back reversals than our results, and only back-to-
front reversals occured. In slightly reverberant listening conditions (RT = 0.5 sec), the
number of back-to-front reversalsincreased, and some front-to-back reversals occured.
These results qualitatively agree with our results. Damaske separately tested elevation
localization on the median plane, in anechoic listening conditions; his results are superior
to ours. All media directions including overhead and behind were perceived, and front-
back reversals only occured for rear target locations that were reversed to the front. The
anechoic listening conditions and the separate testing of medial locations clearly contrib-
uteto theincreased medial performance seen in Damaske's experiments. It isalso possible

1. The second reinforcement harmonic occurs at 9 kHz exactly for an ITD of 0.22 msec,
corresponding to a speaker angle of 25 degrees.

5: Psychophysical Validation 117



(a) headphones (b) loudspeakers

80F

40t

judged elevation (deg)

80t

40%

80 "0 80

0 40 0 49
target elevation (deg) target elevation (deg)

Figure5.10 Mean judged elevation as afunction of target elevation for medial target locations,
over headphones (a) and loudspeakers (b), al subjects. Errorbars are +1 standard deviation.
Medial targets only encode monophonic spectral cuesfor elevation. Over headphones, it would
appear the 40 degree target is encoding a useful elevation cue. Over loudspeakers, localization
isparticularly poor. The high elevation bias in the loudspeaker results can perhaps be
explained by considering constructive interference of high fregencies at the ears.

that the dummy head used supplied better medial localization cues than our KEMAR
HRTFs.

In the experiments by Sakamoto et al. (1982), horizontal localization was tested in
anechoic and reverberant conditions using speech stimuli presented over loudspeakers at
+30 degrees. The binaural synthesis and crosstalk cancellation were based on non-individ-
ualized HRTFs and combined into a“common” filter applied to both channels and a
“ratio” filter applied to one channel. Inanechoic conditions, localization performance with
this system was nearly perfect. Front-back reversals only occurred for targets at 180
degrees, some of which were reversed to the front. In reverberant conditions (RT = 0.3
sec), the number of back-to-front reversals increased, and some front-to-back reversals
also occurred, in apattern very similar to Damaske's results and our results. Another
experiment was conducted in anechoic conditions where the common filter was disabled,
thus removing al monophonic spectral cues, and the results showed adramatic increase in
the number of back-to-front reversals.

The experiments by Koring and Schmitz (1993) are difficult to compare directly to our
experiments because they primarily tested loudspeaker systems designed using individual-
ized binaural synthesis and crosstalk cancellation. 1n anechoic and reverberant conditions,
these systems performed far better than our non-individualized system. Experiments were
a so performed using a non-individualized system, but only in anechoic conditions, and
results are only given for horizontal localization. The results generally agree with our
results; back-to-front reversals were more common than front-to-back reversals, which
only occured for medial (frontal) targets.
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5.2

521

The non-individualized system of Koring and Schmitz (1993) was chosen by testing a
number of different non-individualized systems (all based on human HRTFs) and selecting
the one with the best overall performance, as determined by 10 test subjects. This proce-
dureis essentially the same taken by Moller et a. (1996b) to select a“typical” set of
HRTFsfor binaural synthesis. We note that for the construction of aloudspeaker based
audio system, the typical HRTFs must not only encode typical directiona cues, but also
have typical head diffraction properties for crosstalk cancellation.

Validation of head tracking

This section describes sound localization experiments conducted using the loudspeaker
system to validate the concept of steering the equalization zone to the location of the
tracked head. As described in the chapter introduction, these experiments were:

3. Loudspeaker presentation, listener trand ated laterally, fixed head, tracked and
untracked conditions.

4. Loudspeaker presentation, listener tranglated to the front and to the rear, fixed head,
tracked and untracked conditions.

5. Loudspeaker presentation, listener rotated, fixed head, tracked and untracked condi-
tions.

The experimental protocol for these experimentswas similar to loudspeaker experiment 2.
The principal differences are:

* Only horizontal target locations were tested. The subjects responded with azimuth and
distance judgements only.

* The experiments randomly mixed trials between head-tracked and non-head-tracked
conditions. Under the tracked condition, the equalization zone was steered to the loca-
tion of the subject’s head; under the untracked condition, the equalization zone
remained at the ideal listening location.

* No scripted demonstration of the system was given. However, prior to each experimen-
tal session, 10 training trials were performed without feedback to refresh the subject
with the protocol and the response method.

The individual experiments and results are described in the following sections.

Lateral head trandations

These experiments tested |ocalization using the loudspeaker system when the listener’'s
head was translated 10 cm or 20 cm to the right of the ideal listening location. The source
sound was the same set of pink noise pulses used in experiments 1 and 2. The binaural
synthesizer and crosstalk canceller were the same as those used for experiment 2. The
equalization zone was steered to the right by delaying and attenuating the right output
channel as discussed in section 3.4.2. A 9 sample delay (0.28 msec at 32 kHz sampling
rate) and an attenuation of 0.9 dB were used for the 10 cm trandation, and an 18 sample
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delay (0.56 msec at 32 kHz sampling rate) and an attenuation of 1.8 dB was used for the 20
cm trandation. It isdoubtful whether the attenuations had much effect compared to the
delays, but they were included for completeness.

Proper positioning of the subjects was ensured by appropriately positioning the visual
sighting apparatus al ong the beam connecting the two loudspeakers. The apparatus was
moved 10 cm to the right for the 10 cm head translations, and 20 cm to the right for the 20
cm head tranglations. As before, the subject’s head position was measured relative to the
speakers and the chair position was adjusted to obtain proper front-back positioning. With
respect to the subject, the left and right speakers were at -36 and 23 degrees azimuth,
respectively, for the 10 cm right translation, and -41 and 15 degrees azimuth, respectively,
for the 20 cm right trandation.

The same target locations were tested at each of the two head positions. A full circle of
horizontal locations in 15 degree azimuth increments (24 locations) was tested with track-
ing enabled, and afull circle of horizontal locationsin 30 degree increments (12 | ocations)
was tested without tracking, for atotal of 36 trials at each head position. These trials were
randomly mixed. Half the subjects were tested first at 10 cm translation, and then at 20 cm
tranglation, and the other subjects were tested in the opposite order. Subjects A, B, C, D,
E, G, and H participated in these experiments.

Figure 5.11 shows the results as histograms of judged azimuth at each target azimuth for
al seven subjects. For each of the two head positions, a histogram is shown for the
untracked and tracked conditions. At the top are the results without tracking and at the bot-
tom are the tracked results. At 10 cm trandation without tracking (figure 5.11a) the local-
ization results are poor. In the left hemisphere thereisagreat deal of variation in the
responses, while in the right hemisphere it appears that subjects are primarily localizing
the speaker at 23 degrees azimuth and the corresponding reversed azimuth at 157 degrees,
regardless of the target azimuth. The results with tracking (figure 5.11c) are better,
although thereis till some asymmetry in the responses and many front-back reversals. On
the left side, thereis atendency to localize towards -90 degrees, whereas on the right side
thereisalot of variation for targets near 90 degrees. This makes sense, because listener
movements to the right cause the left speaker to become more lateral and the right speaker
to become more frontal.

Theresultsfor 20 cm tranglation are shown in figure 5.11b and figure 5.11d. These results
have the same features as the 10 cm results, but now they are more exaggerated. The
untracked resultsin figure 5.11b show the same tendency to localize the speaker positions
(at -41 and 15 degrees) regardless of target azimuth. The tracked resultsin figure 5.11d are
considerably better. Localization performance is better on the left side than on the right,
where there is difficulty localizing extreme lateral targets.

Figure 5.12 showsthe same data asfigure 5.11 plotted as mean lateral angleswith standard
deviation errorbars. Only azimuths common to both tracked and untracked conditions, i.e.
at 30 degree increments, are shown. The dashed line is the mean contour from the corre-
sponding untracked results, shown to facilitate comparisons. It is clear that tracking is
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Figure 5.11 Histograms of judged azimuth at each target azimuth for the lateral head

trang ation experiments. 10 cm. right translation, untracked (@), tracked (c), 20 cm. right
trangdlation, untracked (b), tracked (d). White indicates no responses, black indicates 100%
response frequency. Under untracked conditions, righthand targets are localized primarily at the
righthand speaker or itsrear mirror location. Tracking greatly improves localization.

increasing the angle of maximum lateralization for both 10 cm and 20 cm lateral transla-
tions.

The points marked with open diamonds indicate mean values which are significantly dif-
ferent under the two conditions, determined using atwo-tailed matched pairst test at a 5%
significance level (Howell, 1997). For these target locations there is no more than a 5%
chance that the tracked and untracked results were obtained by sampling distributions with
the same mean. Many of the lateral target locations show stetistically significant differ-
ences under the two conditions. Thisistrue for both 10 cm and 20 cm lateral head transla-
tions.

The untracked resultsin figure 5.11 agree closely with similar results from Damaske
(1971) and confirm the fact that localization performance degrades considerably when the
listener is laterally translated away from the equalization zone. Damaske reported that a
10 cm lateral translation was sufficient to reduce the performance of the audio system to
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Figure5.12 Mean judged lateral angle under tracked condition (solid lines with £1 standard
deviation errorbars) for 10 cm right head trandlation (@) and 20 cm right head trandation (b),
alsubjects. Dashed lines show mean values for untracked condition. Arrowheads on left show
speaker positions. Points marked with open diamond indicate values that are significantly
different (p < 0.05) under the two conditions. In both cases, the untracked results are similar to
what we would expect from a conventional stereo pan, and tracking dramatically improves
localization performance.

Table 4.2 Average angle error, front-to-back (F - B) and back-to-front (B - F) reversal
percentages for lateral head translation experiments. Pairs of values are (untracked, tracked)

conditions. Experiment 2 results are shown for comparison.

avg. angleerror | F—~B B-F
10 cm. right (23.9°,11.5°) (37.1%, 37.7%) | (45.7%, 28.6%)
20 cm. right (27.6°, 16.4°) (37.1%, 33.8%) | (57.1%, 39.0%)
experiment 2 12.1° 28.4% 36.4%

that of conventional two channel stereophony, which agrees with our findings. Sakamoto
et al. (1982) reported that the maximum allowable lateral devation for localization of male
speechis 15 cm.

Table 4.2 summarizes the error statistics for the lateral head trand ation experiments. In
both experiments, the average angle errors are much smaller for the tracked condition. In
fact, the error for tracked 10 cm right trandlation, 11.5°, is smaller than the horizontal error
in experiment 2, 12.1°. As explained in the chapter introduction, the initial experiments
tested afull sphere of locations, and both azimuth and elevation judgements were gathered.
We expect larger errors when the range of the stimuli and responsesisincreased; the
errors are smaller in the head tranglation experiments because the task is restricted to hori-
zontal localization. For purposes of comparison, it would have been more useful to con-
duct separate baseline experiments that tested only horizontal localization.

Front-to-back reversal percentages did not change much under the two conditions for
either head trandation. However, it appears as though tracking lessens the frequency of
back-to-front reversals.
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5.2.2

Front-back head translations

These experiments tested |ocalization using the loudspeaker system when the listener’'s
head was translated 16 cm to the front or 25 cm to the rear of the ideal listening location.
The source was the same set of pink noise pulses used in theinitial experiments. The bin-
aural synthesizer and crosstalk canceller were implemented using the circuit shown in
figure 3.30 on page 76. Binaural synthesis was accomplished by filtering the source with
KEMAR HRTFs, sampled at 32 kHz. The HRTFswere free-field equalized with respect to
30 degree incidence, and implemented using 128-point FIR filters. The resulting binaural
signal was processed by the shuffler crosstalk canceller. Asshown in figure 3.30, the shuf-
fler filters were comb filters containing a variable delay and alowpass head shadowing fil-
ter. The lowpass head shadowing filter was implemented using an 8th-order IR filter,
designed by applying Prony’s method to the lowpass filtered I TF shown in figure 15, chap-
ter 3, which isbased on KEMAR HRTFs at 30 degree incidence. The modeling delay m of
the lowpass head shadowing filters was 4 samples (0.125 msec). The variable delays were
implemented using first-order linear interpolation, although for this experiment the delays
were rounded to integer numbers of samples.

For the 16 cm front trand ation, the speakers are at +37 degrees azimuth with respect to the
subject, corresponding to an ITD of 0.317 msec (10.1 samples at 32 kHz) for a spherical
head model with diameter 17.5 cm (see equation 3.1 on page 38). For the 25 cm rear trans-
lation, the speakers are at +23 degrees azimuth, corresponding to an ITD of 0.201 msec
(6.4 samples at 32 kHz). The equalization zone was steered 16 cm to the front by increas-
ing the ITD parameter to 10 samples (nominally 8 at the ideal listening position) or steered
to the rear 25 cm by decreasing the ITD parameter to 6 samples.

Proper positioning of the subjects was ensured by using the visual sighting apparatus.
Because the sighting apparatus casts two diverging beams of light, the angle between the
beams needed to be changed for each of the two listening positions in order to obtain the
correct interoccul ar spacing of the light beams at the listener position; this adjustment was
accomplished by changing the distance between the point light source and the mask. As
with the other experiments, the subject’s head position was measured relative to the speak-
ers and the chair position was adjusted to obtain proper front-back positioning.

The same target locations were tested at each of the two head positions. A full circle of
horizontal locations in 15 degree azimuth increments (24 locations) was tested with track-
ing enabled, and afull circle of horizontal locationsin 30 degree increments (12 locations)
was tested without tracking, for atotal of 36 trials at each head position. These trials were
randomly mixed. Half the subjectswere tested first at the front 16 cm tranglation, and then
at rear 25 cm trandation, and the other subjectswere tested in the opposite order. Subjects
A, B, C, D, F, G, and H participated in these experiments.

The results for front-back head trandations are shown in figure 5.13. Figure 5.13a shows
the results for the 16 cm forward trangation without tracking and figure 5.13c¢ shows the
same results when the crosstalk canceller is adjusted to move the equalization zone for-
ward. Theresultsare not obviously different; with the exception of the ubiquitous front-
back reversals, localization performance seems fairly good under both tracked and
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Figure 5.13 Histograms of judged azimuth at each target azimuth for the front-back head
translation experiments, al subjects. 16 cm front translation, untracked (a), tracked (c); 25 cm
rear trandation, untracked (b), tracked (d). White indicates no responses, black indicates 100%
response frequency. The results under untracked and tracked conditions are not obviously
different. For the 25 cm rear translation, tracking seems to increase the slope of frontal
responses and reduces the response variation at extreme lateral targets.

untracked conditions. We do see that the forward position of the listener causes a steeper
slope of the responses near 0 degrees azimuth, expected because the speakers are now
located at £38 degrees azimuth, rather than at +30 degrees. Thisis accompanied by a flat-
tening of the responses at lateral positions.

Figure 5.13b and figure 5.13d show the same results for 25 cm rear trandation. Though
the results are similar, it appears as though the tracking is now improving performance.
The rear listener position (the speakers are at +23 degrees) tends to bias untracked frontal
targets towards O, resulting in a shallow slope of responses near 0, as seen in figure 5.13b.
The ITD adjustment made in the crosstalk canceller to steer the equalization zone compen-
sates for this bias, and indeed we see that the slope of the responsesisindeed steeper in
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Figure 5.14 Mean judged lateral angle under tracked condition (solid lines with £1 standard
deviation errorbars) for 10 cm right head translation (a) and 20 cm right head translation (b), all
subjects. Dashed lines show mean values for untracked condition. Arrowheads on left show
speaker positions. Points marked with open diamond indicate values that are significantly
different (p < 0.05) under the two conditions. In contrast to lateral head trandlations, front-back
head tranglations do not cause localization performance to degrade considerably under
untracked conditions. Some degradation occurs for the 25 cm rear trandation that is apparently
corrected by tracking.

Table 4.3 Average angle error, front-to-back (F - B), and back-to-front (B — F) reversal
percentages for front-back head translation experiments. Pairs of values are (untracked, tracked)

conditions. Experiment 2 results are shown for comparison.

avg. angleerror | F-B B-F
16 cm. front (10.7°,9.9°) (17.1%, 31.2%) | (42.9%, 28.6%)
25 cm. rear (15.2°, 10.6°) (22.9%, 33.8%) | (60.0%, 39.0%)
experiment 2 12.1° 28.4% 36.4%

figure 5.13d. We did not see a similar slope correction with the front head trandation. 1t
also appearsthat the tracking isimproving localization of lateral targets.

Figure 5.14 shows the same results plotted as mean lateral angles. For the 16 cm frontal
trangdlation, there appearsto be little difference between tracked and untracked conditions.
Only the-60 degreelocation is statistically different and it appears to be more in error than
the untracked result. For the 25 cm rear trandlation it appears that the angles of maximum
|ateralization have increased in the tracked case, but these locations did not meet the 5%
significance threshold. The use of more test subjects would make the statistical test more
powerful, and we believe it would show that tracking has a statistically significant effect at
lateral locations. The slope correction for frontal targets was seen to be statistically signif-
icant.

Table 4.3 summarizes the error statistics for the front-back head translation experiments.
For the 16 cm front trandlation, the angle errors are very small for both untracked and
tracked conditions. Tracking has more of an effect for the 25 cm rear trandation, where
localization performance beginsto degrade slightly under the untracked condition. In both
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experiments, tracking increases front-to-back reversals, and decreases back-to-front rever-
sals. Relativeto the reversal ratesin experiment 2, the untracked reversal ratesin these
experimentsindicate thereis afrontal bias of the untracked results. In other words, mov-
ing forward or backwards from the equalization zone increases the percentage of frontal
responses under untracked conditions, a phenomenon that we can’'t explain. Tracking
seemsto correct thisfrontal bias, yielding reversal rates similar to experiment 2. The big-
gest improvement is seen for back-to-front reversalsin the 25 cm rear translation, where
tracking decreased the reversal rate from 60.0% to 39.0%.

Head rotations

These experiments tested |ocalization using the loudspeaker system when the listener’s
head was rotated 20 degrees or 40 degrees to the left. At 40 degree |eft rotation, both
speakers were on the righthand side of the subject’s head. We expected difficulty in syn-
thesizing lefthand images in this case, especially because high-frequency ILD cues would
aways suggest arighthand image.

Two sourceswere used: the pink noise pulses used in theinitial experiments, and lowpass
pink noise pulses obtained by lowpass filtering the pink noise pulses at a 6 kHz cutoff fre-
quency. Because the crosstalk canceller is bandlimited to 6 kHz, the lowpass pulses only
contain frequencies that are processed by the crosstalk canceller. We might expect better
localization performance using the lowpass filtered pul ses than using the unfiltered pul ses,
particularly for the case of -40 degrees rotation.

The binaural synthesizer and crosstalk canceller were implemented using the feedforward
circuit shown in figure 3.29 on page 73, with a6 kHz crosstalk cancellation cutoff fre-
guency. The binaural synthesisincluded the high-frequency shelving filters discussed in
section 3.4.7. The synthesis HRTFs, high-frequency shelving filters, and bandlimited
crosstalk cancellation filters were all combined into a pair of 128-point FIR filters (at 32
kHz). A pair of filters was computed for each target location at each of the two head rota-
tions. The source was filtered with the appropriate filter pair and the result was presented
to the listener over loudspeakers.

Head orientation was controlled using the sighting apparatus described earlier. For the 20
degree left head rotation, the apparatus was positioned at 20 degrees | eft azimuth and
angled to point at theideal listening location. For the 40 degree rotation, the apparatus was
positioned at 40 degrees |eft azimuth (to the | eft of the left louspeaker) and angled to point
at the ideal listening location. The distance from the point light source to the mask was
also adjusted to maintain the correct interoccular spacing at the listener position. Aswith
the other experiments, the subject’s head position was measured relative to the speakers
and the chair position was adjusted to obtain proper front-back positioning. Subjects were
instructed to report azimuths with respect to the rotated head position.

The same target locations were tested at each of the two head rotations. A full circle of
horizontal locations in 30 degree azimuth increments (12 locations) was tested under both
conditions of tracking enabled and disabled. Thiswas done for both the pink noise pul ses,
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Figure 5.15 Histograms of judged azimuth at each target azimuth for the rotated head
experiments using the pink noise source, al subjects: 20 degree |€eft rotation, untracked (a),
tracked (c); 40 degree l€eft rotation, untracked (b), tracked (d). White indicates no responses,
black indicates 100% response frequency. In both experiments, tracking increases the number
of responses on the far |eft side, and corrects for a righthand response bias.

and for the lowpass filtered pink noise pulses. Thus, at each head rotation, atotal of 48 tri-
alswere performed in random order. Half the subjects weretested first at the left 20 degree
rotation, and then at the 40 degree | eft rotation, and the other subjects were tested in the
opposite order. Subjects A, B, C, D, E, F, G, and H participated in these experiments.

Figure 5.15a and figure 5.15c show the results for 20 degree left head rotation, pink noise
source, untracked and tracked conditions, respectively. Note that both the target locations
and the responses are rel ative to the rotated head orientation. It is apparent that localiza-
tion performance is better on the righthand side under both tracked and untracked condi-
tions. Thisisexpected because the righthand speaker is at azimuth 50 degrees with respect
to the listener, whereas the lefthand speaker is almost directly in front at azimuth -10
degrees. From the histogramsit is difficult to see much difference between the tracked and
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Figure5.16 Mean judged lateral angle under tracked condition (solid lines with £1 standard
deviation errorbars) for 20 degree | eft head rotation (a) and 40 degree |eft head rotation (b).
Dashed lines show mean values for untracked condition. Arrowheads on |eft show speaker
positions. Points marked with open diamond indicate values that are significantly different (p <
0.05) under the two conditions. In both experiments, tracking greatly increases localization
performance. For 40° left head rotation, tracked condition, lefthand targets yield mean lateral
judgements on the left side of the head, despite the fact that both speakers are on the right side of
the head. Nevertheless, it is difficult to synthesize extreme lateral left imagesin this case and
there is considerable response variation.

untracked conditions. However, there is arighthand bias in the untracked resultsthat is
corrected in the tracked results. The bias towards the right is directly caused by the head
rotation to the left. The tracked results also show better lateralization of |efthand targets
than the untracked results.

Figure 5.15c and figure 5.15d show the results for 40 degree |eft head rotation, pink noise
source, untracked and tracked conditions, respectively. In this case, both speakers are on
the righthand side of the listener, and we expect great difficulty in synthesizing lefthand
images. Indeed, the untracked results in figure 5.15d show very few responses in the | eft
hemisphere. Tracking greatly increases the number of lefthand judgements, athough
there is considerable response variation. Aswith the 20 degree rotation results, we see an
overall righthand bias in the untracked results that is corrected in the tracked results. Also,
tracking improves localization performance for rear targets at 165 and 180 degrees azi-
muth.

Figure 5.16 shows the same results in terms of mean judged lateral angle. Inthisformitis
easy to seethat tracking is correcting for the righthand bias in the responses caused by the
left rotation of the listener’shead. It isnot possibleto correct for this bias by simply rotat-
ing the target locations to match the head orientation. This strategy would decrease errors
only for frontal targets. The results also show that tracking increases the angle of maxi-
mum lateralization for lefthand targets. Significant differences (p < 0.05) between the two
conditions were found for many of the target locations.

Table 4.4 summarizes the error statistics for the head rotation experiments. In both experi-
ments tracking greatly reduces the average angle error. For 40 degree | eft rotation, the
average error under tracked condition is fairly large due to poor localization of lefthand
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Table 4.4 Average angle error, front-to-back (F - B) and back-to-front (B — F) reversal
percentages for head rotation experiments, using pink noise source. Pairs of values are
(untracked, tracked) conditions. Experiment 2 results are shown for comparison.

avg. angleerror | F-B B-F
20° |eft (26.1°, 14.9°) (15.0%, 17.5%) | (67.5%, 70.0%)
40° left (43.7°, 25.3°) (27.5%, 30.0%) | (47.5%, 50.0%)
experiment 2 12.1° 28.4% 36.4%

targets. In both experiments, tracking had negligible impact on front-back reversals. We
note that for 20 degree left rotation, it appearsthat thereis a biastowards frontal responses,
relative to the results from experiment 2.

The results using the 6 kHz lowpass filtered pink noise pulses are nearly identical to the
results using the unfiltered pink noise pulses, and we will not report them in detail. One
notabl e difference was seen for 40 degree | eft rotation. Using the lowpass filtered noise
reduced the response variation for lefthand targets, but did not increase the absolute mean
lateral angle, relative to the results using the unfiltered noise pulses shown in figure 5.16.

It may seem surprising that it is possible to generate |efthand images when both speakers
on theright side of the head. At low frequencies, crosstalk cancellation can effectively
deliver ITD cues corresponding to alefthand target even when both speakers are on the
righthand side of the listener’s head. Because crosstalk cancellation islimited to low fre-
guencies, the high-frequency ILD cues will always suggest arighthand side target. How-
ever, the conflicting cues are aways resolved in favor of the low-frequency ITD cues,
provided the stimulus contains low frequencies (Wightman and Kistler, 1992). Thus, the
auditory images are perceived on the left side of the head. However, it isnot only difficult
to synthesize extreme lateral |efthand images, but also there isalot of response variation
across subjects.. We note that the results using the 6 kHz lowpass filtered source had less
response variation for lefthand targets. Thiswould support the notion that the presence of
conflicting high-frequency cues increases response variation. It isalso possible that inter-
subject variation in ITFs may be greater for large incidence angles, which would increase
intersubject variation in localization performance under these conditions

Despite the conflicting spatial cues, the auditory image remains fused and localized to a
compact spatial region. The cues for fusion of the auditory image (Bregman, 1990) must
dominate the spatial cues, otherwise we would expect two auditory images: aleft side
image consisting of low frequencies, and aright sideimage consisting of high frequencies.
We attribute the auditory fusion to the strong common onset cue present in the pink noise
pulses.

Dynamic head motion

This section describes an experiment that tested localization of loudspeaker synthesized
images during head motion. The purpose of the experiment was to validate the hypothesis
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that tracking the head position and appropriately adjusting the binaural synthesis and
crosstalk cancellation can be used to deliver useful dynamic localization cuesto alistener.
The importance of dynamic localization cues was demonstrated by Wallach (1939, 1940)
using an array of loudspeakers to present the stimulus to the listener. The importance of
dynamic localization cues has also been validated for headphone presentation of binaural
audio (Boerger et a., 1977; Wenzel, 1995; Wightman and Kistler, 1997). Our experiment
is conceptually similar to Wallach'’s, but we have replaced the array of loudspeakers with
two loudspeakers that deliver binaural audio.

The binaural synthesizer and crosstalk canceller were essentially the same as used for the
static head rotation experiments, except that we allowed arbitrary horizontal trandations
and rotations of the listener’s head. The listener's head position relative to the speakers
was parameterized in terms of the angular spacing of the speakers, the rotation of the head
with respect to the midpoint between the speakers, and the distance from the head to each
of the speakers. A pair of 128-point FIR filters containing the synthesis HRTFs, the
crosstalk canceller, and the high-frequency shelving filters was computed for each combi-
nation of synthesis location, head rotation, and speaker width angle. Any differencein
path length to the two speakers was compensated by appropriately delaying and attenuat-
ing the closer speaker, as described in section 3.4.2. Synthesis |ocations were chosen on
the horizontal planein increments of 5 degrees azimuth, absolute head rotations were cho-
sen from 0 to 45 degrees in increments of 5 degrees, and speaker width angles were chosen
from 55 to 70 degreesin increments of 5 degrees. The set of all combinations comprised
2880 filter pairs. Separately implementing the binaural synthesis and crosstalk cancella-
tion filters would greatly reduce filter coefficient storage requirements, but this was not a
concern for experimentation purposes.

Head tracking was accomplished using a Polhemus! ISOTRAK motion tracker that was
worn on the head of the listener. Position updates were sent to the computer every 25
msec. The computer processed sound in blocks of 128 samples at a sampling rate of 32
kHz (one block every 4 msec). Each block of input sound was filtered with the two FIR
synthesisfiltersusing FFT based block convolution. At each head position update (every 6
or 7 blocks), the listening geometry was computed and a new pair of synthesis filters was
read from atable. Theinput sound was filtered with both the old filter pair and the new fil-
ter pair and the output was obtained by alinear crossfade between the old and new outputs.
The crossfade prevented head motion from creating clicks in the output sound. The total
latency from head motion to an audible change at the listener’s ear was cal culated to be 88
msec maximum, but this was not confirmed by measurement. Much of this latency was
due to the 40 msec output audio buffer in the computer.

The source sound and experimental protocol for this experiment differed from the earlier
experiments. The source was asingle 250 msec pink noise pulse with 10 msec linear onset
and offset ramps. In this experiment, the subject initiated the stimulus presentation by
rotating his/her head. Subjects were instructed to face the left loudspeaker and to rotate
their head to face the right loudspeaker. The subject’s head rotation automatically trig-

1. Polhemus, PO. Box 560, Colchester, VT 05446.
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Table 4.5 Average angle error, front-to-back (F - B), and back-to-front (B — F) reversal
percentages for the dynamic head rotation experiment. Pairs of values are (untracked, tracked)
conditions. Experiment 2 results are shown for comparison.

avg. angleerror | F-B B-F
dynamic rotation | (14.8°, 14.4°) (8.6%, 6.5%) (91.4%, 50.7%)
experiment 2 12.1° 28.4% 36.4%

gered the stimulus presentation when the head was at -10 degrees azimuth. Triggering was
conditional on the rotation rate; rates from 50 degrees/sec to 200 degrees/sec triggered the
stimulus. A typical rate of 80 degrees/sec caused the 250 msec stimulus to be emitted
while the subject subtended -10 to +10 degrees azimuth. Statistics on head rotation rates
were not recorded.

Prior to each experimental session, the subject was seated, the head tracker was donned,
and the subject was positioned in the ideal listening location. The subject was asked to
view the sighting apparatus in order to ensure that the subject’s head was in the ided lis-
tening location. At thistime, the experimenter pressed a button that initiated an automatic
calibration of the head tracking apparatus that corrects for the orientation of the tracking
sensor on the subject’s head. The sighting apparatus was then turned off for the remainder
of the experiment. The subject was then instructed in the head rotation task, and allowed
to practice. Then aset of 10 training trials without feedback was performed. Prior to each
trial, the experimenter announced “OK”, the subject then performed the rotation task
which triggered the stimulus, and then the subject verbally reported the perceived location
of the sound, giving azimuth and distance judgements only.

A full circle of horizontal locations in 15 degree azimuth increments (24 |ocations) was
tested under the condition of tracking enabled, and afull circle of horizontal locationsin
30 degree azimuth increments (12 locations) was tested under the condition of tracking
disabled Trialswere presented in random order. Under the untracked condition, head
motion did not affect the sound processing, but the head tracker was of course still func-
tioning to allow triggering of the stimulus. Subjects were instructed to report the location
of perceived sound with respect to frontal orientation, and to report the midpoint of a
sound trgjectory if the sound appeared to move during presentation. SubjectsB, C, D, E, F,
G, and H participated in this experiment.

Results for the dynamic head motion experiment are shown in figure 5.17, which shows
histograms of judged azimuth at each target azimuth for tracked and untracked conditions.
It isclear that tracking is principally affecting front-back reversals. Under the untracked

condition (figure 5.174), amost all targets are perceived to be frontal. Under the tracked
condition (figure 5.17b), frontal targets are still correctly perceived as frontal, and many of
the rear targets are now correctly perceived intherear. The reversal percentages are given
intable 4.5. For the untracked condition, 91.4% of rear targets are reversed to the front,
and only 8.6% of frontal targets are reversed to the rear. For the tracked condition, the
back-to-front reversal rate decreased to 50.7%, and the front-to-back reversal rate
remained low at 6.5%. The reversalsrates are plotted for each subject in figure 5.18.
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Figure 5.17 Histograms of judged azimuth at each target azimuth for dynamic head rotation
experiment, under untracked (a) and tracked (b) conditions, all subjects. All targets are on the
horizontal plane. White indicates no responses, black indicates 100% response frequency. In
the untracked condition amost all targets are perceived in the front. Tracking greatly decreases
the number of back-to-front reversals.
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Figure 5.18 Bargraphs of individual front-to-back (gray bars) and back-to-front (white bars)
reversal percentages for dynamic head rotation experiment, under untracked (@) and tracked (b)

conditions. Back-to-front reversals decreased greatly for subjects B-F under the tracked
condition.

Under untracked conditions, subjects C, D, E, F, G, and H reversed al rear targetsto the
front. Under tracked conditions, the back-to-front reversal rates decreased considerably for
subjects C and D, decreased by about half for subjects E, F, and G, and decreased only
dlightly for subjects G and H.

Figure 5.19 plots the resultsin terms of mean judged lateral angle across all subjects.
Unlike the previous fixed head experiments, the results under the two conditions were not
found to be significantly different (p < 0.05) at any target location. Thisis not completely
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Figure5.19 Mean judged lateral angle as a function of target azimuth for dynamic head
rotation experiment under tracked condition (solid line with +1 standard deviation errorbars)
and untracked condition (dashed line), all subjects. Arrowheads on left show speaker locations.

unexpected, because the listeners’ heads were almost exactly in theideal listening location
when the stimulus was presented, and the stimulus was of short duration.

In Wallach's experiments, subjects required a brief period of head motion before the
dynamic cues established themselves (Wallach, 1939, 1940). In our experiment, the stim-
ulus was only 250 msec, and yet it is clear the dynamic cues had a considerable effect on
front-back reversals. Itislikely that more improvement in back-to-front reversals would
result if the subjects were allowed to move their heads freely while localizing along stim-
ulus. We opted for amore constrained experiment so that the listener’s head was always
within aregion in which the tracked crosstalk cancellation was effective.

Discussion

Theinitial experiments comparing localization of virtual sources over headphones and
loudspeakers showed important differences between the two presentation methods. Head-
phones had great difficulty reproducing frontal images using non-individualized HRTFs.
The KEMAR HRTFs seem particular poor in this respect, but we note that 50% of frontal
locations were reversed to the rear in Wenzel’s study, using the HRTFs of a good human
localizer (Wenzel et a., 1993). Furthermore, over headphones, images tended to be local-
ized very close to the head, particularly for medial targets. In contrast, loudspeakers
imaged the frontal locations quite well, with good externalization. Given that frontal loca-
tions are of particular importance for multi-media applications, loudspeakers would seem
to be a superior choice to headphones for non-individualized implementations. Presenting
sounds over frontally placed loudspeakersincorporates the listener’sindividualized frontal
spectral cues into the sound, which should bias responses to the frontal direction. Indeed,
the experimental results over loudspeakers tended to be biased to the front. This phenom-
enon has resulted in headphone designs that use transducers placed frontally away from
the listener’s ears, clearly intended to improve frontal localization.

Headphones do have advantages compared to frontally placed loudspeakers, namely supe-
rior rear imaging and elevation localization. Headphones are particularly effective when
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individualized HRTFs are used, where localization performance is essentially unchanged
from free-field conditions (Wightman and Kistler, 1989b; Moller et a., 1996a). It is of
course possible to construct aloudspeaker system using individualized HRTFs for both
binaural synthesis and crosstalk cancellation. Such a system has been built by Koring and
Schmitz (1993) and the performance results of their system in both anechoic and reverber-
ant conditions were better than our non-individualized system based on KEMAR HRTFs.
We would not expect an individualized loudspeaker system to perform as well as an indi-
vidualized headphone system because of interference due to high-frequency crosstalk and
reverberation.

In al the experiments that compared tracked and untracked conditions, tracking was seen
to increase localization performance in terms of average angle error. For lateral head
tranglations and head rotations, thisimprovement was dramatic. A symmetric crosstalk
canceller combined with a variable delay on one of the output channels can effectively
steer the equalization zone to alaterally trandlated listener. Thisis despite the fact that the
listening situation is asymmetric. For instance, the 20 cm right head trandation is roughly
equivalent to a 13 degree right head rotation, which is just beyond the 10 degrees we have
previously described as the maximum allowable (untracked) head rotation. Nevertheless,
the tracked performance in this case was quite good. However, better performance might
well result if an asymmetric implementation was used, or if the right head translation was
accompanied by a 13 degree |eft head rotation.

The symmetric crosstalk canceller cannot in general compensate for arotated head; it is
necessary to use an asymmetric crosstalk canceller. Furthermore, if the crosstalk canceller
is bandlimited, a high-frequency power compensation circuit should also be used. The
experiments demonstrated the importance of compensating for arotated head. However,
the experiments did not specifically test the importance of the high-frequency power com-
pensation; to do this would require comparing localization both with and without the
power compensation circulit.

The rotated head experiments show the difficulty of synthesizing extreme lateral sources
on one side of the listener when both loudspeakers are on the opposite side of the listener’s
head. There doesn’t appear to be an easy solution to this problem, except to use wider
spaced speakers, or to use more speakers, solutions that may be impractical for desktop
applications. Fortunately, in atypical desktop application, we would expect the listener to
have his’her gaze directed towards a video monitor placed between the two loudspeakers,
in which case the speakers will likely be on opposite sides of the listener’s head.

The final experiment demonstrated that a head-tracked virtual acoustic display using loud-
speakers can provide useful dynamic localization cues when the listener’s head is rotating.
These cues considerably decrease front-back reversals. Based on Wallach's results
(Wallach, 1939, 1940), we might expect that these dynamic cues can also help in elevation
localization, but this remainsto be tested. Wenzel (1995) has shown that ILD cues are
more important for dynamic localization than ITD cues. The bandlimited crosstalk cancel-
ler ismore effective at delivering proper low-frequency I TD cuesthan high-frequency ILD
cues. On this basis we would expect the improvement of adding dynamic cuesto be
greater when using headphones than when using loudspeakers.
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Chapter 6 Discussion

6.1 Contributions of thethesis

The central thesis of thiswork is that loudspeaker binaural audio can be sent to a moving,
tracked listener by dynamically inverting the acoustic transmission paths, and that doing so
greatly improves localization performance relative to the untracked condition. Localiza-
tion performance improves both because the equalization zone is steered to the position of
the tracked listener, and also because dynamic localization cues are enabled. We have pro-
posed, studied, and validated these concepts. Furthermore, we have constructed a work-
ing implementation of a head-tracked 3-D loudspeaker audio system. As part of this
process, we have made a number of subsidiary contributions to the field, listed below.

An extensive set of KEMAR HRTFs measurements was made, and the data are publicly
available on the Internet (Gardner and Martin, 1994, 1995). A comparison of our localiza-
tion study and that of Wenzel et a. (1993) has shown that the KEMAR HRTFs are not as
good for synthesizing spatial cues asthe HRTFs of a good human localizer. Nevertheless,
the dense spatial sampling of the KEMAR HRTF data make them a good candidate for var-
ious types of structural analysis, such as the study by L opez-Poveda and Meddis (1996).
The KEMAR HRTFs have also been shown to produce a good “typical” head shadowing
model.

A theory of crosstalk cancellation was developed that is sufficiently general to describe
both existing symmetric crosstalk cancellers and the steerable, asymmetric crosstalk can-
cellers proposed herein. Some of the proposed designs are based on an embedded head
shadowing model, implemented as a causal filter L(2) cascaded with some delay. Methods
for deriving the head shadowing model from measured I TFs of human listeners and
approximating these functions with low-order IR filters have been described. The embed-
ded head shadowing model has been used to create efficient, recursive implementations of
both symmetric and asymmetric crosstalk cancellers. These filters have been shown to be
stable and realizable for frontally facing listeners. Simplificationsin the filter approxima-
tions can yield crosstalk canceller implementations that are very computationally efficient.

A hybrid strategy for crosstalk cancellation has been devel oped, consisting of a bandlim-
ited crosstalk canceller operating at low frequencies, and a power compensation circuit
operating at high frequencies. The idea of bandlimiting the crosstalk cancellation is not
new (Cooper and Bauck, 1990), but the high-frequency power model isnew. The high-fre-
guency power compensation strategy achieves only modest improvements for symmetri-
cally positioned listeners, but is essential for delivering optimal high-frequency ILD cues
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6.2.1

to rotated listeners. Efficient methods for implementing the high-frequency power model
have also been described.

Physical measurements and acoustical simulations have been undertaken to validate both
crosstalk cancellation performance and also the concept of steering the equalization zone.
Similar validation work has been performed by other authors; for instance, Kotorynski
(1990) has validated crosstalk cancellation performance via simulation, and Nelson et al.
(1995) and Asano et a. (1996), for example, have shown countour plots of simulated
equalization zones. These techniques are indispensible for the study of crosstalk cancella-
tion. Although it isnot difficult to do, oursisthe only study that has evaluated non-indi-
vidualized crosstalk cancellation at the ears of human listeners.

Finally, extensive sound localization experiments have been conducted to validate these
concepts from a psychoacoustical standpoint. Other authors have conducted sound local -
ization experiments using loudspeaker binaural audio systems (Damaske, 1971; Sakamoto
et al., 1982; Koring and Schmitz, 1993). Our experiments are unique in several respects.
First, acomparative study was made of headphone and loudspeaker systems based on the
same non-individualized synthesis HRTFs. The results of this study show quite clearly
that the loudspeaker system reproduces frontal locations better, but is poorer at reproduc-
ing elevated sources. Second, our experiments studied the effectiveness of steering the
equalization zone to alistener who is displaced from the ideal listening location, either via
alateral or front-back translation, or viaahead rotation. The results demonstrated signifi-
cant improvements in localization performance when the equalization zone is steered to
the location of the listener, relative to the unsteered condition. Finally, the experiments
tested dynamic localization using a head-tracked loudspeaker system. The results show a
substantial decrease in front-back reversals when dynamic cues are enabled. We conclude
that binaural audio can be delivered to a moving, tracked listener, and that doing so
improves localization performance both because the equalization zoneis correctly situ-
ated, and al so because dynamic localization cues are enabled.

Challengesto general use

Significant challenges prevent this technology from being used in general listening situa-
tions, such asaliving room. Besidesthe head tracking issue, which we |leave to othersto
solve, there are the audio related problems posed by multiple listeners and room reverbera-
tion. Here we elaborate on these issues.

Multiplelisteners

The linear equations that describe the transmission path inversion do not preclude the pos-
sibility of multiple listeners. As previously discussed, many authors have proposed loud-
speaker systems that can deliver binaural audio to multiple listeners by inverting the
transmission matrix (Yanagidaet a. 1983; Miyoshi and Kaneda, 1988; Bauck and Cooper,
1992, 1993, 1996; Abeet al., 1995; Nelson et a., 1995), but it is nhot known whether any of
these systems have been implemented. Besides the implementation complexity issue,
there are several problems associated with multiple listeners. First, alistening situation

136

6: Discussion



6.2.2

involving multiple listeners, such as aliving room, will probably be larger than asinglelis-
tener situation, and therefore the listeners will be relatively farther from the loudspeakers
and subject to alower direct-to-reverberant ratio of sound. Second, the transfer functions
from a speaker to the ears of alistener may depend significantly on the positions of the
other listeners, especialy if the acoustical path from a speaker isinterrupted by another lis-
tener. This adds enormous complexity to the modeling of the acoustic transfer matrix.
Finally, there is the problem of high-frequency crosstalk cancellation. The single listener
methods we have discussed work despite the lack of high-frequency cancellation, due to
the combination of the dominance of low-frequency time cues and the naturally occuring
high-frequency head shadowing. However, with multiple listeners we may desireto send a
different audio program to each listener. Two possibilities are listed below:

» Each listener hears an entirely different audio program. This requires the complete
acoustical cancellation of unintended program material at each listener, which is not
possible without the use of individualized head models, extremely accurate head track-
ing, and room inverse filtering. Inverting the room response for a possibly moving lis-
tener isaparticularly difficult problem. Room reverberation has a complex spatial
dependence, it is somewhat time varying, and it depends on the positions of all listeners
in the room. Although dynamic room inversion might be possible at low frequencies,
we must accept significant high-frequency crosstalk between listeners.

» Each listener hears the same audio sources at possibly different spatial positions (rela
tiveto each listener). This situation naturally arises when anumber of people arelis-
tening to the same auditory scene but are individually oriented differently. If the
individually differing synthetic source positions can be rendered by manipulating the
low-frequency cues, then the high-frequency crosstalk (both between and within listen-
ers) may be acceptable; it isanalogous to the single listener situation. Because dl lis-
teners are hearing the same sources, the room reverberation doesn’'t constitute
“leakage” from unwanted sources; provided the reverberation doesn’t substantially
interfere with localization, it shouldn’t be perceptually objectionable.

Distant listening

The use of near-field loudspeakers increases the ratio of direct to reverberant sound in the

listening space. Listening space reverberation degrades the performance of the 3-D audio

system in much the same way as reverberation affects natural localization; it degrades both
interaural and monaural localization cues, and competes with the direct sound for the audi-
tory system'’s attention.

We have not conducted experiments that separately assess the effects of reverberation on
loudspeaker 3-D audio systems. All of our experiments were conducted using near-field
loudspeakers (76 cm = 30 in distance) in amildly reverberant room (RT = 240 msec at 500
Hz). Informal testsin more reverberant surroundings reveal ed significant localization deg-
radation, particularly in the form of increased back-to-front reversals. Damaske (1971)
and Sakamoto et a. (1982) showed that increasing reverberation caused increased fre-
guency of back-to-front reversals. Koring and Schmitz (1993), using an individualized
system, showed that reverberation dightly increased horizontal errors, and greatly
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6.3

increased both front-to-back reversals and elevation errors. Horizontal localization was
quite good, even with a one second reverberation time and 3 meter speaker to head dis-
tance. Overall, these results are compatible with the notion that reverberation primarily
degrades spectral cues; thus, front-back reversals and elevation localization are most seri-
oudly affected. This offers promise that head-tracked loudspeaker 3-D audio could
improve horizontal localization accuracy for single listeners who are relatively distant
from the loudspeakers..

In natural listening, the auditory system makes use of various precedence mechanisms to
suppress the distorting effects of reverberation (Rakerd and Hartmann, 1983; Hartmann,
1983, 1997; Zurek, 1987). Hartmann (1997) describes three different precedence effects,
each operating over adifferent time span. The “law of the first wavefront” describes the
auditory system’s ability to determine the location of a sound from the initial onset; local-
ization information in subsequent echoes islargely suppressed, even when the echoes are
up to 10 dB more intense than theinitial sound. This precedence mechanism is principally
responsible for our ability to localize sounds in reverberant environments.

In the context of loudspeaker binaural audio, the precedence effect should in theory allow
usto localize synthetic sounds in the presence of competing listening space reverberation.
Provided the first wavefront is correctly rendered at the listener, the precedence mecha-
nism should capture the proper localization information in the onset and suppress the sub-
sequent reverberation, just as would happen with areal source.

The bandlimited crosstalk cancellers we have discussed do not in fact render a perfect first
wavefront. Thefirst wavefront will contain low-frequency cues that correspond to the vir-
tual source, and high-frequency cuesthat correspond to the real sources (the loudspeakers).
Thus, bandlimited crosstalk cancellers (in anechoic conditions) could be modeled as alow-
frequency source at the target location, plus two coherent high-frequency sources at the
loudspeaker locations. For lateral targets, the high-frequency power compensation circuit
shuts off the contralateral speaker, leaving only a single high-frequency source. It would
be interesting to perform localization experiments using simultaneous low and high-fre-
quency sources at different directions.

The study by Wightman and Kistler (1992) shows that low-frequency ITD cues dominate
ILD and spectral cues. However, care must be taken in applying these results to bandlim-
ited crosstalk cancellation, because the situations are not exactly the same. Wightman and
Kistler's study used stimuli created by combining the time cues for one direction with the
intensity cues for another direction. It was then observed that |ocalization judgements sub-
stantially followed the ITD cues, but only when the stimuli contained low frequencies.
The stimuli used are not the same as simultaneous low and high-frequency sources at dif-
ferent directions.

Directionsfor futurework

This study has uncovered many avenues for research in thisarea. Some specific ideas are
listed here.
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Parameterized head-shadowing. Asdiscussed in section 3.1.1, crosstalk cancellers
require a head model that is acoustically accurate. Much of the current work in parameter-
ization of HRTFsisintended to yield perceptually valid models. Thusthereisaneed for a
systematic study of human HRTFs, or more specificaly, ITFs, in order to obtain an opti-
mized non-individualized head shadowing model. This could take the form of a*“typical”
ITF, i.e.,, anindividual or average head model that works well for most listeners. Our
choice of the KEMAR, which is based on median human measurements, was intended to
yield areasonably typical head-shadowing model. Ideally, we would like to have a param-
eterized acoustical model that can be customized for a particular listener. The parameters
could be set viaa calibration task, or perhaps using head geometry data obtained by the
head tracker. Oneimportant parameter is head size, or equivalently I TD, which aswe have
seen accounts for agreat deal of variation in crosstalk cancellation performance. The head
shadowing model we have developed (equation 3.7 on page 47) does contain a separate
ITD parameter. There may be other geometrical or shape parameters that account for other
variationsin I TFs across subjects. A principal component analysis of low-frequency ITFs
across multiple subjects might be afruitful place to begin.

Individualized head models. Our head-tracked 3-D audio system would obviously work
better using individualized head models. In fact, an individualized model would allow the
possibility of high-frequency crosstalk cancellation, provided the head tracking was suffi-

ciently accurate. Although individualized head models have been used in crosstalk cancel-
lers (Koring and Schmitz, 1993), they haven't yet been tried with a dynamic, head-tracked
system.

L oudspeaker placement. Kulkarni has suggested that crosstalk canceller speakers should
be mounted on opposite sides of the head at high elevations, so that the speaker to ear
transfer functions are relatively flatl. In fact, an examination of figure 3.4 on page 40
reveals that the KEMAR HRTFs do not contain sharp features at elevations above 60
degrees. This seemsto agree with human HRTF data measured by Moller et al. (1995c).
If indeed thisis ageneral property of HRTFs, then placing speakers at high elevations
avoids the problem of inverting notches in the ipsilateral response, which creates objec-
tionable peaks in the inverse response.

Kulkarni has also demonstrated that an overhead loudspeaker emiiting noise bursts can be
used to generate auditory images at lower elevations when a notch filter is applied in the 5-
10 kHz range; the elevation of the imageis directly related to the frequency of the notch, as
suggested by the N1 feature in figure 3.4. It remains to be seen whether thisisaviable
arrangement for a spatial auditory display. We have already discussed the possibility that
frontally placed loudspeakers greatly assist the successful perception of externalized fron-
tal imagery. Overhead loudspeakers may not be able to convicingly reproduce frontal

imagery.

Closely spaced, frontal loudspeakers on the horizontal plane are well suited to equipment
that must be spatially compact, e.g., asmall monitor, laptop computer, portable radio, etc.

1. Abnhijit Kulkarni, personal communication, 1996.
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We have discussed the possibility that closely spaced loudspeakers can increase the size of
the equalization zone. In fact, the simulation resultsin figure 4.5 show only modest
improvement in the width of the equalization zone when using closely spaced loudspeak-
ers. One disadvantage of using closely spaced loudspeakers is the relative lack of natural
high-frequency channel separation due to head shadowing. Another problem particular to
the head-tracked approach is that small head rotations will cause both loudspeakers to fall
on the same side of the head. Theseissues could be studied further.

Structural averaging of HRTFs. Aspreviously discussed, anipsilateral inversefilter will
exhibit a sharp peak wherever the ipsilateral response has anotch. Our approach has been
to smooth the inverse ipsilateral response with a 1/3-octave averaging filter, as shownin
figure 3.7 on page 43. The approach taken by Koring and Schmitz (1993) is to derive both
the binaural synthesis filters and the crosstalk canceller filters from HRTF data that has
been smoothed in this manner. We believe this has several advantages over our approach.
First, the use of smoothed HRTFs should reduce the timbral aberrations that are currently
noticed with our system during head and virtual source motion. These timbral problems
are caused by sharp spectral features changing frequency. Second, the use of smoothed
HRTFsfor both binaural synthesis and crosstalk cancellation will cause the transfer func-
tion from source to loudspeaker to be exactly flat when the source is panned to aloud-
speaker position, which is the power panning property. With our system, this transfer
function contains the residual between the smoothed and unsmoothed ipsilateral response.

Room equalization. Room equalization techniques have not been used in our study. Itis
easy to imagine that the tracked position of alistener could be used to index aroom equal-
ization filter previously calculated for that listening location. It would beinteresting to see
whether room equalization techniques can improve the reproduction of binaural audio
from loudspeakers, especially when the listener isrelatively distant from the speakers. We
would expect room equalization to improve spectral cues; therefore front-back and eleva-
tion localization would also improve.

Multiple channel implementations. A multiple channel (i.e., more than two) head-
tracked system would be relatively easy to build. A four channel system could be con-
structed using speakers at the corners of asquare. When the listener faces front or back,
the speakers would be logically grouped into two crosstalk-cancelling pairs consisting of
(front-1eft, front-right) and (rear-1€ft, rear-right). When the listener faces to the left or
right, the speakers would be grouped as (left-front, left-rear) and (right-front, right-rear).
Such a system would allow unencumbered listener rotations, and would be equally effec-
tive at rendering sound in any direction on the horizontal plane. We expect such a crosstalk
cancelling system to perform better than an equivalent discrete multi-channel system that
usesintensity panning. Do the respective performances converge as the number of chan-
nelsincreases? Also, when the speakers are not al on the horizontal plane, how does one
group the speakers into crosstalk cancelling pairs?

Efficient implementations. Asdiscussed in section 3.4.2, extremely efficient implemen-
tations exist for the asymmetrical crosstalk canceller shown in figure 3.27 on page 70; the
head shadowing filters can be implemented with first-order lowpass filters, the variable
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delay lines can be implemented with linear interpolators, and the ipsilateral equalization
filters can be omitted entirely. These simplifications should be tested.

High-frequency power model. The high-frequency model described in section 3.4.6
could beimproved. The analysis of high-frequency power transmission could be extended
to multiple frequency bands, leading to a multiple band shelving filter implementation.
Thiswould bejustified if sufficient similarity of band-averaged, high-frequency HRTFs
was found between different subjects, and if the individual band behaviors were suffi-
ciently different to warrant separate trestment. Ultimately, the division of the high fre-
guenciesinto finer bands would lead to a general implementation of a continuous high-
frequency power compensation filter.

Another improvement to the high-frequency power model would be to rethink the assump-
tion that the crosstalk signals add incoherently at the ears. In the absence of crosstalk can-
cellation, each ear receives the sum of the intended ipsilateral signal and the crosstalk from
the opposite ear. Assuming asingle sourceis synthesized, the delay between theipsilateral
and crosstalk components depends on both the ITD of the listener’s head shadowing and
the ITD in the synthetic HRTFs. For the purposes of power calculation, if we assume
broadband signals, we are justified in assuming incoherent addition because the delay
between the components is likely to be much larger than the period of the high-frequency
signals. However, the addition of the two delayed components causes a comb filtering
effect that we suspect interferes with the monophonic spectral localization cues, especially
for medial sources. It isunclear whether these comb filtering effects can be predicted and
equalized, and whether thisisin practice any different from extending crosstalk cancella
tion to higher frequencies. It should be noted that this phenomenon only occurs for near-
medial sources, where both loudspeakers are emitting similar high-frequency powers.

Head-tracking. Much work remains to be done integrating this technology with various
head-tracking modalities. We currently have plans to combine our system with the video
based head-tracker of Oliver et al. (1997); thiswill free usersfrom having to don the track-
ing apparatus. Indeed, a primary motivation of using loudspeakersis to avoid the require-
ment of wearing headphones. Our studies of the size of the equalization zone (in

Chapter 4) and the degradation of localization performance with displaced listeners

(in Chapter 6) suggest that the head tracker should have lateral accuracy within afew cm,
and rotational accuracy within 5-10 degrees. Two diffferent visual head trackers devel oped
at the Media Lab by Basu et al. (1996) and Oliver et a. (1997) both have lateral accuracy
within 1 cm. Thetracker by Basu et al. (1996) has orientation accuracy within 5

degrees. Thus, visual head trackers perform accurately enough for this application; the
challenge is to make them robust and computationally efficient. 1t will also be interesting
to seeif estimation techniques can reliably predict the position of the listener’s head based
on recent data. If successful, thiswill allow relatively slow frame rate tracking technology
to be used without any penalty of increased tracking latency.
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Appendix A Inverting FIR Filters

In this section we review methods to construct inversefiltersfor finite length, discrete time
signals, such as head-rel ated impul se responses. An example of adiscrete-time signal with
N samplesis:

h[n],0<sn<N (A

which has a z-transform of:

H(z) = h[0] +h[1]Z " +h[2]Z 2+ ... +h[N=1]Z" ! (A.2)

Because h[n] isafinite impulse response (FIR) signal, H(z) can be fully described in terms
of itsroots, or zeros, in the z-plane (all of itspolesare at z=0). The zeroswill either be
minimum-phase (inside unit circle), maximum-phase (outside unit circle), or will fall on
the unit circle. Inthislatter case, the inverse is undefined where the frequency responseis
zero, so we restrict our discussion to signals with non-zero frequency responses (i.e., no
zeros on the unit circle). Theinversefilter for h[n] isthe signal g[n] such that

h[n] * g[n] = Jn], where * denotes convolution and Jn] is the unit impulse signal. The z-
transform of g[n] is:

G(2) = —H—%—Z—) (A3)

The inverse G(2) will have poles where H(2) has zeros, and will have all of its zeros at

z= 0. In order to obtain a stable g[n], we choose the region of convergence (ROC) of the
z-transform to include the unit circle. Any polesinside the unit circle correspond to causal
exponentialsin the time domain, and poles outside the unit circle correspond to anti-causal
exponentials. Thus, the stableinversefilter g[n] will beinfinitely long, and its time support
(causal, anti-causal, or two-sided) depends on the distribution of zerosin H(2).

When h[0] # 0, we can rewrite equation A.3 as:

1
= h[0]
G(2) 14N 2 h[2 2, h[N=1] «(n-1) (A4

which has an obvious recursive implementation. However, the resulting system will be
stableif and only if H(2) is minimum-phase.
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When H(2) is non-minimum-phase, the inverse filter will have infinite, two-sided time sup-
port, and the recursive filter structure suggested by equation A.4 will be unstable. We can
obtain afinite-length inverse filter that approximates the true inverse by windowing the
true inverse:

,L<sn<M
fIn = oln] Wi, winl= o Othe”rwise (A5)

For agiven window length M-L+1, we choose L so that the energy of the signal g[n] falling
under the window is maximized. The use of arectangular window, as specified, resultsin

minimizing the squared error between F(€'®) and G(€'®). If L <0, thefilter f[n] is not
causal. A realtime implementation would use the causal filter fin+L], thus applying a
modelling delay of -L samples.

We now discuss how to determine the time response g[n]. One method isto explicitly
evaluate the inverse z-transform of G(2) to solve for g[n] using partial fraction expansion
or the Cauchy residue theorem (Oppenheim and Schafer, 1989). However, these tech-
nigques can be numerically unstable for certain inputs. A more practical method isto use
the discrete Fourier transform (DFT). The N-point DFT of h[n] is

N-1

H[Kl = DFT{h[n]} = $ hin] IZN/N — gl @y (A.6)
k=0

o= 2k

H[K] can be seen to be the samples of the Fourier transform of h[n]. The reciprocal of
these values are samples of the Fourier transform of g[n]:

L - g

ALK o= 21 (A0

Because g[n] has infinite time support, the discrete spectrum in equation A.7 is undersam-
pled, and if we compute the inverse DFT, the result will be time aliased:

00

ginl = 3 gln+rN] = IDFTE}mg (A.8)

[ = —o0
Because g[n] decays exponentially with increasing |n| , as we increase the size of the DFT,

the alias distortion will decrease, and g[n] will approach g[n]. When H(2) has zeros near
the unit circle, this produces polesin G(2) that decay slowly, requiring alarger DFT sizeto
combat aliasing. A practical benefit of the DFT method is that we can limit the magnitude

of |1/H[K]| priortothe | DFT operation. Thislimitsthe gain of the inversefilter, and
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alows us to compute g[n] using asmaller DFT size. Summarizing, we can compute an
approximate inverse filter for afinite length signal h[n] following these steps:

1. Compute the DFT of h[n] (equation A.6) using the fast Fourier transform (FFT), pad-
ding h[n] with zeros as necessary.

2. Compute /H[K], and limit the resulting magnitudes.
3. Compute the IDFT of the magnitude limited spectrum using the inverse FFT.

4. Window the periodic aliased result (equation A.5) and delay to obtain a causal filter.
Alternatives to arectangular window (e.g., a Hanning window) may be used to smooth
the transient behavior of the inverse filter.

This procedure yields an FIR filter that implements an approximate inverse cascaded with
amodeling delay.
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