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Passivity-Based Dynamic Visual Feedback Control
for Three-Dimensional Target Tracking: Stability

and L2-Gain Performance Analysis
Masayuki Fujita, Member, IEEE, Hiroyuki Kawai, Member, IEEE, and Mark W. Spong, Fellow, IEEE

Abstract—This paper investigates vision-based robot control
based on passivity for three-dimensional (3-D) target tracking.
First, using standard body-attached coordinate frames (the world
frame, camera frame, and object frame), we represent the relative
position and orientation between a moving target and a camera
as an element of (3). Using this representation we derive a
nonlinear observer to estimate the relative rigid body motion from
the measured camera data. We then establish the relationship
between the estimation error in a 3-D workspace and in the image
plane. We show passivity of the dynamic visual feedback system
by combining the passivity of both the visual feedback system and
the manipulator dynamics which allows us to prove stability in
the sense of Lyapunov for the full 3-D dynamic visual feedback
system. The 2-gain performance analysis, which deals with the
disturbance attenuation problem, is then considered via dissipa-
tive systems theory. Finally, experimental results are presented
to verify the stability and 2-gain performance of the dynamic
visual feedback system.

Index Terms— 2-gain performance analysis, Lyapunov sta-
bility, manipulator dynamics, passivity-based control, visual
feedback control.

I. INTRODUCTION

ROBOTICS and intelligent machines need sensory infor-
mation to behave autonomously in dynamical environ-

ments. Visual information is particularly suited to recognize
unknown surroundings. Vision-based control of robotic sys-
tems involves the fusion of robot kinematics, dynamics, and
computer vision to control the motion of the robot in an efficient
manner. The combination of mechanical control with visual in-
formation, so-called visual feedback control or visual servoing,
is important when we consider a mechanical system working
under dynamical environments [1], [2]. Recent applications of
visual feedback control include the autonomous injection of
biological cells [3], laparoscopic surgery [4], and others.

In classical visual servoing, many practical methods are re-
ported with experimental results, e.g., see [5] and [6]. Specif-
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ically, several approaches that originate from classical visual
servoing have been proposed to overcome the drawbacks that
have been identified in experiments [7]. For the pose estimation
problem, Lu et al. [8] derive an iterative algorithm which is glob-
ally convergent by using object space collinearity error. In [9],
the 2 1/2-dimensional (2 1/2-D) visual servoing which incorpo-
rates the advantages of both position- and image-based visual
servoing is proposed in order to guarantee robustness with re-
spect to calibration errors. Partitioned visual servoing is consid-
ered in [10] in order to guarantee that all features remain in the
image. More recently, an approach based on switching between
position-based visual servoing and backward motion is investi-
gated for dealing with the field-of-view problem [11]. However,
classical visual servoing algorithms assume that the manipulator
dynamics is negligible and does not interact with the visual feed-
back loop. This assumption, while it holds for kinematic control
problems, is invalid for high-speed tasks.

Kelly [12] considered the set-point control problem with a
static target for dynamic visual feedback system that includes
the manipulator dynamics. Maruyama et al. [13] discussed ro-
bust control of the eye-in-hand system for the set-point control
problem. For the moving target problem, Maruyama et al. used
an adaptive control approach based on passivity for a dy-
namic visual feedback system with parametric uncertainty [14].
In [15], Bishop et al. proposed an inverse dynamics-based con-
trol law for the problems of position tracking and the camera
calibration in dynamic visual servoing. Recently, Zergeroglu et
al. [16] developed an adaptive control law for position tracking
and camera calibration in dynamic visual feedback control with
parametric uncertainties. Although these control laws guarantee
Lyapunov stability and are effective for the dynamic visual feed-
back system, they are restricted to planar manipulators.

For the problem of three-dimensional (3-D) visual servo
control, Kelly et al. [17] considered an image-based controller
under the assumption that the objects’ depths are known.
Cowan et al. [18] addressed the field-of-view problem for 3-D
dynamic visual feedback system using navigation functions.
Although good solutions to the set-point control problem are
reported in those papers, few results have been obtained for
the tracking problem of moving target objects in the full 3-D
dynamic visual feedback system that include not only the
position and the orientation but also the manipulator dynamics.

This paper deals with vision-based robot motion control for
a moving target object in 3-D workspace with the eye-in-hand
configuration as depicted in Fig. 1. Our proposed method is
classified as position-based visual servoing, because we suggest
the mapping from feature error in a image plane-to-rigid body
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Fig. 1. Eye-in-hand visual feedback system.

error in a Cartesian space. This paper is organized as follows.
In Section II, we derive a representation for relative rigid body
motion using homogeneous representations and the adjoint
transformations. In Section III, we present a nonlinear observer
that estimates the relative rigid body motion from image data.
The visual feedback system is constructed in Section IV and
in Section V, based on our previous work in [19] and [20],
we show passivity of the dynamic visual feedback system
combined with the manipulator dynamics and present stability
analysis. In Section VI, we present -gain performance anal-
ysis via dissipative system theory. In Section VII, we present
experiment results for dynamic visual feedback control on a
2-degrees-of-freedom (2-DOF) manipulator. Finally, we offer
some conclusions in Section VIII.

II. RELATIVE RIGID BODY MOTION

IN VISUAL FEEDBACK SYSTEM

A. Notation and Definition

Throughout this paper, we use the notation to
represent the rotation matrix of a frame relative to a frame

. specifies the direction of rotation and
is the angle of rotation. For simplicity, we use to denote

. The notation “ ” (wedge) is the skew-symmetric oper-
ator such that for the vector cross-product and any
vector , i.e., is a 3 3 skew-symmetric matrix. The
vector space of all 3 3 skew-symmetric matrices is denoted

. The notation “ ” (vee) denotes the inverse operator to
“ ,” i.e., . Recall that a skew-symmetric matrix
corresponds to an axis of rotation (via the mapping ).

The transformation is orthogonal with unit determinant
and, hence, an element of the Lie group

.
The configuration space of the rigid body motion is the product
space of with , which is denoted as throughout
this paper (see, e.g., [21]). We use the 4 4 matrix

(1)

as the homogeneous representation of
describing the configuration of a frame relative to

a frame .

The adjoint transformation associated with , written
, is given by

(2)

Similar to the definition of , we define
. In homogeneous representation, we write

an element as

(3)

An element of is referred to as a twist. We call
the twist coordinates of . If is a twist with twist
coordinates , then for any , is a
twist with twist coordinates ([21, Ch. 2, pp. 56,
Lemma 2.13]). In other words, if , then

(4)

holds. This property concerning the adjoint transformation is
important for the rigid body motion.

B. Basic Representation for Visual Feedback System

The visual feedback system considered in this paper, has
the camera mounted on the robot’s end-effector as depicted in
Fig. 1, where the coordinate frames , , and represent
the world frame, the camera (end-effector) frame, and the
object frame, respectively. Let and
be the position vector and the rotation matrix from the
camera frame to the object frame . Then, the relative
rigid body motion from to can be represented by

. Similarities in
and denote the rigid body motions from the
world frame to the camera frame and from the world
frame to the object frame , respectively, as shown in
Fig. 1.

The objective of visual feedback control is to bring the actual
relative rigid body motion to a given refer-
ence . The reference is assumed to be constant
throughout this paper, because the camera can track the moving
target object in this case.

We first derive a basic representation for the three coordinate
frames of the visual feedback system. The relative rigid body
motion involves the velocity of each rigid body. To this aim,
let us consider the velocity of a rigid body as described in [21].
We define the body velocity of the camera relative to the world
frame as

(5)

where and represent the velocity of the origin and
the angular velocity from to , respectively ([21 Ch. 2,



42 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 15, NO. 1, JANUARY 2007

Fig. 2. Block diagram of the basic representation for the visual feedback
system. RRBM is an acronym for Relative Rigid Body Motion in this figure.

(2.55)]). Similar to the body velocity of the target object rela-
tive to will be denoted as

(6)

where and are the velocity of the origin and the angular
velocity from to , respectively.

With and denoting and
for short, respectively, the body velocity of the relative rigid

body motion can be written as

(7)

Equation (7) is a standard formula for the relation between the
body velocities of three coordinate frames ([21 Ch. 2, pp. 59,
Proposition 2.15]). We consider that it is the basic representation
for the three coordinate frames of the visual feedback system.
Fig. 2 shows the block diagram of this representation. Roughly
speaking, the relative rigid body motion will de-
pend on the difference between the camera velocity and the
target object velocity , because is defined as the body
velocity of the relative rigid body motion .

We next define the error vector of the rotation matrix as

(8)

where denotes . Using this notation,

we define . Then, we have the following

lemma relating the body velocity of the camera to the vector
form of the relative rigid body motion .

Lemma 1: If the target object is static, i.e., 0, then the
following inequality holds for the basic representation (7):

(9)

where is a positive scalar.
Proof: Consider the positive definite function

(10)

where is the error function of the
rotation matrix and which has the following properties (see, e.g.,
[22]):

1) 0 and 0, if and only if
;

2) .

Fig. 3. Simple camera model.

Evaluating the time derivative of along the trajectories of
(7) gives us

(11)

where we use the definition of the body velocity ([21, Ch. 2,
(2.55)]), i.e., . From the property of “ ” (wedge), we
have 0. Using this fact, we can obtain

(12)

Integrating (12) from 0 to yields

(13)
where is the positive scalar which only depends on the initial
state of .

Remark 1: Let us consider the body velocity of the camera
as the input and the vector form of the relative rigid body

motion as its output. Then, Lemma 1 says that the basic
representation for the visual feedback system (7) is passive from
the input to the output in the sense defined in [23].

C. Camera Model

The relative rigid body motion cannot be im-
mediately obtained in the visual feedback system because the
target object velocity is unknown and, furthermore, cannot
be measured directly. To control the relative rigid body motion
using visual information provided by a computer vision system,
we use the pinhole camera model with a perspective projection
as shown in Fig. 3.

Let be a focal length, and be the position
vectors of the target object’s -th feature point relative to and

, respectively. Using a transformation of the coordinates, we
have

(14)
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Fig. 4. Block diagram of the camera model with RRBM.

where and should be regarded, with a slight abuse of
notation, as and via the well-known homoge-
neous coordinate representation in robotics, respectively (see,
e.g., [21]).

The perspective projection of the th feature point onto
the image plane gives us the image plane coordinate

as

(15)

where . It is straightforward to extend this
model to image points by simply stacking the vectors of the
image plane coordinate, i.e.,

(16)

and . We assume that mul-
tiple point features on a known object are given. Although the
problem of extracting the feature points from the target ob-
ject is interesting in its own right, we will not focus on this
problem and merely assume that the feature points are obtained
by well-known techniques. Under this assumption, the image
information vector depends only on the relative rigid body
motion from (14).

Fig. 4 shows the block diagram of the camera model with the
relative rigid body motion as depicted in Fig. 2. The visual infor-
mation can be exploited, while the relative rigid body mo-
tion cannot be obtained directly in the visual feedback system.

Remark 2: If the target object is static, then the passivity
is preserved between the input as the part of the camera ve-
locity and the output as the sum of the feature points rela-
tive to the camera frame with the energy function

, i.e., , where
is a positive scalar. However, the system which includes the

perspective projection does not preserve the passivity.

III. NONLINEAR OBSERVER AND ESTIMATION ERROR SYSTEM

The visual feedback control task requires information of the
relative rigid body motion . Since the measurable information
is only the image information in the visual feedback system, we
consider a nonlinear observer in order to estimate the relative
rigid body motion from the image information.

Using the basic representation (7), we choose estimates
and of the relative rigid body motion and velocity,

respectively, as

(17)

The new input is to be determined in order
to drive the estimated values and to their actual values. The
design of the input is considered in Section IV.

Similarly to (14) and (15), the estimated image feature point
is defined as

(18)

(19)

where .
means the image points case.

In order to establish the estimation error system, we define the
estimation error between the estimated value and the actual
relative rigid body motion as

(20)

in other words, and . Note
that and iff , i.e., 0 and

. Using the notation defined in (8), the vector
of the estimation error is given by

(21)

Note that 0 iff 0 and . Therefore, if the
vector of the estimation error is equal to zero, then the estimated
relative rigid body motion equals the actual relative rigid body
motion .

From the above, we derive a relation between the actual and
estimated image information. Suppose the attitude estimation
error is small enough that we can let .
Then we have the following relation between the actual feature
point and the estimated one

(22)

Using a first-order Taylor expansion approximation, the re-
lation between the actual image information and the estimated
one can be expressed as

(23)

Let us define the image information error as .
Hence, the relation between the actual image information and
the estimated one can be given by

(24)

where is defined as

(25)

(26)



44 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 15, NO. 1, JANUARY 2007

Fig. 5. Relation between the image information error f and the estimation
error e .

Note that the matrix represents the relationship between
the estimation error in the 3-D workspace and in the image
plane, while the well-known image Jacobian is the relationship
between the velocity of the target object in the 3-D workspace
and in the image plane [1]. We assume that the matrix is
full column rank for all . Then, the relative rigid body
motion can be uniquely defined by the image feature vector. Be-
cause this may not hold in some cases when 3, it is known
that 4 is desirable for the full column rank of the image
Jacobian [24].

The previous discussion shows that we can derive the vector
of the estimation error from image information and the
estimated value of the relative rigid body motion

(27)

where denotes the pseudo-inverse. Fig. 5 shows the relation
between the image information error and the estimation error

. Therefore, the estimation error can be exploited in the 3-D
visual feedback control law using image information obtained
from the camera. Hence, the nonlinear observer is constructed
by (17)–(19) and the estimation input , which can be deter-
mined from in (27) with an estimation gain in Section IV.

The estimation error system will be derived in the same way
as the basic representation for the visual feedback system. Dif-
ferentiating (20) with respect to time and using (7) and (17), we
obtain

(28)

Equation (28) represents the estimation error system.
Remark 3: Similar to the basic representation (7), if the target

object is static, then the estimation error system (28) satisfies
, where is a positive scalar and, hence,

preserves the passivity property of the basic representation.

IV. VISUAL FEEDBACK SYSTEM

A. Control Error System

Let us consider the dual of the estimation error system, which
we call the control error system, in order to establish the visual

feedback system. First, we define the control error as follows:

(29)

which represents the error between the estimated value and
the reference of the relative rigid body motion . It should be
remarked that the estimated relative rigid body motion equals
the reference one if and only if the control error is equal to the
identity matrix in matrix form, i.e., and iff

. Using the notation , the vector of the control
error is defined as

(30)

Note that 0 iff 0 and . The vector of
the control error can be made by the reference of the relative
rigid body motion and the estimated one directly, while the
vector of the estimation error must be obtained from the image
information.

The reference of the relative rigid body motion is assumed
to be constant in this paper, i.e., 0 and, hence, .
Thus, the control error system can be represented as

(31)

This is dual to the estimation error system. Similar to the esti-
mation error system, the control error system also preserves the
passivity property of the basic representation.

B. Passivity of Visual Feedback System

Combining (28) and (31), we construct the visual feedback
system as follows:

(32)

where

(33)

denotes the control input. For the design of the visual feedback
system, it is assumed that the camera velocity can be di-
rectly chosen. Let us define the error vector of the visual feed-
back system as

(34)

which consists of the control error vector and the estimation
error vector . It should be noted that if the vectors of the con-
trol error and the estimation error are equal to zero, then the
actual rigid body motion , the estimated relative rigid body
motion , and the reference motion coincide. Therefore, the
actual relative rigid body motion tends to the reference one
when 0.

Next, we show an important relation between the input and
the output of the visual feedback system.

Lemma 2: If 0, then the visual feedback system (32)
satisfies

(35)
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Fig. 6. Block diagram of the passivity of the visual feedback system. In this figure, the node performing between �g and g gives only a conceptual meaning, since
the difference between �g and g is defined as g = g �g 2 SE(3) and e is the vector form of g as defined in (30).

where is defined as

(36)

and is a positive scalar.
Proof: Consider the following positive definite function:

(37)

The positive definiteness of the function results from the
property of the error function . Differentiating (37) with re-
spect to time yields

(38)

Using the skew-symmetry of the matrices and , i.e.,

and

and substituting (32) into (38) yields

(39)

Integrating (39) from 0 to , we obtain

(40)

where is the positive scalar which only depends on the initial
states of and .

The block diagram of the passivity of the visual feedback
system is shown in Fig. 6.

Remark 4: Let us take as the input and as its output in
Fig. 6. Thus, Lemma 2 implies that the visual feedback system
(32) is passive from the input to the output as in the def-
inition in [23]. It should be noted that this property is triggered
by the relation of the basic representation for the visual feed-
back system (7) in Section II-B.

C. Visual Feedback Control and Stability Analysis

Based on the above passivity property of the visual feedback
system, we consider the following control law:

(41)

where and
are the positive gain matrices of , , and axes of the

translation and the rotation for the control error and the estima-
tion error, respectively.

Theorem 1: If 0, then the equilibrium point 0 for
the closed-loop system (32) and (41) is asymptotic stable.

Proof: In the proof of Lemma 2, we have already shown
that the time derivative of along the trajectory of the system
(32) is formulated as (39). Using the control input (41), (39) can
be transformed into

(42)

This completes the proof.
Theorem 1 shows Lyapunov stability for the visual feedback

system. If the camera velocity is decided directly, the control
objective is achieved by using the proposed control law (41).

V. PASSIVITY-BASED DYNAMIC VISUAL FEEDBACK CONTROL

A. Passivity of Dynamic Visual Feedback System

The dynamics of -link rigid robot manipulators can be
written as

(43)
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where , , and are the joint angle, velocity, and accelera-
tion, respectively, is the vector of the input torque, and
represents a disturbance input. is the manipu-
lator inertia matrix, is the Coriolis matrix and

is the gravity vector [25]. Equation (43) possesses
several important properties which will be used in the sequel.
The manipulator dynamics (43) is passive from to , that is

, where is a positive scalar. Moreover,
is skew-symmetric by defining using

the Christoffel symbols. The visual feedback system (32) and
the manipulator dynamics (43) will be connected by the pas-
sivity. This is the reason why we discussed with the persistence
of the passivity as mentioned in Remarks 1–4.

Now, we will construct a dynamic visual feedback system
by connecting the visual feedback system (32) and the manipu-
lator dynamics (43). First, we focus on the body velocity of the
camera , because it is concerned with the input of the visual
feedback system and the output of the manipulator dynamics.
Since the camera is mounted on the end-effector of the manip-
ulator in the eye-in-hand configuration, the body velocity of the
camera is given by

(44)

where is the manipulator Jacobian [21].
Next, we propose the control law for the manipulator as

(45)

where and represent the desired joint velocity and accel-
eration, respectively. is a matrix of known functions and is
a constant vector of inertia parameters. The first term in (45) is
the compensation of the nonlinear effects. The new input is
to be determined in order to achieve the control objective. Our
control law is based on the motion controller which is proposed
by Paden and Panja [26]. Although the desired joint angle and
velocity could be given in the motion control, they will not be
decided directly in the dynamic visual feedback system because
of the unknown motion of the target object. Thus, our control
law can not include the same position error as
their control law includes. Hence, we consider the novel feed-
back term which includes the control error
via the transposed Jacobian approach in Cartesian space [12],
[27].

We define the error vector with respect to the joint velocity of
the manipulator dynamics as

(46)

From the above discussion, we obtain the following error
dynamics:

(47)

Remark 5: It is well known that the manipulator dynamics,
(43) is passive from to with 0. Also, the error dynamics
is passive from the new input to the error of the joint velocity

with 0, if we assume 0.

Fig. 7. Block diagram of the manipulator dynamics and the auxiliary controller
with the desired camera velocity.

Moreover, we design the reference of the joint velocity based
on the relation between the camera velocity and the joint ve-
locity (44) as

(48)

where is the desired body velocity
of the camera which will be obtained from the visual
feedback system. The reference of the joint acceleration

can be calculated, because will
be proposed as afterward, and can be obtained
by , , , and . The block diagram of the manipulator
dynamics and the auxiliary controller with the desired camera
velocity is depicted in Fig. 7. If the velocity error is equal
to zero, then the body velocity of the camera achieves the
desired one .

Using (32) and (47), the visual feedback system with manip-
ulator dynamics (we call the dynamic visual feedback system)
can be derived as follows:

(49)

where . We define the state
and the disturbance of dynamic visual feedback system as

and , respectively.
Before constructing the dynamic visual feedback control law,

we derive an important lemma.
Lemma 3: If 0, then the dynamic visual feedback system

(49) satisfies

(50)

where

(51)

and is a positive scalar.
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Proof: Consider the following positive definite function:

(52)
Differentiating (52) with respect to time yields

(53)

Observing that the skew-symmetry of the matrices and ,
i.e.,

the previous equation along the trajectories of the system (49),
can be transformed into

(54)

Integrating (54) from 0 to , we obtain

(55)

where is a positive scalar that only depends on the initial states
of , , and .

Remark 6: The visual feedback system (32) satisfies the
passivity property as described in (35). It is well known
that the manipulator dynamics (43) also has the passivity.
These passivity properties are connected by the manipulator
Jacobian (44). In Lemma 3, the inequality (50) says that
the dynamic visual feedback system (49) is passive from
the input to the output

.

B. Dynamic Visual Feedback Control and Stability Analysis

We now propose the following control input for the intercon-
nected system:

(56)

where denotes the positive gain ma-
trix for each joint axis.

Theorem 2: If 0, then the equilibrium point 0 for
the closed-loop system (49) and (56) is asymptotic stable.

Proof: In the proof of Lemma 3, we have already derived
that the time derivative of along the trajectory of the system
(49) is formulated as (54). Using the control input (56) and (54)
can be transformed into

(57)

This completes the proof.
Considering the manipulator dynamics, Theorem 2 shows the

stability via Lyapunov method for the full 3-D dynamic visual
feedback system. It is interesting to note that stability analysis
is based on the passivity as described in (50). The block dia-
gram of the dynamic visual feedback control is shown in Fig. 8.
As depicted in Fig. 8, the block diagram of the dynamic visual
feedback system consists of a parallel connection of the visual
feedback system in Fig. 6 and the manipulator dynamics with
the auxiliary controller in Fig. 7 with the body velocity .

Because our proposed approach is based on the passivity,
other passivity-based motion control laws, e.g., the adaptive mo-
tion control [28], the robust control [29], the velocity observer
approach [26], and so on, can be applied to the dynamic visual
feedback system by straight forward extensions.

VI. -GAIN PERFORMANCE ANALYSIS

In this section, we utilize -gain performance analysis to
evaluate the tracking performance of the control scheme in the
presence of a moving target. The motion of the target object
is regarded as an external disturbance. Hence, our approach is
closely related to the so-called disturbance attenuation problem
[30]–[32].

In order to derive a simple and practical gain condition, we
redefine , where is a positive scalar.

Theorem 3: Given a positive scalar , assume

(58)

(59)

(60)

Then the closed-loop system (49) and (56) has -gain .
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Fig. 8. Block diagram of the dynamic visual feedback control.

Proof: Differentiating the positive definite function
defined in (52) along the trajectory of the closed-loop system
yields

(61)

By completing the squares, we have

(62)

where . Substituting the control input (56)
into (62), we obtain

(63)
It can be verified that the inequality

(64)

holds if is positive semi-
definite. Integrating (64) from 0 to and noticing ,
we have

(65)

From the Schur complement [33]

(66)

can be modified as the conditions (58)–(60) in Theorem 3.
Remark 7: The conditions (58)–(60) can be regarded as an

extension of the ones for the disturbance attenuation of the robot
motion control which are described in Proposition 3.1 [31], al-
though these are only sufficient conditions.

In this framework, can be considered as an indicator of the
tracking performance. Although we have discussed -gain
performance analysis for a simple case, which deals with the
disturbance attenuation problem, the proposed strategy can
be extended for the other types of generalized plants of the
dynamic visual feedback systems, e.g., an optimization
problem with -gain from the external disturbance to the

controlled output ( is an appropriate weight

matrix), similarly to the robot motion control.

VII. EXPERIMENTAL CASE STUDY

The manipulator used in the experiments (see Fig. 9), is
controlled by a digital signal processor (DSP) from dSPACE
Inc., which utilizes a power PC 750 running at 480 MHz.
Control programs are written in MATLAB and SIMULINK,
and implemented on the DSP using the Real-Time Workshop
and dSPACE Software which includes ControlDesk, Real-Time
Interface, and so on. A PULNiX TM-7EX camera was attached
at the tip of the manipulator. The video signals are acquired
by a frame grabber board PicPort-Stereo-H4D and an image
processing software HALCON. The sampling time of the con-
troller and the frame rate provided by the camera are 1 ms and
30 ft/s, respectively. Hence, the image information is renewed
every 33 ms. The control law is interpolated every 1 ms using
the most recent available data from the vision system. The
difference between the sampling rate of the robot control and
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Fig. 9. Experimental setup with 2-DOF manipulator.

of the image grabbing can be decreased by using commercially
available cameras with superior performance. The experimental
results on 2-DOF manipulator as depicted in Fig. 9, are shown
in order to understand our proposed method simply, though it
is valid for 3-D dynamic visual feedback systems.

We define the three coordinate frames as in Fig. 9. The target
object has four feature points that are projected onto the image
plane of the camera. The target is a virtual object, programmed
by using Virtual Reality Modeling Language (VRML) Toolbox
with Matlab and displayed on a liquid crystal display. In this
way, the position and orientation of the object are precisely
known and, although these data are not needed in the control
implementation, they can be used for subsequent analysis of the
stability and -gain performance of our controller.

A. Stability Analysis in Experiment

In this section, we present results for the stability analysis
with a static target object. The experiment is carried out with
the initial condition rad, rad,

m, rad,
m, rad. The desired relative

rigid body motion is m,
rad in these experiments.

The controller parameters for (56) were empirically selected
as , , , and

. The experimental results are shown in Figs. 10–13.
Note that the torque input is added to the manipulator after 0.5 s
for the safety measures which include the initialization of the
image processing. Figs. 10–12 illustrate the control error ,
the estimation error , and the velocity error , respectively.
In Figs. 10 and 11, we focus on the errors of the translations of

and and the rotation of , because the errors of the transla-
tion of and the rotations of and are zeros ideally on the
defined coordinates in Fig. 9. The norm of the state is shown
in Fig. 13. From these figures, the asymptotic stability can be
also confirmed experimentally.

B. -Gain Performance Analysis in Experiment

Next, we present experimental results for the -gain perfor-
mance analysis in the case of a moving target object. In par-
ticular, we consider the disturbance attenuation problem by re-
garding the target motion as the disturbance for the dynamic vi-
sual feedback system. The target object moves along a straight
line and a “Figure 8” motion as

Fig. 10. Control error in the case of the static target object.

Fig. 11. Estimation error in the case of the static target object.

Fig. 12. Velocity error in the case of the static target object.

depicted in Fig. 14. The circle means the start point of the target
object in these figures.

Here, we show a design procedure in order to assign the gains
for the disturbance attenuation problem of the dynamic visual
feedback system in the following.
Step 1) The control gain is suitably selected.
Step 2) The estimation gain satisfying the conditions (58)

and (59) is decided.
Step 3) The velocity gain satisfying the condition (60) is

chosen for a given .
Based on the design procedure, the following gains were se-

lected in order to confirm the adequacy of the -gain perfor-
mance for the dynamic visual feedback system in the following:
Gain A) 0.383, , 30,

;
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Fig. 13. Norm of the state in the case of the static target object.

Fig. 14. Trajectory of the target object. (a) Straight line. (b) Figure 8 motion.

Fig. 15. Control error in the target tracking: left side: with Gain A; right side:
with Gain B.

Gain B) 0.252, ,
, .

Figs. 15–17 show the control error , the estimation error
, and the velocity error for the target tracking, respectively.

The errors in the case of Gain A and B are shown in the left
side and the right one of these figures, respectively. In Fig. 18,
the top and bottom graph show the norm of the state in the
case of Gain A and B, respectively. The tracking performance
is improved for the smaller values of from Figs. 15–18. Thus,
the experimental results show that -gain is adequate for the
performance measure of the dynamic visual feedback control.

Finally, we compare the proposed control law with another
one. Since the previous work [17] presents the passivity-based
control for the 3-D dynamic visual feedback system which
includes the manipulator dynamics, we consider that the

Fig. 16. Estimation error in the target tracking: left side: with Gain A; right
side: with Gain B.

Fig. 17. Velocity error in the target tracking: left side: with Gain A; right side:
with Gain B.

Fig. 18. Norm of the state in the target tracking: top: with Gain A; bottom: with
Gain B.

comparison between the proposed method and the other one
[17] is significant. We design the control parameters such
that and

by the trial and error.
Specifically, we focus on the trajectories of the end-effector

and the target object, because the control objective of the vi-
sual feedback system is to track the moving target object in a
3-D workspace by image information. In Figs. 19–21, the solid
line and the dashed line are the trajectories of the tip of the
end-effector and the target object, respectively. Figs. 19 and
20 show the translation along the and axes, respectively.
Fig. 21 depicts the rotation along the -axis. The case of our
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Fig. 19. Trajectories of the translation along the x-axis: top: with proposed
control law; bottom: with another one.

Fig. 20. Trajectories of the translation along the y-axis: top: with proposed
control law; bottom: with another one.

Fig. 21. Trajectories of the rotation along the z-axis: top: with proposed control
law; bottom: with another one.

proposed method and the other one [17] are in the top graphs
and the bottom ones of Figs. 19–21, respectively. Both methods
can achieve the control objective, i.e., tracking for the moving
target object. The merits of the method in [17] is that the con-
trol law can be simply designed and implemented. Although our
proposed method is not as simple to design and implement, the
advantage is that the tracking performance in a 3-D workspace
is better as depicted in Figs. 19–21. Hence, we consider that
the difference in the definition of the error, i.e., defined in the
image plane or in a Cartesian space, affects the behavior of the
end-effector.

VIII. CONCLUSIONS

This paper investigates the dynamic visual feedback control
for 3-D target tracking. The main contribution of this paper is
to show that the dynamic visual feedback system preserves the
passivity of the visual feedback system. A passivity-based ob-
server is designed to estimate the rigid body motion from visual
measurements. Stability and -gain performance analysis for
the dynamic visual feedback system are discussed based on pas-
sivity and dissipative systems theory. Finally, experiment results
are presented to verify the stability and -gain performance of
the dynamic visual feedback system. Future problems to be ad-
dressed using this approach include the questions of global sta-
bility, visibility, and so on.
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