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Preface

This book is intended to serve as a comprehensive textbook of harmonic analysis with two
goals; the first is to present typical arguments for readers to feel the flavor of the real-variable
method. The other is to introduce various function spaces. Anyone that has even just scratched
the surface of the theory of integration, general topology and functional analysis can start this
book without much difficulty.

I wrote this book based on my teaching experience as well. The experience of my teaching
assistant at the University of Tokyo helped a lot.

Throughout this book, we usually place ourselves in Rd equipped with the Lebesgue measure.
However, after Chapter 11, we sometimes place ourselves in the setting of the probability space
(Ω,F , P ). My decision to deal with probability theory is to show that harmonic analysis has a
lot to do with probability theory.

I hope that this book will be of service to the students wishing to specialize in harmonic
analysis or who wish to scratch the surface of harmonic analysis. I intended to publish a book
that contains topics when he struggled to study in 2002 and 2003.

Yoshihiro Sawano, Sagamihara.

Acknowledgement

This book is originally based on a seminar given at the University of Tokyo, Graduate School
of Mathematical Sciences. However, after deciding to publish it, much content was added and
the new material is based mostly on other lectures given there.

Orientation of this book.
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In Chapter 1 we have selected some typical problems and shown the readers the flavor of
harmonic analysis.

After this bird’s-eye-view of this book, we shall briefly review Lebesgue spaces in Chapter
3. In Chapter, 4 we take up Schwartz distributions as a review of elementary Fourier analysis,
and collect some elementary topics of functional analysis in Chapter 5.

Chapter 7 is devoted to presenting elementary facts of maximal operator theories that are
frequently applied to analysis, in general. In Chapter 8, we investigate the boundedness prop-
erties of singular integral operators from many points of view. In Chapter 9, we integrate
Chapters 7 and 8 and investigate the Hardy-Littlewood maximal operator and singular integral
operators in more depth.

Chapter 11 deals with the theory of martingales. It is the author’s hope that the reader
will come to see that there is a close connection between harmonic analysis and probability
theory. Moreover, for the reader who is interested in only harmonic analysis, the discussion on
probability theory can be skipped. In Chapter 12 we consider ergodic theory as an application
of probability theory.

Chapter 14 deals with more specialized topics related to harmonic analysis, as well as we
review elementary notions such as resolvent sets and compact operators. This chapter deals with
the Bochner integral, semigroups and Banach algebra. Chapter 15 deals with more complicated
structures: the space of tempered distributions S ′(Rd) is a typical example of topological vector
spaces. As a concrete example, we present a theory of the distribution space D′(Ω) for open sets
Ω ⊂ Rd and take up topological linear spaces which cannot be endowed with any (quasi-)norm.
In Chapter 16 we reconsider interpolation, which somehow appeared in places like Chapters 7
and 8, and aim to develop a systematic theory of interpolation. Chapter 17 will serve as an
introduction to wavelet theory, as well as an example of the usage of the Calderón-Zygmund
theory. One of the purposes of this chapter is to consider the notion of basis.

Part 18 can be read independently of Part 13. In Chapter 19, we develop the ℓq-valued
extension. By Theorem 1.7 in Section 1, we know that

(0.1) ∥Mf∥Lp(T) ≤ cp ∥f∥Lp(T).
By “a vector-valued extension” we mean

(0.2)

∥∥∥∥∥∥∥
 ∞∑
j=1

Mfj
q

 1
q

∥∥∥∥∥∥∥
Lp(T)

≤ cp,q

∥∥∥∥∥∥∥
 ∞∑
j=1

|fj |q
 1

q

∥∥∥∥∥∥∥
Lp(T)

,

where 0 < q <∞. Here we modify (0.2) to define∥∥∥∥sup
j∈N

Mfj

∥∥∥∥
Lp(T)

≤ cp
∥∥∥∥sup
j∈N
|fj |
∥∥∥∥
Lp(T)

.

The aim of this chapter is to consider such extensions. In Chapter 20, we present a powerful tool
called the Littlewood-Paley theory. As well as the theory on Rd, we consider its counterpart to
probability theory, called the Burkholder-Gundy-Davis inequality.

In Part 21, we consider function spaces appearing in Fourier analysis and partial differential
equations. In actual analysis, such as investigation of a particular differential equation, it is not
enough to use the Sobolev spaceWm,p(Rd) withm ∈ N0 = {0, 1, 2, . . .} and 1 ≤ p ≤ ∞. We will
have to measure fractional order differentiability. In Chapter 23, we consider function spaces
carrying 1 or 2 parameters, while in Chapter 24, we exhibit some examples of applications
of our results from functional analysis, function spaces, Littlewood-Paley theory and theory of
singular integral operators. As an application of the maximal theory we take up the functions on
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R. There are many properties decribing the functions on R: monotonicity, convexity, Lipschitz
continuity, etc. Here covering lemmas that appeared in Chapter 7 play a crucial role. After
setting down the key properties of such functions, in particular convex functions, we take up
Orlicz spaces. We can say that the space Lp are made of the function φ(t) = tp, t > 0. From
this viewpoint Orlicz spaces reflect behavior near t = 0 and t = ∞. For example the Orlicz
spaces contain a class of the function space corresponding to min(t, t2).

Finally, in Part 26, we collect some other materials and supplement the topics in this book.
Chapter 27 contains some further facts on measure theory.

Exercise problems are scattered throughout this book but, most of them are presented with
some clues. Some problems are solved easily by re-examining or mimicking the proofs of other
theorems. However, the author expects the reader to solve them so that they can be familiar
with the arguments of harmonic analysis, more than just the statement of the propositions.
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Notations in this book.

Notation (Sets and set functions).

(1) We usually use the ℓ2-norm or the ℓ∞-norm to define a ball in Rd.
(2) The metric ball defined by ℓ2 is usually called a ball. We denote by B(x, r) the ball

centered at x of radius r. Given a ball B, we denote by c(B) its center and by r(B) its
radius. We write B(r) instead of B(o, r), where o := (0, 0, . . . , 0).

(3) By “cube” we mean a compact cube whose edges are parallel to the coordinate axes.
The metric ball defined by ℓ∞ is called a cube. If a cube has center x and radius r, we
denote it by Q(x, r). From the definition of Q(x, r), its volume is (2r)d. We write Q(r)
instead of Q(o, r). Given a cube Q, we denote by c(Q) the center of Q and by ℓ(Q) the
sidelength of Q: ℓ(Q) = |Q|1/d, where |Q| denotes the volume of the cube Q.

(4) Given a cube Q and k > 0, k Q means the cube concentric to Q with sidelength k ℓ(Q).
Given a ball B and k > 0, we denote by k B the ball concentric to B with radius k r(B).

(5) Let E be a measurable set. Then we denote its indicator function by χE . If E has
positive measure and E is integrable over f , then denote by mE(f) the average of f
over E. |E| denotes the volume of E.

(6) If we are working on Rd, then B denotes the set of all balls in Rd, while Q denotes the
set of all cubes in Rd. Be careful because B can be used for a different purpose: When
we are working on a measure space (X,B, µ), then B stands for the set of all Borel sets.

(7) The symbol ♯A means the cardinality of the set A.
(8) A family of sets {Xλ}λ∈Λ is said to be almost disjoint, if there exists a constant c > 0

depending only on the underlying space X so that

(0.3)
∑
λ∈Λ

Xλ ≤ c.

(9) The symbol 2X denotes the set of all subsets in X.
(10) Let X be a topological space. Then KX is the set of all compact subsets of X, and OX

is the set of all open subsets of X.
(11) The set I(R) denotes the set of all closed intervals in R.

Notation (Numbers).

(1) Let a ∈ R. Then write a+ := max(a, 0) and a− := min(a, 0). Correspondingly, given
an R-valued function f , f+ and f− are function given by f+(x) := max(f(x), 0) and
f−(x) := min(f(x), 0), respectively.

(2) Let a, b ∈ R. Then denote a ∨ b = max(a, b) and a ∧ b = min(a, b). Correspond-
ingly, given R-valued functions f, g, f ∨ g and f ∧ g are functions given by f ∨ g(x) =
max(f(x), g(x)) and f ∧ g(x) = min(f(x), g(x)), respectively.

(3) Let A,B ≥ 0. Then A ≲ B means that there exists a constant C > 0 such that
A ≤ CB, where C depends only on the parameters of importance.

(4) We define

(0.4) N := {1, 2, . . .}, Z := {0,±1,±2, . . .}, N0 := {0, 1, . . .}.
(5) We denote by K either R or C, the coefficient field under consideration.

Notation (Function spaces).

(1) Let X be a Banach space. We denote its norm by ∥·∥X . However, we sometimes denote
the Lp(µ)-norm of functions by ∥ · ∥p.

(2) Let Ω be an open set in Rd. Then C∞
c (Ω) denotes the set of smooth function with

compact support in Ω.
(3) Let 1 ≤ j ≤ d. The symbol xj denotes not only the j-th coordinate but also the

function x = (x1, . . . , xd) 7→ xj .
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(4) Suppose that {fj}j∈N is a sequence of measurable functions. Then we write

(0.5) ∥fj∥Lp(ℓq) :=

∫
Rd

 ∞∑
j=1

|fj(x)|q


p
q

dx


1
p

, 0 < p, q ≤ ∞.

(5) We denote uninteresting positive constants by c. Even if they are different we denote
them by the same letter. Therefore the inequality 2c ≤ c makes sense.

(6) The space L2(Rd) is the Hilbert space of square integrable functions on Rd whose inner
product is given by

(0.6) ⟨f, g⟩ =
∫
Rd
f(x) · g(x) dx.

(7) In view of (0.6), the inner product of L2(Rd), it seems appropriate that we define the
embedding L1

loc(Rd) ∩ S ′(Rd) ↪→ S ′(Rd) by:

(0.7) f ∈ L1
loc(Rd) ∩ S ′(Rd) 7→ Ff :=

[
g ∈ S(Rd) 7→

∫
Rd
g(x)f(x) dx

]
.

However, in order that f 7→ Ff be linear, we shall define it later by:

(0.8) f ∈ L1
loc(Rd) ∩ S ′(Rd) 7→ Ff :=

[
g ∈ S(Rd) 7→

∫
Rd
g(x)f(x) dx

]
.

(8) Let E be a measurable set and f be a measurable function with respect to the Lebesgue

measure. Then denote mE(f) :=
1

|E|

∫
E

f .

(9) Let 0 < η < ∞, E be a measurable set, and f be a positive measurable function with

respect to the Lebesgue measure. Then denote m
(η)
E (f) := mE(f

η)
1
η .

(10) Let 0 < η <∞. We define the powered Hardy-Littlewood maximal operator M (η) by

(0.9) M (η)f(x) := sup
R>0

(
1

|B(x,R)|

∫
B(x,R)

|f(y)|η dy

) 1
η

.

(11) For x ∈ Rd, we define ⟨x⟩ :=
√
1 + |x|2.

(12) The space C denotes the set of all continuous functions on Rd.
(13) The space BC(Rd) denotes the set of all bounded continuous functions on Rd.
(14) The space BUC(Rd) denotes the set of all bounded uniformly continuous functions on

Rd.
(15) Occasionally we identify the value of functions with functions. For example sinx denotes

the function on R defined by x 7→ sinx.
(16) Given a Banach space X, we denote by X∗ its dual space. The set X1 is the closed

unit ball in X.
(17) Let µ be a measure on a measure space (X,B, µ). Given a µ-measurable set A with

positive µ-measure and a function f , we denote mQ(f) = 1
µ(A)

∫
A
f(x) dµ(x). Let

0 < η <∞. Then define m
(η)
Q (f) = mQ(f

η)
1
η whenever f is positive.

(18) For x ∈ Rd, we define Qx to be the set of all cubes containing x. Given a measurable
function, Mf denotes the uncentered Hardy-Littlewood maximal operator and M ′f
denotes the centered Hardy-Littlewood maximal operator.

Mf(x) := sup
Q∈Qx

mQ(|f |),

M ′f(x) := sup
r>0

mQ(x,r)(|f |).

(19) If notational confusion seems likely, then we use [ ] to writeMf(x) =M [f ](x), Fφ(ξ) =
F [φ](ξ), etc.
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Finally, we admit the choice of axiom. We remark that it is equivalent to admiting that∏
λ∈Λ

Kλ is compact whenever we are given a collection of compact sets {Kλ}λ∈Λ.
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Part 1. A bird’s-eye-view of this book

What is harmonic analysis ? Roughly speaking:

(1) To study the property of the Fourier series and the Fourier transform.
(2) To study the property of integral transforms in general.
(3) To study the behaviour of functions.

In this chapter, we shall make a quick overview of the main ideas used throughout this book. As
a starting material, we take up the Dirichlet problem on the unit disk D := {z ∈ C : |z| < 1} in
the complex plane C and shall start by introducing about what a harmonic analytic argument
looks like.

1. Introduction

Although this section is meant for those who have learnt about complex analysis, the
Lebesgue integral and functional analysis, it should not be too difficult for those we are ac-
quainted with these fields. The results in this section will not be used later : we wish only to
describe the key ideas of this book. From Chapter 3 we get into the main theory of this field,
but Chapter 1 will help us to get into the remaining parts.

1.1. Maximal operator on ∂D.

First let us recall the Dirichlet problem on the complex plane C:

(1.1)

{
−∆u = 0 on D,
u|∂D = f on ∂D,

where f is a given function and ∂D is the boundary of the unit disk on the complex plane C,
that is, ∂D := {z ∈ C : |z| = 1}. The unknown is the function u : D → C. Of course, it is
ideal that −∆u exists in the sense of the usual partial derivative. For example, in engineering,
it is not preferable that we consider the weak solution. This is why we prefer to postulate that
u ∈ C2(D). From this point of view, it is natural that f ∈ C(∂D). Thus, a natural conclusion
for (1.1) is the following:

Theorem 1.1. Given f ∈ C(∂D), we can find a unique solution u ∈ C2(D) ∩ C(D) of (1.1).

Outline of the proof. To prove the uniqueness, we use, for example, the maximum principle. For
details, we refer to [2, 50]; we shall not go into the details because it is not of much importance
in this chapter.

To prove the existence, it turns out that we can write the solution out in full :

(1.2) u(z) =
1

2π

∫ 2π

0

f(eiθ)
1− |z|2

|z − eiθ|2
dθ, z ∈ D.

Observe that the function u inherits harmonicity from the kernel z ∈ C 7→ 1− |z|2

|z − eiθ|2
∈ R.

Up to this point, we have made a very quick review of the proof of uniqueness and harmonicity
of the constructed solution (1.2). The interested reader may find it worthwhile to fill in the
details by themselves.
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However, they are not what we want to shed light on. Indeed, we are left with the task
of showing the boundary condition, for which give a detailed proof. It suffices to estimate
|u(z)− f(eiθ0)| for fixed θ:

Let 0 < η <
π

6
be fixed. Since f(eiθ0) =

1

2π

∫ 2π

0

f(eiθ0)
1− |z|2

|z − eiθ|2
dθ, it follows that:

|u(z)− f(eiθ0)|

≤ 1

2π

∫ 2π

0

|f(eiθ)− f(eiθ0)| 1− |z|
2

|z − eiθ|2
dθ

=
1

2π

∫ θ0+η

θ0−η
|f(eiθ)− f(eiθ0)| 1− |z|

2

|z − eiθ|2
dθ +

1

2π

∫ θ0−η

θ0−π
+

∫ θ0+π

θ0+η

|f(eiθ)− f(eiθ0)| 1− |z|
2

|z − eiθ|2
dθ

≤ 1

2π

(
sup

θ∈[θ0−η,θ0+η]
|f(eiθ)− f(eiθ0)|

)∫ θ0+η

θ0−η

1− |z|2

|z − eiθ|2
dθ +

4(1− |z|)
|1− eiη|2

sup
w∈∂D

|f(w)|

≤ sup
θ∈[θ0−η,θ0+η]

|f(eiθ)− f(eiθ0)|+ 4(1− |z|)
|1− eiη|2

sup
w∈∂D

|f(w)|.

Letting z → eiθ0 , we obtain

(1.3) lim sup
z∈D→eiθ0

|u(z)− f(eiθ0)| ≤ sup
θ∈[θ0−η,θ0+η]

|f(eiθ)− f(eiθ0)|.

Since ∂D is compact, f is uniformly continuous. Therefore, letting η ↓ 0, we obtain

(1.4) lim
z∈D→eiθ0

|u(z)− f(eiθ0)| = 0.

□

Exercise 1. Show that the function u given by (1.2) is harmonic.

We are now happy because (1.1) was solved completely. However, after learning partial
differential equations, we come to feel that perhaps the function space C(∂D) is not so good.
Instead, L2(∂D) seems to be a nice candidate for the space of initial data. More advanced
learners may feel it is still good to replace C(∂D) with the Hölder class; the Hölder class is not
taken up in this part, but it will appear later in this book. Furthermore in view of (1.2) we are
tempted to make an excursion to other function spaces, say L1(∂D), L2(∂D) and L∞(∂D). Let
1 ≤ p <∞. We say that f ∈ Lp(∂D) if

∥f∥Lp(∂D) =
(∫ 2π

0

|f(eiθ)|p dθ
)1/p

<∞.

When p = ∞, just let us say that Lp(∂D) is the set of all essentially bounded functions. The
problem is that in these function spaces, we are considering some equivalence relation, that is,
we disregard the difference for the set of Lebesgue measure 0, so the boundary problem (1.1)
does not make sense. However, it is still possible for (1.1) to make sense by stopping identifying
the functions as above.

A skillful use of maximal operators, defined just below (see (1.7)), will lead us to the following
theorem:

Theorem 1.2. Suppose that f ∈ L1(∂D) and that u : D → C is defined for t ∈ ∂D by (1.1).
Then we have

(1.5) lim
r↑1

u(r t) = f(t) for a.e. t ∈ ∂D.
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Before we come to the proof of this theorem, let us make some preparatory observations.
First, letting t = eiθ, we write u(r eiθ0) out in full:

(1.6) u(r eiθ0) =
1

2π

∫ 2π

0

1− r2

|1− r ei(θ−θ0)|2
f(eiθ) dθ =

1

2π

∫ π

−π

1− r2

|1− r eiθ|2
f(ei(θ+θ0)) dθ.

If we just look at it, there is no way to proceed further. However, the Hardy-Littlewood maximal
operator paves a way: For a measurable function f , let us define the Hardy-Littlewood maximal
function Mf , which is a function of t ∈ ∂D, by

(1.7) Mf(t) := sup

{
1

|I|

∫
I

|f(y)| dy : t ∈ I ⊂ ∂D
}

where I runs over all closed intervals in ∂D containing t. The mappint f 7→ Mf is referred to
as the Hardy-Littlewood maximal operator. Then, from (1.6), we have

(1.8) |u(r eiθ)| ≤ 1

2π

∫ π

−π
|f(ei(θ+θ0))| 1− r2

|1− r eiθ|2
dθ.

An elementary calculation shows |1−r t|2 = 1+r2−2 cos θ, so if we let Pr(θ) :=
1− r2

2π|1− r eiθ|2
,

then an approximation procedure gives us a sequence of functions {Pr,N}N∈N of the form

(1.9) Pr,N =
2N∑
j=1

aj,N χ[−j 2−N ,j 2−N ]

with aj,N ≥ 0 and Pr,N (θ) ↑ Pr(θ). Inserting (1.9) to (1.8), we obtain

(1.10) |u(r eiθ0)| ≤ lim
N→∞

∫ π

−π
|f(ei(θ+θ0))|Pr,N (θ) dθ ≤Mf(t).

Let us summarize (1.10) as a lemma. Here and below given a function F and a measurable set

E, let us write {t ∈ ∂D : F > λ} = {F > λ},
∫
E

F (t) dt =

∫
E

F for simplicity. From (1.10) we

obtain the following pointwise estimate.

Lemma 1.3. Let f ∈ L1
loc(∂D) and define:

(1.11) Mf(t) := sup

{
1

|I|

∫
I

|f(s)| ds : t ∈ I ⊂ ∂D
}

t ∈ ∂D,

where I runs over all closed intervals in ∂D containing t. Then;

(1.12) |u(r t)| ≤Mf(t) (r ∈ (0, 1), t ∈ ∂D).

Now we need information of the operator M . To see this, since M is defined by using
intervals on ∂D, it will be helpful to summarize a key property of intervals on ∂D.

Lemma 1.4 (A special geometric structure of intervals in ∂D). Suppose that {Iλ}λ∈Λ is a
finite family of intervals in ∂D. Then we can select Λ0 ⊂ Λ so that:

(1.13) χ∪
λ∈Λ Iλ

≤
∑
λ∈Λ0

χIλ ≤ 2.

Let us clarify what the conclusion (1.13) says. First, the left inequality says {Iλ}λ∈Λ0 and
{Iλ}λ∈Λ covers exactly the same set. Next, the right inequality says the overlapping at each
point never exceeds 2. With this observation in mind, let us prove Lemma 1.4.
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Proof. Suppose that we are given three intervals I1, I2, I3 meeting in a point. Then one of
them is not necessary because the remaining two intervals cover it. The proof can be obtained
and is easy to understand, once we notice this geometric observation. If there is a superfluous
interval, we have only to throw it away. By induction on the number of intervals we can prove
the proposition. □

Now we prove the following boundedness property of M , which is called the weak-(1, 1)
boundedness of M .

Theorem 1.5. For all f ∈ L1(∂D) we have

(1.14) | {Mf > λ } | ≤ 2

λ

∫
∂D
|f(t)| dt.

Proof. By the inner regularity of the Lebesgue measure, we have only to prove

(1.15) |K| ≤ 2

λ

∫
∂D
|f(t)| dt

for any compact set K contained in {Mf > λ}.

From the definition of M , if t ∈ ∂D satisfies Mf(t) > λ, then there exists an interval I

containing t such that
1

|I|

∫
I

|f(s)| ds > λ. By compactness of K, together with Lemma 1.4,

we can find I1, I2, . . . , Ik so that

χK ≤
k∑
j=1

χIj ≤ 2,
1

|Ij |

∫
Ij

|f(s)| ds > λ, j = 1, 2, . . . , k.

Thus, we have

(1.16) |K| ≤
k∑
j=1

|Ij | ≤
1

λ

∫
Ij

|f(s)| ds ≤ 2

λ

∫
∂D
|f(s)| ds.

This is the inequality we wish to prove. □

With (1.14) in mind, let us prove the following theorem concerning with the boundary value
of (1.1).

Theorem 1.6. Let f ∈ L1(∂D). Then we have:

(1.17) lim
r↑1

u(r t) = f(t) a.e. t ∈ ∂D.

Proof. , Observe that what we have to prove can be rephrased as follows : The set

(1.18) Eε :=

{
t ∈ ∂D : lim sup

r↑1
|u(r t)− f(t)| > 0

}

has measure 0 in terms of lim sup. However, since (0,∞) =
∞∪
j=1

(j−1,∞), it suffices to establish

that: ∣∣∣∣∣
{
t ∈ ∂D : lim sup

r↑1
|u(r t)− f(t)| > ε

}∣∣∣∣∣ = 0
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for ε > 0 by virtue of the monotonicity of the measures. However, as is easily verified, (1.12) is
true if f is continuous. As a consequence:{

t ∈ ∂D : lim sup
r↑1

|u(r t)− f(t)| > ε

}
=

{
t ∈ ∂D : lim sup

r↑1
|(u− v)(r t)− (f − g)(t)| > ε

}
,

where v is a solution corresponding to the initial value of g ∈ C(∂D). If we invoke the Hardy-
Littlewood maximal operator control for f − g instead of f , we obtain

(1.19) |u(r t)− v(r t)| ≤M [f − g](t).

Therefore, it follows that∣∣∣∣∣
{
t ∈ ∂D : lim sup

r↑1
|u(r t)− f(t)| > ε

}∣∣∣∣∣ ≤ |{M [f − g] + |f − g| > ε}| .(1.20)

The set in the right-hand side is contained in the union of
{
M [f − g] > ε

2

}
and

{
|f − g| > ε

2

}
.

One convenient way to check this is to observe that

(1.21) M [f − g](t) + |f(t)− g(t)| ≤ ε,

whenever M [f − g](t) ≤ ε

2
and |f(t) − g(t)| ≤ ε

2
. (Note that (1.21) follows immediately from

the definition of sup and the triangle inequality.)

Now we note that

(1.22)
∣∣∣{ |f − g| > ε

2

}∣∣∣ = ∫
{ 2|f−g|>ε}

1 ds ≤ 2

ε
∥f − g∥1,

because 1 ≤ 2

ε
|f − g| on the set { 2|f − g| > ε} . By virtue of the Hardy-Littlewood maximal

inequality (1.14) established above, we obtain

(1.23)
∣∣∣{M [f − g] > ε

2

}∣∣∣ ≤ 4

ε
∥f − g∥1.

Putting (1.20)–(1.23) together, we conclude∣∣∣∣∣
{
t ∈ ∂D : lim sup

r↑1
|u(r t)− f(t)| > ε

}∣∣∣∣∣ ≤ 6

ε
∥f − g∥1

for all continuous functions g. Since g ∈ C(∂D) is arbitrary and the set of all continuous
functions forms a dense subset in L1(∂D), it follows that:

(1.24)

∣∣∣∣∣
{
t ∈ ∂D : lim sup

r↑1
|u(r t)− f(t)| > ε

}∣∣∣∣∣ = 0.

This is the result we wish to prove. □

Before we conclude this section let us provide some supplemental information on the Hardy-
Littlewood maximal operator M .

Theorem 1.7. Let 1 < p ≤ ∞. Then we have

(1.25) ∥Mf∥p ≤
(

4p

p− 1

) 1
p

∥f∥p

for all f ∈ Lp(∂D).
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Proof. First, let us fix t ∈ ∂D. Then we have

(1.26) Mf(t)p =

∫ Mf(t)

0

p λp−1 dλ

thanks to the fundamental theorem of calculus. Seemingly, (1.26) yields nothing, but with the
help of Fubini’s theorem, we are led to an expression where the level set {Mf > λ} appears:

(1.27) ∥Mf∥pp =
∫
∂D

(∫ Mf(t)

0

p λp−1 dλ

)
dt =

∫
∂D

(∫ ∞

0

p λp−1χ{Mf>λ}(t, λ) dλ

)
dt.

If we change the order of integration by using the Fubini theorem and we factor out the function
independent of t, then the distribution function, which we have considered in Theorem 1.5,
appears.

(1.28)

∫
∂D

(∫ ∞

0

p λp−1χ{Mf>λ}(t, λ) dλ

)
dt =

∫ ∞

0

p λp−1| {Mf > λ} | dλ.

Recall that | {Mf > λ} | is exactly the right-hand side of Theorem 1.5, which is bounded by
2

λ
∥f∥1. However, it turns out that direct usage of this inequality directly will not work. The

crux of the proof is to combine Theorem 1.5 and the L∞(∂D)-boundedness of M , which we
have not been alluding to, for each λ. To be precise, observe that

{Mf > λ} = {M [χ{ |f |>λ/2}f + χ{ |f |≤λ/2}f ] > λ} ⊂ {M [χ{ |f |>λ/2}f ] +M [χ{ |f |≤λ/2}f ] > λ},
by virtue of the subadditive inequality

(1.29) M [F +G] ≤MF +MG.

Since the maximal operator M deals with the average of the functions,

M [χ{ |f |≤λ/2}f ] ≤
λ

2

holds. The estimate is called the L∞(∂D)-boundedness. Thus, it follows that
(1.30) {Mf > λ} ⊂ {M [χ{ |f |>λ/2}f ] > λ/2}.
Now we invoke the Hardy-Littlewood maximal inequality (1.14) obtained above. Then we
obtain the key estimate which is valid for our present situation.

(1.31) | {Mf > λ} | ≤ 4

λ
∥χ{ |f |>λ/2}f∥1.

If we insert this key inequality, then it follows that

(1.32) ∥Mf∥pp ≤ 4p

∫ ∞

0

λp−2

(∫
∂D
χ{ |f |>λ/2}(λ, t)|f(t)| dt

)
dλ.

Changing the order of integrations once more, we are led to

(1.33) 4p

∫ ∞

0

λp−2

(∫
∂D
χ{ |f |>λ/2}(λ, t)|f(t)| dt

)
dλ = 4p

∫
∂D

(
|f(t)|

∫ |f(t)|

0

λp−2 dλ

)
dt.

Since we are assuming p > 1, the integral∫ |f(t)|

0

λp−2 dλ =
1

p− 1
|f(t)|p−1.

is finite for a.e. t ∈ ∂D.

Thus, inserting (1.33) to (1.32), we finally see

(1.34) ∥Mf∥pp ≤
4p

p− 1
∥f∥pp.

□
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Exercise 2. Prove (1.29).

1.2. Conjugate functions on ∂D.

In this section, we take up the Hilbert transform on ∂D, which is concerned indirectly with
the Fourier series. In the previous subsection, we dealt with harmonic functions with boundary
value given beforehand: now, we shall consider their harmonic conjugate.

Definition 1.8 (Harmonic conjugate). Let Ω be a domain in C. Then the harmonic conjugate
of the harmonic function u : Ω → C is a harmonic function v : Ω → C such that u + iv is
holomorphic.

Since D is simply connected, we see that, for any u which is harmonic on D, its harmonic
conjugate always exists. For details we refer to [2, 50]. It is not so hard to see that two different
harmonic conjugates differ by an additive constant, if we use the maximal principle and so on.
In what follows, we say that the conjugate function v is canonical if v(0) = 0.

In this section, starting from a boundary function f : ∂D → C, we consider its harmonic
extension u given by (1.1) and then the harmonic conjugate v of u. We are now going to show

Theorem 1.9. The boundary value of v exists almost everywhere and belongs to Lp(∂D),
provided f ∈ Lp(∂D).

L2(∂D)-boundedness by way of Fourier series. The case when p = 2 is considerably easy

and transparent. We begin with starting a canonical value.

Proposition 1.10. The mapping f 7→ f̃ , taking f to the boundary value of the canonical
conjugate function, is L2(∂D)-bounded.

Proof. We shall calculate Ẽk, where Ek(e
iθ) = eikθ by expanding the kernel. The result is:

2 sin θ

1− 2r cos θ + r2
=

z − z̄
i(1− z)(1− z̄)

=
z − z̄
i

∞∑
j,k=0

zj z̄k =
1

i

 ∞∑
j,k=0

zj+1 z̄k −
∞∑

j,k=0

zj z̄k+1

 .

Here, we used |z| < 1 to obtain the absolute convergence of the series. We write z = r eiθ.
Then:

(1.35)
2 sin θ

1− 2r cos θ + r2
= i

 ∞∑
j=1

zj −
∞∑
j=1

z̄j

 .

Since

∫ 2π

0

eijρ · eik(θ−ρ) dρ = 2πδjk · eikθ, it follows that

(1.36) Ẽk =

{
Ek, ≥ 1,

−Ek, k ≤ −1.

Let us denote

sign(k) :=


1, k ≥ 1,

−1, k ≤ −1,
0 k = 0.
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Since any f ∈ L2(∂D) can be expressed as f =
∞∑

k=−∞

ak Ek with ∥{ak}∞k=−∞∥2 = 1
2π∥f∥2, we

conclude that:

(1.37) f =
∞∑

k=−∞

ak Ek ∈ L2(∂D) 7→ f̃ =
∞∑

k=−∞

sign(k)ak Ek ∈ L2(∂D)

is bounded. □

1.3. Alternate version of L1(∂D)-boundedness and Calderón-Zygmund operators. In
this section, we shall prove a kind of L1(∂D)-boundedness. In order to explain what we mean,
consider the following:

Definition 1.11 (Dyadic interval on ∂D).

(1) Let l ∈ N0. Let the integer k satisfy 0 ≤ k < 2l. Define Ik,l as the arc connecting pk,l
and pk,l+1, where pk,l = exp(2πik 2−l) ∈ ∂D. Define Dl := {Ik,l : 0 ≤ k ≤ 2l}.

(2) Let f ∈ L1(∂D) and l ∈ N0. Then define

(1.38) Elf := El[f ] :=
2l∑
k=1

mIk,l(f) · χIk,l , l ∈ Zd, Mdyadicf(t) := sup
l∈N

El[|f |](t).

Lemma 1.12. Suppose that λ > 0 satisfies

(1.39) λ >
1

|∂D|

∫
∂D
|f(t)| dt.

Then there exist disjoint dyadic intervals I1, I2, . . . , Ik, . . . such that the following are satisfied:

{Mdyadicf > λ} =
∞∪
j=1

Ik,(1.40)

λ ≤ 1

|Ik|

∫
|Ik|

Mdyadicf(t) ds ≤ 2λ.(1.41)

Proof. By definition of the dyadic maximal operator, ifMdyadicf(t) > λ, we can choose a dyadic
interval It such that

1

|It|

∫
It

|f(s)| ds > λ.

If It is not maximal, that is, there exists another dyadic interval J strictly larger than It such

that
1

|J |

∫
J

|f(s)| ds > λ, then replace It with J . Thus, if we replace It with a larger one, then

we may assume

1

|It|

∫
It

|f(s)| ds ≤ 2λ;

as a result, (1.41) is satisfied. A geometric observation shows (1.40). □

We decompose the functions into the good part and the bad part.
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Definition 1.13 (Good part and bad part of functions). Keeping the same notation as in
Lemma 1.12, define:

bk(t) :=

(
f(t)− 1

|Ik|

∫
|Ik|

f(s) ds

)
χIk(t) (t ∈ ∂D),

b(t) :=
∑
k

bk(t) (t ∈ ∂D),

g(t) := f(t)− b(t) (t ∈ ∂D)
for k ∈ N.

Lemma 1.14. We have |f(t)| ≤Mdyadicf(t) for almost every t ∈ ∂D.

Proof. Assume that f is continuous. It is elementary to prove that:

(1.42) f(t) = lim
I∈D
I↓t

1

|I|

∫
I

|f(s)| ds for all t ∈ ∂D,

where lim
I∈D
I↓t

is a symbolical notation meaning that, for every ε > 0, there exists a dyadic interval

I0 containing t such that

∣∣∣∣ 1|I|
∫
I

f(s) ds− f(t)
∣∣∣∣ < ε, whenever I ⊂ I0 is a dyadic interval

containing t.

Let us pass to the general case. Fix f ∈ L1(∂D). Then, our strategy is to prove that:

(1.43) Eε,f :=

t ∈ ∂D : lim sup
I∈D
I↓t

∣∣∣∣ 1|I|
∫
I

f(s) ds− f(t)
∣∣∣∣ > ε


has zero Lebesgue measure for all ε > 0. Choose g ∈ C(∂D) arbitrarily. As we have seen above,
g satisfies

(1.44) g(t) = lim
I∈D
I↓t

1

|I|

∫
I

g(s) ds for all t ∈ ∂D.

Therefore, it follows that

(1.45) Eε,f = Eε,f−g.

Next, we claim that

(1.46) Eε,f−g ⊂

t ∈ ∂D : lim sup
I∈D
I↓t

∣∣∣∣ 1|I|
∫
I

(f − g)(s) ds
∣∣∣∣ > ε

2

 ∪ { |f − g| > ε

2

}
To see this, suppose that t ∈ ∂D does not belong to the right-hand side; i.e, assume that t
satisfies

lim sup
I∈D
I↓t

∣∣∣∣ 1|I|
∫
I

(f − g)(s) ds
∣∣∣∣ ≤ ε

2

and that

|f(t)− g(t)| ≤ ε

2
.

Then we have

lim sup
I∈D
I↓t

∣∣∣∣ 1|I|
∫
I

(f(u)− g(u)) du− (f(t)− g(t))
∣∣∣∣ ≤ ε,

establishing (1.46).
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Putting together (1.45) and (1.46), we obtain

|Eε,f | ≤

∣∣∣∣∣∣
t ∈ ∂D : lim sup

I∈D
I↓t

∣∣∣∣ 1|I|
∫
I

(f − g)(s) ds
∣∣∣∣ > ε

2


∣∣∣∣∣∣+
∣∣∣{ |f − g| > ε

2

}∣∣∣ .
We estimate the first term on the right-hand side by the Hardy-Littlewood maximal operator
M and use the weak-(1, 1) boundedness :

|Eε,f | ≤
∣∣∣{M [f − g] > ε

2

}∣∣∣+ ∣∣∣{ |f − g| > ε

2

}∣∣∣ ≤ 6

ε
∥f − g∥1.

Since g ∈ C(∂D) is arbitrary, we see that |Eε,f | = 0. From this, we deduce that:

(1.47) f(t) = lim
I∈D
I↓t

1

|I|

∫
I

f(s) ds for almost all t ∈ ∂D.

Proceeding in the same way, we obtain that |f(t)| ≤Mdyadicf(t) if t ∈ ∂D satisfies (1.47). □

Now that Lemma 1.14 has been proved, the following is immediate:

Corollary 1.15. Using the notation for Lemma 1.14, one has |g(t)| ≤ 2λ for almost every
t ∈ ∂D.

Proof. If t ∈ Qj for some j, then

(1.48) g(t) =

∣∣∣∣∣ 1

|Ij |

∫
Ij

f(s) ds

∣∣∣∣∣ ≤ 1

|Ij |

∫
Ij

|f(s)| ds ≤ 2λ.

If t belongs to none of the Ij ’s, then this means

(1.49) Mdyadicf(t) ≤ λ.
Consequently, applying Lemma 1.14, we obtain |g(t)| ≤Mdyadicf(t) ≤ 2λ. □
Exercise 3. Prove (1.49).

Theorem 1.16 (Riesz, 1927). There exists c > 0 such that:

(1.50)
∣∣∣{f̃ > λ

}∣∣∣ ≤ c

λ
∥f∥L1(D)

for every λ > 0 and f ∈ L1(∂D) ∩ L2(∂D), and:

(1.51) ∥f̃∥Lp(∂D) ≤ c∥f∥Lp(∂D)
for every λ > 0 and f ∈ Lp(∂D) ∩ L2(∂D).

Proof. Observe that we can assume
1

|∂D|

∫
∂D
|f(s)| ds > λ. For, if not, then we have:

(1.52)
∣∣∣{f̃ > λ

}∣∣∣ ≤ |∂D| ≤ 1

λ
∥f∥1.

Thus, let us assume
1

|∂D|

∫
∂D
|f(s)| ds > λ and let f = g+b as above. Observer that

4

λ2
≤ |g̃(t)|2

if t ∈ ∂D satisfies |g̃(t)| > λ

2
. Thus,

(1.53)
∣∣∣{|f̃ | > λ

}∣∣∣ ≤ ∣∣∣∣{|g̃| > λ

2

}∣∣∣∣+ ∣∣∣∣{|b̃| > λ

2

}∣∣∣∣ ,
and:

(1.54)

∣∣∣∣{|g̃| > λ

2

}∣∣∣∣ ≤ 4

λ2

∫
∂D
|g̃(t)|2 dt.



26 YOSHIHIRO SAWANO

Now that g̃ is L2(∂D)-bounded, we have

(1.55)
4

λ2

∫
∂D
|g̃(s)|2 ds ≤ c

λ2

∫
∂D
|g(s)|2 ds.

Since |g(t)| ≤ 2λ for a.e. t ∈ ∂D, it follows from (1.55) that

(1.56)
1

λ2

∫
∂D
|g(t)|2 dt ≤ 2

λ

∫
∂D
|g(t)| dt.

Finally let us recall how g was constructed : g was obtained by taking the average of f on each
interval Ik, and g remains intact outside such intervals. Therefore,

(1.57)

∫
∂D
|g(t)| dt ≤

∫
∂D
|f(t)| dt.

Putting together (1.54), (1.56) and (1.57), we finally have:

(1.58)

∣∣∣∣{ |g̃| > λ

2

}∣∣∣∣ ≤ c

λ

∫
∂D
|g(t)| dt.

Turning to the estimate for b, we first separate the influence of the intervals {Ik}k.

(1.59)

∣∣∣∣{ |b̃| > λ

2

}∣∣∣∣ ≤∑
k

|2Ik|+

∣∣∣∣∣
(
∂D \

∪
k

2Ik

)
∩
{
|b̃| > λ

2

}∣∣∣∣∣ .
Here, 2Ik is the double of Ik which is concentric to Ik, that is, if

Ik = {eiθ : θ ∈ (ak − hk, ak + hk)},

then 2Ik := {eiθ : θ ∈ (ak − 2hk, ak + 2hk)} and we have

(1.60)
∑
k

|2Ik| = 2
∑
k

|Ik| = 2

∣∣∣∣∣∪
k

Ik

∣∣∣∣∣ = 2 |{Mdyadicf > λ}| ≤ 2 |{Mf > λ}| .

If we use the boundedness of M , then we obtain

(1.61)
∑
k

|2Ik| ≤ 2 |{Mf > λ}| ≤ c

λ
∥f∥1.

Therefore, the estimate of
∑
k

|2Ik| is now valid.

For the estimate of the remaining term, as usual, we have:∣∣∣∣∣
(
∂D \

∪
k

2Ik

)
∩
{
|b̃| > λ

2

}∣∣∣∣∣ ≤ 2

λ

∫
∂D\

∪
k 2Ik

|b̃(s)| ds

≤
∑
j

2

λ

∫
∂D\

∪
k 2Ik

|b̃j(s)| ds

≤
∑
j

2

λ

∫
∂D\2Ij

|b̃j(s)| ds.

Let j be fixed and eiθ be a point outside 2Ij . Then:

b̃j(e
iθ) =

∫ 2π

0

sin ρ

1− 1 cos ρ
bj(e

i(θ−ρ)) dρ

=

∫ 2π

0

(
sin ρ

1− cos ρ
− sin(θ − cI)

1− cos(θ − cI)

)
bj(e

i(θ−ρ)) dρ

=

∫ 2π

0

(
cot
(ρ
2

)
− cot

(
θ − cI

2

))
bj(e

i(θ−ρ)) dρ.(1.62)
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By the mean value theorem:

(1.63)

∣∣∣∣cot(ρ2)− cot

(
θ − cI

2

)∣∣∣∣ ≲ |I|
|θ − cI |2

.

so by inserting this estimate to (1.62), we find that:

(1.64)

∫
∂D\2I

|b̃j(eiθ)| dθ ≲ |I|
∫
∂D\2I

(∫
∂D

|b(ei(θ−ρ))|
|θ − cI |2

dρ

)
dθ ≃

∫
Ij

|b(t)| dt.

If we put together (1.57), (1.59), (1.61) and (1.64) as well as the fact that f = g + b, then we
obtain the desired estimate (1.50). □

Exercise 4. Prove (1.63).

Lp(∂D)-boundedness with 1 < p < 2 by means of interpolation. Here, we shall not make

use of the intrinsic expression of the conjugate operation, but instead, what we will need is the
so called weak L1(∂D)-boundedness and L2(∂D)-boundedness. Using the fundamental theorem
of calculus, we obtain:

(1.65) |f̃(t)|p = p 2p
∫ |f̃(t)|

2

0

λp−1 dλ = p 2p
∫ ∞

0

χ{(t,λ)∈∂D×[0,∞) : |f̃(t)|>2λ}(t, λ)λ
p−1 dλ,

so ∫
∂D
|f̃(t)|p dt = p 2p

∫ (∫ ∞

0

χ{(t,λ)∈∂D×[0,∞) : |f̃(t)|>2λ}(t, λ)λ
p−1 dλ

)
dt

= p 2p
∫ ∞

0

λp−1

(∫
χ{(t,λ)∈∂D×[0,∞) : |f̃(t)|>2λ}(t, λ) dt

)
dλ

= p 2p
∫ ∞

0

λp−1
∣∣∣{ |f̃ | > 2λ

}∣∣∣ dλ.
This leads to estimate the measure of the level set

{
|f̃ | > 2λ

}
, so we decompose f ∈ Lp(∂D)

at height λ; that is, we split f by f = f1 + f2 with f1 := χ{ |f |≤λ} · f ∈ L2(∂D) and f2 :=

χ{ |f |>λ} · f ∈ L1(∂D). Then a similar argument to (1.46) gives us:∣∣∣{|f̃ | > 2λ
}∣∣∣ ≤ ∣∣∣{|f̃1| > λ

}∣∣∣+ ∣∣∣{|f̃2| > λ
}∣∣∣ .

To deal with f̃2, observe that 1 ≤ |f̃2|
2

λ2
on
{
|f̃2| > λ

}
, which yields:

(1.66)
∣∣∣{f̃2 > λ

}∣∣∣ ≤ 1

λ2

∫
∂D
|f̃2(t)|2 dt.

As was established before, the operation g 7→ g̃ is L2(∂D)-bounded, so as a consequence, we
obtain

(1.67)
∣∣∣{|f̃2| > λ

}∣∣∣ ≤ c

λ2

∫
∂D
|f2(t)|2 dt =

c

λ2

∫
∂D
χ{ |f |>λ}(t)|f(t)|2 dt.

Now that we established an alternative version of the L1(∂D)-boundedness as well, we have

(1.68)
∣∣∣{|f̃1| > λ

}∣∣∣ ≤ c

λ

∫
∂D
|f1(t)| dt =

c

λ

∫
∂D
χ{ |f |≤λ}(t)|f(t)| dt.
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(1.67) and (1.68) are valid. Here we explain how we use (1.67) and (1.68). It is convenient to
calculate some integrals beforehand. Since 1 < p < 2, we have∫ ∞

0

λp−2

(∫
∂D
χ{ |f |≤λ}(t) · |f(t)| dt

)
dλ =

1

p− 1

∫
∂D
|f(t)|p dt(1.69) ∫ ∞

0

λp−3

(∫
∂D
χ{ |f |>λ}(t)|f(t)|2 dt

)
dλ =

1

2− p

∫
∂D
|f(t)|p dt.(1.70)

Inserting (1.69) and (1.70) to (1.67) and (1.68), we finally get:∫
∂D
|f̃(t)|p dt

≤ C
(∫ ∞

0

λp−1
∣∣∣{|f̃1| > λ

}∣∣∣ dλ+

∫ ∞

0

λp−1
∣∣∣{|f̃2| > λ

}∣∣∣ dλ)
≤ C

{∫ ∞

0

λp−2

(∫
∂D
χ{ |f |≤λ}(t)|f(t)| dt

)
dλ+

∫ ∞

0

λp−3

(∫
∂D
χ{ |f |>λ}(t)|f(t)|2

)
dλ

}
= C

∫
∂D
|f(t)|p dt.

The Lp(∂D)-boundedness for 1 < p < 2 is therefore established.

Exercise 5. Prove (1.69) and (1.70).

Lp(∂D)-boundedness with 2 < p <∞ by way of duality. Let us conclude the proof of the

theorem for the case when 2 < p <∞. We note that:

(1.71)

∫
∂D
f(t)g̃(t) dt =

∫
∂D
f̃(t)g(t) dt

for all f, g ∈ C(∂D). By the duality Lp(∂D)-Lp′(∂D) we also have

(1.72) ∥f̃∥p = sup
g∈C(∂D)\{0}

1

∥g∥p′

∣∣∣∣∫
D
f̃(t)g(t) dt

∣∣∣∣ .
If we put (1.71) and (1.72) together and use the Hölder inequality, we obtain

∥f̃∥p = sup
g∈C(∂D)\{0}

1

∥g∥p′

∣∣∣∣∫
∂D
f(t)g̃(t) dt

∣∣∣∣ ≤ sup
g∈C(∂D)\{0}

∥f∥p · ∥g̃∥p′
∥g∥p′

(1.73)

Since 1 < p′ < 2, we have ∥g̃∥p′ ≲ ∥g∥p for all g ∈ C(∂D). Inserting (1.73), we see

∥f̃∥p ≤ C sup
g∈C(∂D)\{0}

∥f∥p · ∥g∥p′
∥g∥p′

= C∥f∥p.

Therefore, the proof is now complete.

1.4. Concluding remarks.

Summarize our observations so far, we see that even from this chapter, we have learnt several
things.

(1) The Hardy-Littlewood maximal operator plays a key role when we want to deduce
results of a.e. convergence.

(2) A wonderful geometric observation paved the way to boundedness of maximal operators.
(3) The L1(∂D)-boundedness was really difficult to obtain in comparison with the Lp(∂D)-

boundedness with 1 < p <∞.
(4) A “substitute” of L1(∂D)-boundedness exists and was proved by a feat, called the

CZ-decomposition.
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(5) The space L2(∂D), along with the Hilbert space structure, seems nicest among other
Lp(∂D)-spaces.

(6) Once we are given two different Lp(∂D)-estimates, we can interpolate them to yield
boundedness for other parameters.

(7) To obtain deep results, it is not sufficient to rely only on the triangle inequality: We
have to take into account the distribution functions.

(8) Duality Lp(∂D)-Lp′(∂D) with 1 ≤ p < ∞ also helped us obtain the boundedness of
operators.

(9) A weaker variant of the differentiation theorem still holds for L1(∂D).

Notes and references for Chapter 1.

Section 1. Theorem 1.2 Theorem 1.5 Theorem 1.6 Theorem 1.9

M. Riesz established Theorem 1.7, which asserts that the conjugation operator f 7→ f̃ is
Lp(T)-bounded in 1927 [409].

Theorem 1.16
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Part 2. Fundamental facts of Fourier analysis

Part 3. Measure theory

The aim of this chapter is to deal with the fundamental material on harmonic analysis.
That is, we are going to build up a theory on measure theory and Fourier analysis. In Section
3 we deal with measure theory on general measure spaces based on Section 2. In Section 4
the function space Lp(Rd) is taken up, where we will give some fundamental inequalities used
throughout this book. Section 5 is devoted to dealing with key material, the properties of
Schwartz distributions. For example, we discuss the integrability, the differential features of
function spaces and so on. Section 8 is the first example of discussing smoothness. Sobolev
spaces are widely used in partial differential equations. Since this chapter is intended for those
who are not familiar with these topics, the readers who are accustomed to these fields may skip
this part.

2. A quick review of general topology

First let us review fundamental facts on topological spaces. The proofs are omitted.

Metric space.

As important examples of topological spaces, we have metric spaces.

Definition 2.1 (Metric spaces). Let X be a set and d : X ×X → [0,∞) be a mapping. The
function d is said to be a distance function, if for all x, y, z ∈ X

(1) d(x, y) ≥ 0 and d(x, y) = 0 implies x = y,
(2) d(x, y) = d(y, x),
(3) d(x, z) ≤ d(x, y) + d(y, z).

Let x ∈ X and r > 0. Then define B(x, r) := {y ∈ X : d(x, y) < r}.

Definition 2.2 (Open sets in metric spaces). Let (X, d) be a metric space. A subset O of X is
said to be an open set, if for all x ∈ O we can find a real number rx > 0 such that B(x, rx) ⊂ O.

Topological space. Now we make a quick review topological spaces.

Definition 2.3 (Topological space). A collection of subsets OX of a set X is said to be a
topology on X, if it satisfies three axioms listed below.

(1) ∅, X ∈ OX .
(2) OX is closed under finite intersection, that is, U, V ∈ OX implies U ∩ V ∈ OX .

(3) OX is closed under union, that is, {Uλ}λ∈Λ ⊂ OX implies
∪
λ∈Λ

Uλ ∈ OX .

Here and below in this section we assume that X is a set and that OX is a system of open
sets in X.

Definition 2.4 (Closed set). A subset A of X is closed, if Ac ∈ OX .

Exercise 6. Denote by FX the set of all closed sets. Prove the following.

(1) ∅, X ∈ FX .
(2) FX is closed under finite union, namely, U, V ∈ FX implies U ∪ V ∈ FX .
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(3) FX is closed under intersection, namely, {Uλ}λ∈Λ ⊂ FX implies
∩
λ∈Λ

Uλ ∈ FX .

Here we shall collect some elementary facts used in this book concerning general topology.

Exercise 7. Let X be a set and X ⊂ 2X . Then there exists the weakest topology that contains
X . Prove that the open sets U in this topology are characterized by the following condition :
For all x ∈ U there exist Nx ∈ N and U1, U2, . . . , UN ∈ X such that x ∈ U1∩U2∩ . . .∩UN ⊂ U .

Exercise 8. Let X be a set and Y be a topological space. Suppose that we are given a family
of mappings {fλ}λ∈Λ from X to Y . Then prove that the weakest topology under which each
fλ is continuous is generated by the following family of subsets.

(2.1)
{
fλ

−1(U) : λ ∈ Λ, U is an open set in Y
}
.

Let us recall the definition of compact sets.

Definition 2.5 (Compact set). A subset A of a topological space X is said to be compact, if
every open covering of A has a finite subcovering.

A subset in Rd is compact precisely when it is bounded and closed, by the Heine-Borel
theorem.

Definition 2.6 (Hausdorff space). A topological space X is said to be Hausdorff, if for every
pair of distinct points x, y ∈ X there exist disjoint open sets U, V ∈ OX with x ∈ U and y ∈ V .

In this book, we use the following definition and notation about the closure and the interior
of sets.

Definition 2.7 (Closure and interior). Let A be a subset of a topological space X.

(1) The closure of A is the smallest closed set containing A, that is, the intersection of all
closed sets containing A. In this book one writes A for the closure of A.

(2) The interior of A is the largest open set contained in A, that is, the union of all open
sets contained in A. In this book we write Int (A) for the interior of A.

We fix the terminology “neighborhood”.

Definition 2.8 (Neighborhood). A neighborhood of a set A is an open set containing A.

Some authors use the word neighborhood to mean a subset whose interior contains A. How-
ever, for the sake of consistency, we shall use it only for open sets.

Next, we recall dense subsets.

Definition 2.9 (Dense subset). A subset A of a topological space X is said to be dense in X,
if A = X.

Sometimes, we need the notion of separability.

Definition 2.10 (Separable topological space). A topological space X is said to be separable,
if there exists a countable subset that is dense in X.

The following is a good criterion for non-separability.

Proposition 2.11. Let A be a subset of a metric space (X, d). If the distance between any two
distinct points A is more than 1, then any dense set of X has cardinality greater than A.
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Proof. Let Y be a dense subset of X. Then, there exists a mapping x : A → Y such that

d(a, x(a)) <
1

3
for each a ∈ A. If a and b are distinct, then so are x(a) and x(b). Therefore

a ∈ A 7→ x(a) ∈ Y is an injection and as a result Y is greater than A in cardinality. □

Exercise 9. Let ℓ∞(N) be the set of all bounded sequence indexed by N. Define

(2.2) d (a, b) := sup
j∈N
|aj − bj |, a = {aj}j∈N, b = {bj}j∈N ∈ ℓ∞(N).

Then show that the metric space (ℓ∞(N), d) is not separable.

3. Integration theory

In this section we give some elementary facts on integration integration, along with some
warm-up exercises. The readers who are familiar with the elementary integration theory can
skip this section.

3.1. Measures and outer measures.

σ-algebra and measure. We just define the integral for functions. The starting point is to define
the integral for χA, the function that equals 1 on A and vanishes outside of A. Recall that
the volume is obtained by “height” × “area”. in R3. Therefore, if the height equals 1, then
the volume and the area agree up to scale. Thus, to determine the value of the integral of χA
is the same as to determine the volume of A. First we begin with determining what sets are
measurable. The σ-algebra, whose definition will be presented below, is our answer. That is,
we assign to every element in a σ-algebra its volume. A measure will be a tool to do this.

Definition 3.1 (σ-algebra). Let X be a set. B ⊂ 2X is said to be a σ-algebra if the following
three properties hold.

(1) ∅, X ∈ B.
(2) B is closed under complement, that is, A ∈ B =⇒ Ac ∈ B.

(3) B is closed under countable union, that is,
∞∪
j=1

Aj ∈ B, whenever A1, A2, . . . , Aj , . . . ∈ B.

The measurable sets are sets which can consider their volumes. We do not consider volumes
for other sets. Now we consider the problem of what the “volume” should satisfy.

Definition 3.2 (measure). Let B be a σ-algebra over X. µ : B → [0,∞] is a measure if the
following two properties hold.

(1) µ(∅) = 0.
(2) If A1, A2, . . . , Aj , . . . ∈ B are disjoint, that is, Ai ∩Aj = ∅ for all i ̸= j, then

(3.1)

∞∑
j=1

µ(Aj) = µ

 ∞∪
j=1

Aj

 .

Let us give some examples of additive measures.

Example 3.3 (Counting measure). Let X be a set and B = 2X . Then if we define µ(A) = ♯A,
then (X,B, µ) is a measure space. We call µ the counting measure (of X).
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We would like to construct a measure µ on Rd such that µ(I) = |I|. However, the existence
of such a measure is not trivial at all. Outer measures can be used to construct measures.

Definition 3.4 (Outer measure). Γ : 2X → [0,∞] is an outer measure, if

(1) Γ(∅) = 0.
(2) A ⊂ B implies µ(A) ≤ µ(B).

(3) For any countable family A1, A2, . . . , Aj , . . . ∈ 2X we have
∞∑
j=1

Γ(Aj) ≥ Γ

 ∞∪
j=1

Aj

 .

Note that the outer measure can be defined on 2X . After fixing the outer measure Γ, we can
define the measurability and B.

Definition 3.5 (Measurable set for an outer measure Γ). Suppose that Γ is an outer measure
on X. A subset A of X is said to be Γ-measurable, if Γ(E) = Γ(A ∩ E) + Γ(Ac ∩ E) for all
E ∈ 2X .

We remark that A ⊂ X is Γ-measurable precisely when Γ(E) ≥ Γ(A ∩ E) + Γ(Ac ∩ E) for
all E ∈ 2X . Because the reverse inequality always holds from the definition of outer measures.

Theorem 3.6. Suppose that Γ is an outer measure. Then the set of all Γ-measurable sets
forms a σ-algebra.

Proof. Denote by B the set of all Γ-measurable sets. It is easy to show ∅ ∈ B, A ∈ B =⇒ Ac ∈ B.

B is closed under finite intersection. Let us prove A1 ∩A2 ∈ B, if A1, A2 ∈ B. As we have
remarked, our present task is to show that Γ(E) ≥ Γ (A1 ∩A2 ∩ E) + Γ ((A1 ∩A2)

c ∩ E) for
all E ⊂ X. By virtue of the measurability of A1 and A2 we have

Γ(E) = Γ(A1 ∩ E) + Γ(A1
c ∩ E)

= Γ(A1 ∩A2 ∩ E) + Γ(A1 ∩A2
c ∩ E) + Γ(A1

c ∩A2 ∩ E) + Γ(A1
c ∩A2

c ∩ E)

= Γ(A1 ∩A2
c ∩ E) + Γ(A1

c ∩A2 ∩ E) + Γ(A1
c ∩A2

c ∩ E).

The subadditivity of Γ yields

Γ(E) ≥ Γ(A1 ∩A2 ∩ E) + Γ (E ∩ ((A1 ∩A2
c) ∪ (A1

c ∩A2) ∪ (A1
c ∩A2

c)))

= Γ(A1 ∩A2 ∩ E) + Γ((A1 ∩A2)
c ∩ E).

Therefore, we obtain Γ(E) ≥ Γ(A1∩A2∩E)+Γ((A1∩A2)
c∩E), which shows that A1∩A2 ∈ B.

B is closed under countably many intersections. Now that B is shown to be closed un-

der finite intersection, the matter is reduced to establishing that
∪∞
j=1Aj ∈ B, as long as

A1, A2, . . . , Aj , . . . ∈ B are mutually disjoint. Our target is to show Γ(E) ≥ Γ

 ∞∪
j=1

Aj ∩ E

+

Γ

 ∞∩
j=1

Aj
c ∩ E

 for all E ⊂ X.
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Keeping the disjointness of {Aj}j∈N in mind, we proceed as follows.

Γ(E) = Γ(A1 ∩ E) + Γ(A1
c ∩ E)

= Γ(A1 ∩ E) + Γ(A2 ∩ E) + Γ(A1
c ∩A2

c ∩ E)

. . .

=

J∑
j=1

Γ(Aj ∩ E) + Γ

 J∩
j=1

Aj
c ∩ E


≥

J∑
j=1

Γ(Aj ∩ E) + Γ

 ∞∩
j=1

Aj
c ∩ E

 .

Note that the extreme right-hand side of the above formula is increasing with respect to J ∈ N.
Thus, letting J →∞, we obtain

(3.2) Γ(E) ≥
∞∑
j=1

Γ(Aj ∩ E) + Γ

 ∞∩
j=1

Aj
c ∩ E

 .

Countable subadditivity of Γ leads us to

(3.3) Γ(E) =
∞∑
j=1

Γ(Aj ∩ E) + Γ

 ∞∩
j=1

Aj
c ∩ E

 ≥ Γ

 ∞∪
j=1

Aj ∩ E

+ Γ

 ∞∩
j=1

Aj
c ∩ E

 .

As we have remarked above, (3.3) is sufficient to show measurability of E. Thus, the proof is
finished. □

Theorem 3.7. Under the same setting as before, the mapping Γ|B : B → [0,∞] is a measure
on X.

Proof. Indeed, we have shown (3.2) for any disjoint family A1, A2, . . . and for all E ∈ 2X . If we

put E =

∞∪
j=1

Aj , we obtain the countable additivity. □

Examples. Before we finish this section, we give examples of outer measures.

Example 3.8. Let Γ : 2R
d → [0,∞] be given by

(3.4) Γ(E) := sup


∞∑
j=1

|Rj | : Rj ∈ R, E ⊂
∞∪
j=1

Rj

 ,

where R is the set of open rectangules in Rd. Then Γ is an outer measure. Γ is said to be the
Lebesgue outer measure, which is a prototype of measures.

Proof. It is easy to see that Γ is monotone and Γ(∅) = 0. Thus, it remains to show that Γ
enjoys the subadditivity.

(3.5) Γ

 ∞∪
j=1

Ej

 ≤ ∞∑
j=1

Γ(Ej)

for all E1, E2, . . . ∈ 2R
d

. Suppose that the right-hand side of (3.5) is infinite. In this case the
inequality is obvious, no matter what the right-hand side of (3.5) is. Assume that the right-
hand side of (3.5) is finite. Let ε > 0. Then we can choose a sequence of open rectangulars
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{Rkj }j∈N so that

(3.6) Ek ⊂
∞∪
j=1

Rkj ,
∞∑
j=1

|Rkj | ≤ Γ(Ek) +
ε

2k
.

Adding the above relation over k ∈ N, we have

(3.7)

∞∪
k=1

Ek ⊂
∞∪

j,k=1

Rkj ,

∞∑
k=1

Γ(Ek) ≤

 ∞∑
j,k=1

|Rkj |

+ ε,

which shows

(3.8) Γ

( ∞∪
k=1

Ek

)
≤

 ∞∑
j,k=1

|Rkj |

+ ε.

Since ε > 0 is arbitrary, we see that Γ is subadditive. □

Example 3.9. This example generalizes Example 3.8 with d = 1. Let f : R → R be a right
continuous function. Let Γ : Rd → [0,∞] be given by

(3.9) Γ(E) := inf


∞∑
j=1

(f(bj)− f(aj)) : E ⊂
∞∪
j=1

(aj , bj ]

 .

Then Γ is an outer measure. This example is used to define the Stielsties integral.

Exercise 10. Reexamine the proof of Example 3.8 to prove that Γ, given by (3.9), is an outer
measure.

We are working on something connected with countable sets. So we are naturally led to the
following notion:

Definition 3.10 (σ-finiteness). Let (X,B, µ) be a measure space. A measure µ is said to
be σ-finite, if X can be partitioned into a countable collection of disjoint subsets with finite
µ-measure.

Exercise 11. Let (X,B, µ) be a measure space. Then µ is σ-finite, if and only if there exists
an exhausting sequence {Xj}j∈N with finite µ-measure of X, that is, X can be expressed as
follows :

(3.10) X =
∪
j∈N

Xj , Xj ⊂ Xj+1 for all j ∈ N, µ(Xj) <∞.

π-λ system. To familiarize ourselves with σ-algebras, we deal with π-systems and λ-systems.
They are of much importance in their own right.

Definition 3.11 (π-system, λ-system). Let N be a subset of 2X , where X is a set.

(1) N is said to be π-system if it is closed under finite intersection.
(2) N is said to be λ-system if it satisfies the following conditions.

(a)
∪
j=1

Nj ∈ N whenever N1, N2, . . . is an increasing sequence in N

(b) N,M ∈ N and N ⊂M imply M \N ∈ N .

Theorem 3.12 (π-λ system). Let C be a π-system and A be a λ-system. Assume that C ⊂ A.
Then we have

(3.11) σ(C) ⊂ A.
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Proof. Let D be the smallest λ-system that contains C. Then it suffices to show D is a σ-algebra
for the purpose of (3.11). To verify that D is a σ-algebra, it suffices to show D is closed under
finite intersection.

Let B ∈ C. Then define

(3.12) DB := {C ∈ D : B ∩ C ∈ D}.

Then DB is a λ-system that contains C. Therefore, taking into account the minimality, we
obtain DB ⊃ D. Or equivalently, for all B ∈ C and C ∈ D, we obtain B ∩ C ∈ D.

Let C ∈ D. Now consider

(3.13) DC := {B ∈ D : B ∩ C ∈ D}.

Then by the above paragraph, we see that DC contains C. Furthermore, it is the same as
before that DC is a λ-system. Hence we obtain DC ⊃ D. Hence for all B,C ∈ D, we have
B ∩ C ∈ D. □

3.2. Construction of measures starting from a content.

In this subsection we shall present a way of constructing a measure starting from a set
function called a content. The origin of content dates back to [23, 81]. Ambrose defined regular
contents in his unpublished article [81]. Motivated by his article, Halmos defined contents. This
method covers most examples of interest and contains some beautiful applications in measure
theory. We postulate a certain assumption on the underlying space X. In this subsection we
assume that X is a locally compact space. That is, for all x ∈ X and all open sets U containing
x we can find a compact set K such that x ∈ Int (K) ⊂ K ⊂ U .

Exercise 12. Show that Rd is locally compact.

Definitions. Let us begin with presenting some definitions. The notation of content came about
in the textbook of [23].

Definition 3.13 (Content). Denote by KX the set of all compact sets in X and OX the set of
all open sets in X. A set function λ : KX → [0,∞) is said to be a content, if

(1) λ(∅) = 0.
(2) λ(K ∩ L) = λ(K) + λ(L), if K ∈ KX and L ∈ KX is disjoint.
(3) λ(K ∩ L) ≤ λ(K) + λ(L) for all K,L ∈ KX .

Starting from a content, we are going to define a measure. This job is too heavy and we
need to decompose the job into several steps. First, by using the topological structure that
underlies X, we consider something close to the desired measure.

Definition 3.14. Given a content λ, write

(3.14) λ∗(A) := sup{λ(K) : A ∈ KX , A ⊂ K}, µe(A) := inf{λ∗(O) : A ⊂ O ∈ OX}.

It will be understood that ∅ ⊂ ∅ and ∅ ⊂ A for every A ∈ 2X .

The outer measure associated with a content. In this paragraph, given a content λ, we shall
show µe is an outer measure. After proving this, we shall investigate some properties.

We note that µe(O) = λ∗(O) for all O ∈ OX .

Theorem 3.15. The set function µe is an outer measure.
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Proof. We deduce easily that µ(∅) = 0 from our agreement that ∅ ⊂ ∅. Let E1, E2, . . . ∈ 2X be
arbitrary. We have to show the subadditive inequality

µe

 ∞∪
j=1

Ej

 ≤ ∞∑
j=1

µe(Ej).(3.15)

It can be assumed that the right-hand side is finite to prove (3.15).

For each j take Vj ∈ OX arbitrarily so that Ej ⊂ Vj . Then (3.15) is immediate, once we
show

(3.16) µe

 ∞∪
j=1

Vj

 ≤ ∞∑
j=1

µe(Vj).

Taking into account the definition of µe

 ∞∪
j=1

Vj

, we see (3.16) is reduced to showing

(3.17) λ(K) ≤
∞∑
j=1

µe(Vj).

for any compact sets K contained in

∞∪
j=1

Vj . Let J taken so large that K ⊂
∪J
j=1 Vj .

Since we are assuming that X is locally compact, we can take Wj ∈ OX , j = 1, 2, . . . , J so

that Wj ⋐ Vj . Here and below we use A ⋐ B to denote A ⊂ Int(B) for subsets A and B. Then

(3.18) λ(K) ≤
J∑
j=1

λ(K ∩Wj) ≤
J∑
j=1

µe(Vj) ≤
∞∑
j=1

µe(Vj).

Thus (3.17) is established. □

Theorem 3.16. Let A ∈ 2X . Then A is µe-measurable if and only if

(3.19) µe(O) = µe(A ∩O) + µe(A
c ∩O)

for all O ∈ OX .

Before we come to the proof, let us remark that A is µe-measurable if and only if (3.19)
holds for all O ∈ 2X , which is just a definition of measurability.

Proof. Assume (3.19). Let E ∈ 2X . We have to show that (3.19) holds even for E instead of
0. Since we are assuming (3.19), we have

µe(E) = inf
O:E⊂O∈OX

µe(O) = inf
O:E⊂O∈OX

(µe(O ∩A) + µe(O ∩Ac)).

Let us use a trivial inequality

(3.20) inf
λ∈Λ

(f(λ) + g(λ)) ≥ inf
λ∈Λ

f(λ) + inf
λ∈Λ

g(λ)

for all real-valued functions f, g defined on a set Λ. We deduce from (3.20) that

µe(E) ≥ inf
E⊂O∈OX

µe(O ∩A) + inf
E⊂O∈OX

µe(O ∩Ac) ≥ µe(E ∩A) + µe(E ∩Ac) ≥ µe(E).

Thus, A is measurable. □

Theorem 3.17. Any open set is µe-measurable.
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Proof. Let V ∈ OX . We have to show

µe(O) = µe(O ∩ V ) + µe(O ∩ V c)

for any subset O. By the definition of µe and subadditivity of µe this amounts to showing

(3.21) µe(O) ≥ λ(K) + λ(L)

for all K ∈ KX and L ∈ KX with K ⊂ O ∩ V and L ⊂ O ∩ V c. Since K ⊂ O ∩ V and
L ⊂ O ∩ V c, K and L are disjoint. Thus λ(K) + λ(L) = λ(K ∪ L) ≤ µe(O). □

Given a topological space X, we want to assign the volume to all open sets. So we start
from the definition of a σ-algebra on X.

Definition 3.18 (Borel σ-field). LetX be a topological space. Then B(X) denotes the smallest
σ-field and it is called the Borel σ-field of X.

Denote by µ the restriction of µe to the Borel sets B(X).

Theorem 3.19. Let E be a measurable set.

(1) µ(E) = inf{µ(O) : O ∈ OX , E ⊂ O}.
(2) µ(E) = sup{µ(K) : K ∈ KX , K ⊂ E}, if E ∈ OX or µ(E) <∞.
(3) Assume in addition that X is separable. Then X is σ-finite, that is, X can be written

as the countable sum of sets of finite measure.

The property (2) is said to be outer regularity and (3) is said to be compact regularity.

Proof. (3) is immediate : Indeed, X is locally compact and separable. Therefore it can be
written as the sum of countable compact sets. As we have established, the µ-measure of any
compact set is finite. Hence, (3) is established.

(1) is also easy. By the definition we have

(3.22) µ(E) = µe(E) = inf{µe(O) : O ∈ OX , E ⊂ O} = inf{µ(O) : O ∈ OX , E ⊂ O}.

It remains to prove (2) only.

2-a Any element in OX satisfies (2). This follows from the construction of µe.

2-b Any finite measurable set E satisfies (2). Take O ∈ OX so that E ⊂ O, µ(O \E) < 1.

Set

(3.23) M := {E ∈ B(X) : E ⊂ O and (2) holds }.

Our claim is thatM is a σ-algebra on O which contains OX ∩O. Here we have defined

(3.24) OX ∩O := {A ∩O : A ∈ OX} = {U : U ∈ OX , U ⊂ O}.

Our present task is to prove the following.

(α) O ∈M.
(β) A ∈M implies O \A ∈M.

(γ) A1, A2, . . . , Ak, . . . ∈M implies
∞∪
k=1

Ak ∈M.

(δ) If V ∈ OX , then V ∩O ∈M.
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Conditions (α) and (γ) are easy to verify. Also, the remaining assertion (δ) is 2 − a itself.
Therefore it remains to show that (β) holds. For this purpose we take ε > 0. Let K be a
compact set such that µ(O \K) < ε. Then

(3.25) µ(O \A) ≤ µ((K ∩O) \A) + µ(O \ (K ∪A)) ≤ µ(K \A) + ε.

As we have shown (1), there exists an open set U which engulfs A such that µ(U \ A) < ε.
Note that K \ U is compact and contained in O \A. Observe also that

(3.26) µ(K \A) = µ(K ∩ U \A) + µ(K \ U) < ε+ µ(K \ U).

Consequently

(3.27) µ(O \A) ≤ sup{µ(L) : L ∈ KX , K ⊂ O \A}+ 2ε.

Thus, it follows that (β) is established and (2) was completely proved. □

Before we finish this section, we give a sufficient condition of inner regularity.

Corollary 3.20. Assume in addition that X is separable. Then µ is inner regular, that is, for
every E ∈ B,

(3.28) µ(E) = sup{µ(K) : K ⊂ E,K ∈ KX}.

Proof. According to the proof of (3) of the previous theorem, we see thatX is σ-finite. Therefore
X can be partitioned into a countable collection of sets with finite µ-measure. Let us write

X =
∑
j∈N

Xj , where µ(Xj) <∞ for every j ∈ N.

Using this partition and (3) in the previous theorem, we obtain

µ(E) =

∞∑
j=1

µ(E ∩Xj) =

∞∑
j=1

sup{µ(K ∩Xj) : K ⊂ E ∩Xj ,K ∈ KX}

Let us write out the sum as a limit of partial sum. The partial sum being made up of finite
sums, we obtain

µ(E) = lim
J→∞

J∑
j=1

 sup
K∈KX
K⊂E∩Xj

µ(K ∩Xj)

 = lim
J→∞

sup

µ(K) : K ⊂ E ∩
J∪
j=1

Xj ,K ∈ KX

 .

Therefore, we obtain

(3.29) µ(E) ≤ sup{µ(K) : K ⊂ E,K ∈ KX}.

The reverse inequality being trivial, we obtain the desired result. □

It is important that we rephrase the above results for the Lebesgue measure. We take the
liberty of repeating them.

Theorem 3.21. Suppose that E ⊂ Rd is dx-measurable and that E has finite dx-measure.
Then, given ε > 0, we can find a compact set K and an open set U such that

(3.30) K ⊂ E ⊂ U, |U \K| < ε.

Proof. This is a special case of Theorem 3.19 and Corollary 3.20. □
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Having cleared up the definition of the measurable sets, we are now in the position of defining
the functions which admit integration.

Throughout this section we assume that (X,B, µ) is a measure space. We adopt the following
notation. Denote by R the two-sided compactification of R : R = R∪{±∞}. It is also convenient
to set K = R when K denotes R and K = C when K denotes C. Let f be a function from X to
R or from X to C. Then we write

(3.31) {f ∈ A} := {x ∈ X : f(x) ∈ A}

for A ∈ 2R respectively.

3.3. Measurable functions.

Below we use the following convention.

Definition 3.22 (Operations in R.). Let α, β ∈ R. Suppose that {aj}j∈N and {bj}j∈N are
sequences converging to α and β respectively.

(1) Define

(3.32) α+ β := lim
j→∞

(aj + bj), α− β := lim
j→∞

(aj − bj), α · β := lim
j→∞

ajbj .

whenever each limit exists and does not depend on the particular choice of {aj}j∈N and
{bj}j∈N.

(2) As an exception, define 0 · ∞ =∞ · 0 = 0.

According to our definition, we have the following.

Example 3.23.

(1) The addition, subtraction and the multiplication are the usual ones for finite values.
(2) If a ∈ R and b > 0, then a+∞ =∞+ a = b · ∞ =∞ · b =∞ ·∞ =∞
(3) ∞−∞ does not make sense. Because on the one hand

(3.33) ∞−∞ = lim
j→∞

j − lim
j→∞

j = lim
j→∞

(j − j) = 0

and on the other hand

(3.34) ∞−∞ = lim
j→∞

(j + 1)− lim
j→∞

j = lim
j→∞

(j + 1− j) = 1.

Therefore, the operation ∞−∞ does depend on the choice of the sequence.

Exercise 13.

(1) Show that b · ∞ = −∞, whenever b < 0.
(2) Explain why 2∞−∞ does not make sense.

Measurable functions. We begin with the definition and a key property concerning the defini-
tion.

Theorem 3.24. Let f : X → R be a function. Then the following are equivalent.

(1) {f > λ} ∈ B for all λ ∈ R.
(2) {f < λ} ∈ B for all λ ∈ R.
(3) {f ≥ λ} ∈ B for all λ ∈ R.
(4) {f ≤ λ} ∈ B for all λ ∈ R.

Exercise 14. Prove Theorem 3.24.
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Keeping Theorem 3.24 in mind, we define measurable functions.

Definition 3.25 (Real-valued measurable function). Let f : X → R be a function. If all of
the above conditions in Theorem 3.24 are fulfilled, then f is said to be µ-measurable. In this
case one writes f ∈ B.

The notion of measurability of real functions can be readiliy extended to complex-valued
functions.

Definition 3.26 (Complex-valued measurable function). Let f : X → C be a function. The
function f is said to be measurable, if both Re (f) and Im (f) are measurable. If this is the
case, we write again f ∈ B.

Having clarified the definition of measurability of functions, we prove Theorem 3.24.

Proof of Theorem 3.24. Now that B is closed under complement, (1) and (4) are equivalent.
Similarly (2) and (3) are equivalent. Let us prove that (1) implies (3) and that (2) implies (4).

(1) =⇒ (3) Note that B is closed under countable intersections. Since we are assuming (1),

we have {f > q} ∈ B for all q ∈ Q. Therefore, we claim that

(3.35) {f ≥ λ} =
∩

q∈Q, q<λ

{f > q}.

Once this is proved, then f is µ-measurable, the right side belonging to B. Since {f ≥ λ} ⊂
{f > q}, we have

(3.36) {f ≥ λ} ⊂
∩

q∈Q, q<λ

{f > q}.

Let x ∈
∩

q∈Q, q<λ

{f > q}. Then we have f(x) > q, whenever q ∈ Q and q < λ. Let [·] be the

Gauss symbol. That is, [x] denotes the largest integer not exceeding x. Define

(3.37) λj :=
[qj]− 1

j

Then λj ∈ Q and λj ↑ λ as j → ∞. Therefore, letting j → ∞ in f(x) > λj for all j ∈ N, we
obtain f(x) ≥ λ. Therefore the reverse inclusion

(3.38) {f ≥ λ} ⊃
∩

q∈Q, q<λ

{f > q}.

is established and hence we obtain

(3.39) {f ≥ λ} =
∩

q∈Q, q<λ

{f > q}.

belongs to B.

(2) =⇒ (4) We pass to the complement of (3.39), which is always true regardless of mea-

surability of f . The result is

(3.40) {f ≤ λ} =
∩

q∈Q, q>λ

{f < q}.

Therefore, assuming (2), we obtain (4).

In view of the above observations, (1)–(4) are equivalent. □



42 YOSHIHIRO SAWANO

Exercise 15. Express the following sets without using ∪ and ∩:

A1 =
∞∪
j=1

[0, j + 2−j), A2 =
∞∩
j=1

[−j, 2−j ], A3 =
∞∩
j=1

(−j−2, 2−j ], A4 =
∞∪
j=1

(0, j], A5 =
∞∪
j=1

(0, j).

Take care of the endpoints in each of your answers.

The following theorem is useful in considering the theory of integration on R.

Theorem 3.27. Any open set U ⊂ R can be expressed as a disjoint union of countable open
intervals.

A minor modification of the proof below extends Theorem 3.27 to R.

Proof. Let U =
∑
λ∈Λ Uλ be the decomposition of connected components. Then each Uλ is

open. Indeed, let x ∈ Uλ. Then there exists r > 0 such that (x−r, x+r) ⊂ U . Since (x−r, x+r)
is connected, (x− r, x+ r) ⊂ Uλ.

Since any connected open set in R is an open interval, Uλ is an open interval. Since Q is
countable, Λ is countable. □

Using Theorem 3.27, we can rephrase the measurability.

Theorem 3.28. Let f : X → R be a function on a measure space (X,B, µ). Then the following
are equivalent.

(1) f is measurable.
(2) f−1(E) is measurable for any measurable set E ⊂ R.

Proof. (2) =⇒ (1) Let λ ∈ R. Then {f > λ} = f−1((λ,∞]) ∈ B, proving f is measurable.

(1) =⇒ (2) Denote by B(R) the Borel algebra in R. We define

(3.41) C :=
{
E ∈ B(R) : f−1(E) ∈ B

}
.

Then using elementary formulae of set theory

(3.42) f−1

 ∞∩
j=1

Ej

 =
∞∩
j=1

f−1(Ej), f
−1

 ∞∪
j=1

Ej

 =
∞∪
j=1

f−1(Ej), f
−1(Ec) = f−1(E)c,

for all E,E1, E2, . . . ∈ 2R, we see that C is a σ-algebra.

Let O ⊂ Rd be an open set. Then O can be partitioned into a disjoint union of countable
open intervals. The set O admits the following expression:

(3.43) O =
∞∑
j=1

(aj , bj)

Since f−1

 ∞∪
j=1

(aj , bj)

 =
∞∪
j=1

f−1((aj , bj)), it follows that O ∈ C.

Thus, C is a σ-algebra containing all the intervals in R. Since B(R) is the smallest σ-algebra
containing all the intervals in R, we conclude B(R) ⊂ C. By definition of C we have C ⊂ B(R).
Thus, B(R) = C. As a result any element in B(R) belongs to C, that is, any Borel set E satisfies
f−1(E) ∈ B. □
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Exercise 16. Prove (3.42).

Properties of measurable functions. Having set down the definition of measurability of functions,
let us investigate its properties.

Theorem 3.29 (Property of real measurable functions). Suppose that we are given the func-
tions f, f1, f2, . . . : X → R.

(1) f1, . . . , fn ∈ B implies sup
j∈N

fj ∈ B and inf
j∈N

fj ∈ B.

(2) Both lim sup
j→∞

fj , lim inf
j→∞

fj are measurable. In particular, if the limit lim
j→∞

fj exists, then

we have lim
j→∞

fj ∈ B.

(3) Let G : R→ R be a continuous function. Then G ◦ f ∈ B.
(4) Assume that f, g ∈ B and that the operation f + g makes sense. Then f + g ∈ B.
(5) Assume that f, g ∈ B and that the operation f g makes sense. Then f g ∈ B.
(6) Any constant function is measurable.

(1). The fact that supj∈N fj belongs to B is easy to establish. The argument is straightforward.

To check that sup
j∈N

fj ∈ B, we have to prove

{
sup
j∈N

fj > λ

}
∈ B. Note that

{
sup
j∈N

fj > λ

}
=∪

j∈N

{fj > λ} . Since each fj is measurable, we see that {fj > λ} ∈ B. Thus, we conclude that{
sup
j∈N

fj > λ

}
∈ B.

In the same way, we establish

{
inf
j∈N

fj > λ

}
∈ B when we prove inf

j∈N
fj ∈ B. However, it is

not the case that

{
inf
j∈N

fj > λ

}
=
∩
j∈N
{fj > λ} . To be sure, one inclusion

(3.44)

{
inf
j∈N

fj > λ

}
⊂
∩
j∈N
{fj > λ}

is correct. However,

{
inf
j∈N

fj > λ

}
⊃
∩
j∈N
{fj > λ} fails. We need to change our point of view.

What is correct is the relation

(3.45)

{
inf
j∈N

fj ≥ λ
}

=
∩
j∈N
{fj ≥ λ} .

Using (3.45), we see that inf
j∈N

fj ∈ B. □

(2). Observe that lim sup
j→∞

fj = inf
j∈N

(
sup
k≥j

fk

)
, lim inf
j→∞

fj = sup
j∈N

(
inf
k≥j

fk

)
. By (1) for each k we

have sup
k≥j

fk, inf
k≥j

fk ∈ B. Applying (1) to sup
k≥j

fk, inf
k≥j

fk ∈ B, j ∈ N again, we conclude

(3.46) lim sup
j→∞

fj , lim inf
j→∞

fj ∈ B.

Suppose the limit lim
j→∞

fj(x) exists for all x ∈ X. Since we have lim
j→∞

fj = lim sup
j→∞

fj in this

case, it follows that lim
j→∞

fj ∈ B. □
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(3). Since G is continuous, G−1((λ,∞]) is an open set and it is partitioned into a disjoint union
of open intervals (see Theorem 3.27) :

(3.47) G−1((λ,∞]) =
∑
j∈J

Ij

where J is at most countable, yielding {G◦f > λ} = {f ∈ G−1((λ,∞])} =
∪
j∈J

{f ∈ Ij} ∈ B. □

(4). Let fj := max(−j,min(f, j)) and gj := max(−j,min(g, j)). Below we fix j ∈ N. Instead of
showing measurability of f + g directly, we prove that for fj + gj . According to the definition

of the operation in R, it follows that f + g = limj→∞(fj + gj). Our strategy for the proof is to
pass to the limit. Observe that

(3.48) {fj + gj > λ} =
∪
q,r∈Q
q+r>λ

({fj > q} ∩ {gj > r}) .

Indeed, the inclusion

(3.49) {fj + gj > λ} ⊃
∪
q,r∈Q
q+r>λ

({fj > q} ∩ {gj > r}) .

is obvious. Let us prove the converse inclusion. Suppose that fj(x) + gj(x) > λ. Then there
exists q0 ∈ Q such that fj(x) + gj(x) > q0 > λ. Note that fj(x) > q0 − gj(x). Thus, there
exists q1 ∈ Q such that fj(x) > q1 > q0 − gj(x). Setting q = q1 and r = q0 − q1, we obtain
fj(x) > q and gj(x) > q1 − q0 = r. Now that q + r = q1 > q0 > λ, we see that

(3.50) {fj + gj > λ} ⊂
∪
q,r∈Q
q+r>λ

({fj > q} ∩ {gj > r}) .

As a result (3.48) is established and we obtain

(3.51) {fj + gj > λ} =
∪
q,r∈Q
q+r>λ

({fj > q} ∩ {gj > r}) ∈ B.

Thus, fj+gj is measurable. A passage to the limit along with (2) shows that f+g is measurable
as well. □

(5). We may assume that f and g are finite by passing to the limit as we did in (4). We may
even assume that f = g because we have proved (4) and

(3.52) f · g =
1

2

(
(f + g)2 − f2 − g2

)
.

It is rather easy to prove f2 ∈ B. Indeed,

(3.53) { |f |2 ≥ λ} = { |f |2 ≥ max(λ, 0)} =
{
f ≥

√
max(λ, 0)

}
∪
{
f ≤ −

√
max(λ, 0)

}
∈ B.

As a consequence (5) is established. □

(6). Let f(x) = k, a constant function. Then {f > λ} = X if λ < k and {f > λ} = ∅ if λ ≥ k.
Thus, whether λ is larger than k or not we have {f > λ} ∈ B. □

Exercise 17. Suppose that f : X → R is measurable. Use |a| = 2 sup{0, a} − a, a ∈ R to give
an alternative proof that |f | : X → R is measurable.

We can transplant the assertions of the above theorem into the complex-valued functions.
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Theorem 3.30 (Property of complex measurable functions). In this theorem by a function we
mean a complex-valued function.

(1) Any constant function is measurable.
(2) Let f, g ∈ B. Then f + g ∈ B and f · g ∈ B.
(3) Let fj : X → C, j = 1, 2, . . . be measurable functions. If the limit lim

j→∞
fj exists, then

we have lim
j→∞

fj ∈ B.

Proof. The matters are reduced to the real-valued case because we have only to split the
function into real and complex parts. □
Example 3.31. It is convenient for later considerations that we construct a sign function of
a complex valued function f . We are going to construct a measurable function g such that
g · f = |f |. Such a function can be described explicitly : We just put

(3.54) g(x) := lim
j→∞

f(x)

|f(x)|+ j−1
(x ∈ X).

Then, g is a measurable function satisfying g · f = |f |.

Given a measurable function f , we want to consider its modulus |f |. So the following
definition is of use.

Definition 3.32 (sgn). Given a measurable function f : X → C, define sgn(f) as a function g
in Example 3.31.

Simple functions. Now we prepare to define the integral for measurable functions. We intend to
define the integral for general measurable functions via some approximation procedure. That is,
we define the integral first for nice functions called simple functions. Let us begin by presenting
the definition.

Definition 3.33 (Simple functions). A measurable function is simple, if it assumes only a
finite number of values.

We welcome positive functions because positive sequences are easy to handle when we con-
sider doubly indexed series.

Definition 3.34 (B+). Write B+ := {f ∈ B : f ≥ 0}.

As the next theorem asserts, it is quite important to consider simple functions instead of
measurable functions in some cases.

Theorem 3.35. Let f ∈ B+. Then there exists a sequence of positive simple functions {fj}j∈N
such that 0 ≤ fj ≤ f and lim

j→∞
fj = f pointwise.

Proof. We set fj := min

(
j,
[2jf ]

2j

)
for each j ∈ N. Then inequality [2a] ≥ 2[a] for a ∈ [0,∞)

gives us that fj is increasing. Since fj(X) ⊂ {0, 2−j , 2 · 2−j , . . . , j2j · 2−j}, we conclude that fj
is simple. Since

(3.55) min

(
j,
2jf(x)− 1

2j

)
≤ fj(x) ≤ f(x)

for each x ∈ X and lim
j→∞

min

(
j,
2jf(x)− 1

2j

)
= f(x) for all x ∈ X, we have lim

j→∞
fj(x) = f(x).

Thus, {fj}j∈N is an increasing sequence of simple functions converging to f pointwise. □
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Support of a measurable function f . Finally we define support of a measurable function f , when
X is a topological space and µ : B(X)→ [0,∞] is a Borel measure.

Definition 3.36 (supp(f)). Suppose that f : X → R is a measurable function. Then the
support of f is the set of all points x for which the following property fails : There exists a
neighborhood U of x such that µ(U ∩ {f ̸= 0}) = 0. Below, supp(f) denotes the support of f .

Exercise 18. If f : Rd → C is a continuous function, then prove that supp(f) = {f ̸= 0}, the
topological closure of {f ̸= 0}. Here it will be understood that supp(f) is given in Definition
3.36 with respect to the Lebesgue measure.

3.4. Definition of the integral.

Integral of positive simple functions.

Having made clear what “simple” stands for, we now turn to the definition of integral for
such functions. Recall that series consisting of positive numbers behave well. This is why we
start with positive simple functions.

Definition 3.37 (Integral for positive functions). Suppose that f ∈ B+ is simple. Then define

(3.56)

∫
X

f(x) dµ(x) =

∫
X

f dµ :=

n∑
j=1

ajµ(Ej),

where f is represented as f =

n∑
j=1

ajχEj . The sum f =

n∑
j=1

ajχEj is said to be an admissible

expression.

The point is that the definition does not depend on the choice of the representation.

Lemma 3.38. Suppose that f ∈ B+ is simple. Then the definition of

∫
X

f(x) dµ(x) does not

depend on the choice of the representation in (3.56).

Proof. First, we shall verify the following.

Claim 3.39. We can assume X =

n∑
j=1

Ej =

m∑
k=1

Fk.

By symmetry, it suffices to treat {Ej}nj=1. Given an expression f =

n∑
j=1

ajχEj , we shall

construct an admissible representation f =
n∑
j=1

cjχGj such that {Gj}nj=1 is disjoint and that

n∑
j=1

ajµ(Ej) =

n∑
j=1

cjµ(Gj).

To do this, setting E0 := ∅ for convenience, we define and Gj := Ej \
j−1∪
l=0

El. Then we have

n∪
j=1

Gj =

n∪
j=1

Ej and {Gj}nj=1 is disjoint.
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Observe that Ej = G1 ∪G2 ∪ . . . ∪Gj . Inserting this formula and changing the order of the
summations, we have

n∑
j=1

ajχEj =
n∑
j=1

j∑
k=1

ajχGk =
n∑
k=1

 n∑
j=k

aj

χGk .

Set

cj :=

n∑
l=j

al.

Then we have f =
n∑
j=1

cjχGj and

n∑
j=1

cjµ(Gj) =
n∑
k=1

n∑
j=k

alµ(Gk) =
n∑
k=1

 n∑
j=k

aj

µ(Gk) =
n∑
j=1

j∑
k=1

ajµ(Gk) =
n∑
j=1

ajµ(Ej).

If we set En+1 = X \ (E1 ∪ E2 ∪ . . . ∪ En) and cn+1 = 0, we obtain the desired expression.

Therefore, it was justified that we can assume X =

n∑
j=1

Ej =

m∑
k=1

Fk.

Suppose that f is represented as two different admissible representations :

(3.57) f =

n∑
j=1

ajχEj =

m∑
k=1

bkχFk

with X =

n∑
j=1

Ej =

m∑
k=1

Fk. Then we have to show

(3.58)
n∑
j=1

ajµ(Ej) =
m∑
k=1

bkµ(Ek).

Since {Ej}nj=1 and {Fk}mk=1 are disjoint, we have

n∑
j=1

m∑
k=1

bkχEj∩Fk =
m∑
k=1

bkχFk =
n∑
j=1

ajχEj =
n∑
j=1

m∑
k=1

ajχEj∩Fk .

Thus, we have

(3.59) aj = bk, provided Ej ∩ Fk ̸= ∅.

By using once more the fact that both {Ej}nj=1 and {Fk}mk=1 partition X, we have

(3.60)
n∑
j=1

ajµ(Ej) =
n∑
j=1

m∑
k=1

ajµ(Ej ∩ Fk) =
∑

j=1,2,...,n
k=1,2,...,m
Ej∩Fk ̸=∅

ajµ(Ej ∩ Fk).

By symmetry we have

(3.61)

m∑
k=1

bkµ(Ek) =

n∑
j=1

m∑
k=1

bkµ(Ej ∩ Fk) =
∑

j=1,2,...,n
k=1,2,...,m
Ej∩Fk ̸=∅

bkµ(Ej ∩ Fk).

In view of (3.59), (3.60) and (3.61), we obtain (3.58). □
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Integral of positive measurable functions. In the previous paragraph we have set down the
definition of the integral for the nicest functions. The definition of simple positive functions
are now complete. We now pass to the general function taking its value in [0,∞].

Definition 3.40 (Definition of integral for positive functions). Let f ∈ B+. Define the integral∫
f dµ =

∫
X

f dµ =

∫
X

f(x) dµ(x) by∫
f(x) dµ(x) = sup

{∫
X

g(x) dµ(x) : g is a simple function with 0 ≤ g ≤ f
}
.

Unless possible confusion can occur, we adopt the simplest expression.

The monotonicity of the integral is easy to see.

Lemma 3.41. Let f, g ∈ B+ and f ≥ g. Then

∫
X

f(x) dµ(x) ≥
∫
X

g(x) dµ(x).

Proof. Taking into account that the set appearing in the supremum defining
∫
X
f(x) dµ(x) is

contained in that defining
∫
X
g(x) dµ(x), we obtain∫

X

f(x) dµ(x) = sup

{∫
X

h(x) dµ(x) : h is simple and satisfies 0 ≤ h ≤ f
}

≤ sup

{∫
X

h(x) dµ(x) : h is simple and satisfies 0 ≤ h ≤ g
}

=

∫
X

g(x) dµ(x).

This is the desired result. □

At first glance the integral operation is not linear. However, the linearity does hold. To
prove this, we need the following theorem, which is important of its own right.

Theorem 3.42 (Monotone convergence theorem). Suppose that {fj}∞j=1 ⊂ B+ satisfies fj ≤

fj+1. Then, if we write f = sup
j∈N

fj, we have

∫
X

fj(x) dµ(x)→
∫
X

f(x) dµ(x), as j →∞.

Proof. Let g be a simple function such that 0 ≤ g ≤ f. It suffices to show that

(3.62)

∫
X

min(g(x), fj(x)) dµ(x)→
∫
X

g(x) dµ(x).

Indeed, once we prove (3.62), we obtain∫
X

f(x) dµ(x) = sup

{∫
X

g(x) dµ(x) : 0 ≤ g ≤ f
}

= sup

{(
lim
j→∞

∫
X

min(g, fj) dµ

)
: 0 ≤ g ≤ f

}
≤ lim
j→∞

∫
X

fj(x) dµ(x)

≤
∫
X

f(x) dµ(x).

As a result we have only to show the theorem when f is simple.
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The function f can be represented admissibly as f(x) =
n∑
l=1

alχEl(x), where (El)
n
l=1 is

disjoint and al ≥ 0 for all l = 1, 2, . . . , n. Set

(3.63) f
(k)
j :=

n∑
l=1

al(1− k−1)χEl∩{fj>al(1−k−1)} j, k = 1, 2, · · · .

Then by Lemma 3.41 we have

(3.64)

∫
X

f
(k)
j (x) dµ(x) ≤

∫
X

fj(x) dµ(x) ≤
∫
X

f(x) dµ(x).

As j →∞ we have ∫
X

f
(k)
j (x) dµ(x) =

n∑
l=1

al(1− k−1)µ(El ∩ {fj > al(1− k−1)})

→
n∑
l=1

al(1− k−1)µ(El) = (1− k−1)

∫
X

f(x) dµ(x).

Consequently, it follows from (3.64) that

(3.65) (1− k−1)

∫
X

f(x) dµ(x) ≤ lim inf
j→∞

∫
X

fj(x) dµ(x) ≤
∫
X

f(x) dµ(x).

Since k is arbitrary as well, letting k →∞, we obtain lim
j→∞

∫
X

fj(x) dµ(x) =

∫
X

f(x) dµ(x). □

Now we prove the additivity of integral for positive functions.

Lemma 3.43. Let f, g ∈ B+. Then

∫
X

(f + g)(x) dµ(x) =

∫
X

f(x) dµ(x) +

∫
X

g(x) dµ(x).

Proof. Case 1 :Assume that f and g are simple. Consider admissible representations of f and
g.

(3.66) f =

n∑
j=1

ajχEj , g =

m∑
k=1

bkχFk .

As we did in Lemma 3.38, we may assume X =
∑n
j=1Ej =

∑m
k=1 Fk. Since {Ej}nj=1 and

{Fk}mk=1 are partitions of X, it follows that

(3.67) f =
n∑
j=1

m∑
k=1

ajχEj∩Fk , g =
n∑
j=1

m∑
k=1

bkχEj∩Fk .

Let ajk := aj and bjk := bk for j = 1, 2, . . . , n and k = 1, 2, . . . ,m. Then we have

(3.68) f =

n∑
j=1

m∑
k=1

ajkχEj∩Fk , g =

n∑
j=1

m∑
k=1

bjkχEj∩Fk , f + g =

n∑
j=1

m∑
k=1

(ajk + bjk)χEj∩Fk .

Using (3.68), we have∫
X

f(x) dµ(x) +

∫
X

g(x) dµ(x) =
n∑
j=1

m∑
k=1

(ajk + bjk)µ(Ej ∩ Fk) =
∫
X

(f + g)(x) dµ(x).
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Case 2 :General case Set fj = min

(
j,
[2jf(x)]

2j

)
and gj = min

(
j,
[2jg(x)]

2j

)
. Then we

have fj ↑ f and gj ↑ g. Therefore, a repeated application of Theorem 3.42 gives us∫
X

(f + g)(x) dµ(x) = lim
j→∞

∫
X

(fj + gj)(x) dµ(x)

= lim
j→∞

(∫
X

fj dµ(x) +

∫
X

gj(x) dµ(x)

)
=

∫
X

f(x) dµ(x) +

∫
X

g(x) dµ(x).

Here for the second inequality we have used the fact that fj and gj are simple. Additivity for
simple functions is already established. This is the desired result. □

Positive homogeneity is much easier to prove than additivity.

Lemma 3.44. Let f ∈ B+ and a ≥ 0. Then we have

∫
X

a · f(x) dµ(x) = a

∫
X

f(x) dµ(x).

Exercise 19. Prove Lemma 3.44.

Integral of real-valued functions. Given an R-valued function f , we can separate it into a dif-
ference of two positive functions. For example, a simple candidate for such a decomposition
is

(3.69) f = f+ − f−.

Therefore, it looks sensible to define

(3.70)

∫
X

f(x) dµ(x) :=

∫
X

f+(x) dµ(x)−
∫
X

f−(x) dµ(x).

However, this definition (3.70) will not do as it stands. For example, we hope that the integral
is linear. If we begin with this definition, then we will face a problem in proving linearity.

Actually, we overcome this difficulty by establishing Lemma 3.46.

Definition 3.45 (Integrable functions). Let f ∈ B. The function f is said to be (µ-)integrable

or (µ-)summable, if

∫
X

|f(x)| dµ(x) <∞. If either f+ or f− is integrable, one defines

(3.71)

∫
X

f(x) dµ(x) =

∫
X

f+(x) dµ(x)−
∫
X

f−(x) dµ(x).

The space L1(µ) denotes the set of all µ-integrable functions and L1(µ)+ denotes the set of all
positive µ-integrable functions.

The crux of the proof of linearity lies in the following lemma.

Lemma 3.46. Let f ∈ B be integrable and assume that it is decomposed as f = g − h where
g, h ∈ L1(µ)+. Then ∫

X

f(x) dµ(x) =

∫
X

g(x) dµ(x)−
∫
X

h(x) dµ(x).
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Proof. Since g−h = f+− f−, we have g+ f− = h+ f+. Therefore, it follows from Lemma 3.43
that ∫

X

g(x) dµ(x) +

∫
X

f−(x) dµ(x) =

∫
X

(g + f−)(x) dµ(x)

=

∫
X

(h+ f+)(x) dµ(x)

=

∫
X

h(x) dµ(x) +

∫
X

f+(x) dµ(x).

Since all the integrals above are finite, we are in the position of subtracting∫
X

f−(x) dµ(x) +

∫
X

h(x) dµ(x) <∞

from both sides. The result is∫
X

g(x) dµ(x)−
∫
X

h(x) dµ(x) =

∫
X

f+(x) dµ(x)−
∫
X

f−(x) dµ(x) =

∫
X

f(x) dµ(x),

proving the lemma. □

Linearity of ingegral carries over to integrable functions, of course.

Corollary 3.47. Let f, g ∈ L1(µ). Then∫
X

(f + g)(x) dµ(x) =

∫
X

f(x) dµ(x) +

∫
X

g(x) dµ(x).

Proof. We use equality f(x) + g(x) = f+(x) + g+(x) − f−(x) − g−(x) and Lemma 3.43 to
calculate

∫
X
f(x) dµ(x) +

∫
X
g(x) dµ(x). By Definition 3.45 we have∫

X

f(x) dµ(x) +

∫
X

g(x) dµ(x)

=

∫
X

f+(x) dµ(x)−
∫
X

f−(x) dµ(x) +

∫
X

g+(x) dµ(x)−
∫
X

g−(x) dµ(x).

Observe that all the integrals are finite and that the functions are positive. Thus, the order of
the summation and the integration can be exchanged :∫

X

f+(x) dµ(x)−
∫
X

f−(x) dµ(x) +

∫
X

g+(x) dµ(x)−
∫
X

g−(x) dµ(x)

=

∫
X

f+(x) dµ(x) +

∫
X

g+(x) dµ(x)−
∫
X

f−(x) dµ(x)−
∫
X

g−(x) dµ(x)

=

∫
X

(f+ + g+)(x) dµ(x)−
∫
X

(f− + g−)(x) dµ(x).

Now we invoke Lemma 3.46 with g = f+ + g+ and h = f− + g− and we obtain∫
X

(f+ + g+)(x) dµ(x)−
∫
X

(f− + g−) dµ(x) =

∫
X

(f+ + g+ − f− − g−) (x) dµ(x).

The integrand of the right-hand side being equal to f − g, we conclude the proof with all the
observations above. □

Homegeneity of integral is immediate and we leave the proof for interested readres (see
Exercise 20).

Lemma 3.48. Let f ∈ L1(µ) and a ∈ R. Then

∫
X

a · f(x) dµ(x) = a

∫
X

f(x) dµ(x).

Exercise 20. Prove Lemma 3.48.
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Our observation can be summarized as follows :

Theorem 3.49.

(1) The integral operation
∫
: L1(µ)→ R is linear.

(2) Suppose that f, g ∈ L1(µ) satisfy f ≥ g. Then

∫
X

f(x) dµ(x) ≥
∫
X

g(x) dµ(x).

Integral of complex-valued functions.

In Fourier analysis, for example, it is convenient to define the integrals taking value in C.
Having made an elaborate treatment, we are readily to extend our definition to such function.
However, in this case it is important to rule out the possibility for the integral to be ∞. It is
the case that in complex analysis ∞ is added as a special point to C to define the Riemann
sphere. However, in integration theory we do not add ∞ to C to extend our operation.

Definition 3.50 (L1(µ)). Suppose that f ∈ B is a complex valued function. Then f is
integrable, if |f | is integrable. One still denotes L1(µ) by the set of complex valued integrable
functions. By linearity one extends the integral.

We need to make what we obtained applicable on subsets. To this end, we use the charac-
teristic functions.

Definition 3.51 (L1(E,µ)). Suppose that f ∈ B and that E ∈ B satisfy χEf ∈ L1(µ). (Write

f ∈ L1(E, µ).) Then define

∫
E

f dµ =

∫
E

f(x) dµ(x) :=

∫
X

χE(x)f(x) dµ(x).

Following this notation, we have

Proposition 3.52. Suppose that E,F ∈ B are disjoint. Then

(3.72)

∫
E∪F

f(x) dµ(x) =

∫
E

f(x) dµ+

∫
F

f(x) dµ(x)

for all f ∈ L1(E ∪ F, µ).

Needless to say, this corresponds to the formula

(3.73)

∫ c

a

f(x) dx =

∫ b

a

f(x) dx+

∫ c

b

f(x) dx

for Riemannian integrals.

Proof. Note that χE∪F = χE + χF characterizes the disjointness of E and F . Therefore, we
obtain ∫

E∪F
f(x) dµ(x) =

∫
X

χE∪F (x)f(x) dµ(x)

=

∫
X

χE(x)f(x) + χF (x)f(x) dµ(x)

=

∫
E

f(x) dµ(x) +

∫
F

f(x) dµ(x).

This is the desired result. □
Exercise 21. Let f : X → C be a complex-valued measurable function. Show that the following
are equivalent.

(1) f ∈ L1(µ).
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(2) Re (f) ∈ L1(µ) and Im (f) ∈ L1(µ).
(3) Re (f)± ∈ L1(µ) and Im (f)± ∈ L1(µ).

In considering the integral or something related to integral, there is no need to know the
value of function at all points. Indeed, we just need to know them at almost all points. The
next definition makes this more precise.

Definition 3.53 (Almost all e.t.c.). Let (X,B, µ) be a measure space. A property holds for
almost all / almost everywhere / almost every etc., if there exists a set A of µ-measure 0 such
that the property holds outside A. That is, the word “almost” means that the set of all points
such that the property fails has µ-measure 0. A null set means a set of measure 0.

Example 3.54. Below we exhibit examples of the usage of “almost”

(1) Let (X,B, µ) be a measure space. f(x) ≤ g(x) µ-a.e. means that there exists a µ-null
set A such that f(x) ≤ g(x) for all x ∈ X \A.

(2) Let (Ω,F , µ) be a probability space, that is, µ(X) = 1. Then we use almost surely
instead of almost every. We abbreviate this to a.s. in probability theory. For example
lim
j→∞

Xj(ω) exists almost surely means there exists a null set Ω0 such that lim
j→∞

Xj(ω)

exists on Ω \ Ω0.
(3) The above two example are just rephrasing the definition. Let us see how this notion

is used actually. For example, lim
j→∞

sin(2πjx) diverges for dx-almost everywhere x ∈ R.

(Indeed, the limit does not exist if and only if θ is irrational.)

Before proceeding, let us see another example of “almost”.

Lemma 3.55. Let (X,B, µ) be a measure space and f : X → [0,∞] be a measurable function.

Assume the integral is finite :

∫
X

f(x) dµ(x) <∞. Then f is finite a.e.

Proof. Suppose instead that f = ∞ on a set A of positive µ-measure. Then since µ(A) > 0,
we have

(3.74)

∫
X

f(x) dµ(x) ≥
∫
A

f(x) dµ(x) = µ(A) · ∞ =∞.

This runs counter to the assumption. □

Exercise 22. Show that it is possible that f assumes ∞ at some point even when∫
X

f(x) dµ(x) <∞

in Lemma 3.55.

Here we present a routine way with which to enlarge the class of sets for which we can
consider its volume.

Definition 3.56 (Completion). Let (X,B, µ) be a measure space.

(1) Define

(3.75) B∗ := {B ∈ 2X : A0 ⊂ B ⊂ A1 with A0, A1 ∈ B and µ(A0) = µ(A1)}
and

(3.76) µ∗(B) := µ(A0) = µ(A1), if A0 ⊂ B ⊂ A1 with A0, A1 ∈ B and µ(A0) = µ(A1).

The completion of (X,B, µ) is, by definition, (X,B∗, µ∗).
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(2) The space X is said to be complete whenever a set which is contained in a µ-null set is
measurable.

Exercise 23. Show that (X,B∗, µ∗) is a measure space. If X is complete, then prove that
B∗ = B.
Exercise 24. Show that the set of all Lebesgue measurable sets is the completion of B(Rd).

3.5. Convergence theorems.

In this section we deal with convergence theorems. Here and below for the sake of simplicity
we use f ≤ g to mean not only f(x) ≤ g(x) for all x ∈ X but also f(x) ≤ g(x) for µ-almost all
x ∈ X. Here we harvest the consequences of the complicated definitions we have made all the
way.

Theorems dealing with the change of lim and

∫
. This is one of the most important theorems

in integration theory. Apart from their proofs, it is absolutely necessary that we utilize them
throughout this book.

Theorem 3.57. Suppose that (X,B, µ) is a measure space. Let {fj}j∈N be a sequence of

R-valued µ-measurable functions.

(1) (Monotone convergence theorem.) Suppose that {fj}j∈N is a positive and increasing
sequence : We have 0 ≤ fj ≤ fj+1, µ−a.e.. Then

(3.77) lim
j→∞

∫
X

(x)fj dµ(x) =

∫
X

lim
j→∞

fj(x) dµ(x).

(2) (Fatou’s lemma.) Suppose {fj}j∈N is a positive measurable sequence. Then we have

(3.78)

∫
X

lim inf
j→∞

fj(x) dµ(x) ≤ lim inf
j→∞

∫
X

fj(x) dµ(x).

(3) (Dominated convergence theorem, Lebesgue’s convergence theorem.) Suppose that
{fj}j∈N converges µ-almost everywhere to f . Assume further that there exists g ∈ L1(µ)
such that |fj | ≤ g a.e. for all j ∈ N. Then

(3.79) lim
j→∞

∫
X

fj(x) dµ(x) =

∫
X

f(x) dµ(x).

(1). (3.77) is taken up as Theorem 3.42, which is a starting point of (3.78) and (3.79). In
Theorem 3.42 we have assumed that 0 ≤ fj(x) ≤ fj+1(x) for all x ∈ X and j ∈ N. However,
if we dilate a set of µ-measure zero, we can go through the same argument as before. Thus,
(3.77) is complete. □

(2). Now we shall prove (3.78). If we set gj(x) := inf
k≥j

fk(x) for x ∈ X, then {gj}j∈N satisfies

the assumption of Theorem 3.42 and lim
j→∞

gj = lim inf
j→∞

fj for all x ∈ X. Therefore, (3.78) gives∫
X

lim inf
j→∞

fj(x) dµ(x) =

∫
X

lim
j→∞

gj(x) dµ(x)

= lim
j→∞

∫
X

gj(x) dµ(x)

= lim inf
j→∞

∫
X

gj(x) dµ(x)

≤ lim inf
j→∞

∫
X

fj dµ(x).
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This is the desired result. □

(3). To prove (3.79), note that g − fj is positive. Thus, we are in the position of using (3.78)
to have

(3.80)

∫
X

lim inf
j→∞

(g − fj)(x) dµ(x) ≤ lim inf
j→∞

∫
X

(g − fj)(x) dµ(x),

that is,

(3.81)

∫
X

g(x) dµ(x)−
∫
X

lim sup
j→∞

fj(x) dµ(x) ≤
∫
X

g(x) dµ(x)− lim sup
j→∞

∫
X

fj(x) dµ(x).

Equating (3.81), we obtain

(3.82)

∫
X

lim sup
j→∞

fj(x) dµ(x) ≥ lim sup
j→∞

∫
X

fj(x) dµ(x).

Going through the same argument by using {g + fj}j∈N, we obtain

(3.83)

∫
X

lim inf
j→∞

fj(x) dµ(x) ≤ lim inf
j→∞

∫
X

fj(x) dµ(x).

By assumption that {fj}j∈N converges to f , we have

(3.84) lim inf
j→∞

fj = lim sup
j→∞

fj = lim
j→∞

fj = f.

Also it is trivial that

(3.85) lim inf
j→∞

∫
X

fj(x) dµ(x) ≤ lim sup
j→∞

∫
X

fj(x) dµ(x).

Putting together (3.82)–(3.85), we obtain

(3.86) lim inf
j→∞

∫
X

fj(x) dµ(x) = lim sup
j→∞

∫
X

fj(x) dµ(x) =

∫
X

f(x) dµ(x).

Thus, it follows that lim
j→∞

∫
X

fj(x) dµ(x) =

∫
X

f(x) dµ(x). □

Before we proceed further, two helpful remarks may be in order.

Remark 3.58. It is important that we extend the Lebesgue convergence theorem to complex-
valued functions. Suppose that {fj}∞j=1 is a sequence of complex-valued functions on a measure
space (X,B, µ) and f is a a complex-valued measurable function on X. Assume that the limit
lim
j→∞

fj(x) exists and coincides with f(x) for µ-almost all x ∈ X and that there exists a function

g ∈ L1(µ) such that

(3.87) |fj | ≤ g for all j ∈ N

holds for µ-almost all x ∈ X. Then we have

(3.88) lim
j→∞

∫
X

fj(x) dµ(x) =

∫
X

f(x) dµ(x).

Exercise 25. Prove (3.88).

Remark 3.59. It is also important that we extend (3.79) to continuous variables. Let I be an
open interval in R and F : X × I → R measurable. Assume the following.

(1) lim
t→t0, t∈I

F (x, t) = F (x, t0) for almost every x ∈ X.

(2) There exists an integrable function G : X → [0,∞] such that, for almost every x,
|F (x, t)| ≤ G(x) for all t ∈ I.
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Then we have

lim
t→t0

∫
X

F (x, t) dµ(x) =

∫
X

F (x, t0) dµ(x).

Below we call this assertion Lebesgue’s convergence theorem as well.

Proof. Since the continuity of the function on I is equivalent to its sequential continuity, the
assertion is immediate from (3.79). □

Theorem 3.60 (Change of the order of integration and differentiation). Let (X,B, µ) be a
measure space. Assume that a function f : X × (a, b)→ C satisfies the following.

(1) For each t ∈ (a, b), f(·, t) is a µ-integrable function.
(2) For µ-almost all x ∈ X the function t→ f(x, t) is differentiable for all t ∈ (a, b).

(3) There exists a µ-integrable function g such that

∣∣∣∣∂f∂t (x, t)
∣∣∣∣ ≤ g(x) for all t ∈ (a, b) for

µ-almost every x ∈ X.

Then we have

(3.89)
∂

∂t

∫
X

f(x, t) dµ(x) =

∫
X

∂f

∂t
(x, t) dµ(x).

Proof. Let h /∈ 0 be small enough. Then

(3.90)

∣∣∣∣f(x, t+ h)− f(x, t)
h

∣∣∣∣ = ∣∣∣∣∫ 1

0

∂f

∂t
(x, t+ h s) ds

∣∣∣∣ ≤ ∫ 1

0

∣∣∣∣∂f∂t (x, t+ h s)

∣∣∣∣ ds ≤ g(x).
Thus, the key condition for the Lebesgue convergence theorem is satisfied. By the Lebesgue
convergence theorem we obtain

∂

∂t

∫
X

f(x, t) dµ(x) = lim
h→0

1

h

(∫
X

f(x, t+ h) dµ−
∫
X

f(x, t) dµ(x)

)
= lim
h→0

∫
X

1

h

(
f(x, t+ h)−

∫
X

f(x, t)

)
dµ(x)

=

∫
X

∂f

∂t
(x, t) dµ(x).

This is the desired result. □

We conclude this paragraph with a coutionary example.

Example 3.61. Let Q = {r1, r2, . . . , rj , . . .} be a rearrangement of Q. Define

(3.91) φ(t) :=
χ(0,1)(t)

t
, f(t) :=

∞∑
j=1

1

4j
φ(t− rj)

for t ∈ R. Then we have the following.

(1) f(t) <∞ for a.e. t ∈ R.

(2)

∫ b

a

f(t) dt =∞ for all a < b.
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Indeed, note that
√
f(t) ≤

∞∑
j=1

χ(0,1)(t− rj)
2j
√
t− rj

. Therefore,
√
f is integrable over R and hence it

is finite for a.e. t ∈ R by Lemma 3.55, proving (1). For the proof of (2) we have only to note

that

∫ 1

0

dt

t
=∞.

Riemann-integral and Lebesgue integral. After defining two types of integrals, the Riemann-
integral and the Lebesgue integral, we are eager to connect them. We are going to investigate
how they are related. As well as a condition for the two types of integrals to coincide, we obtain
the necessary and sufficient conditions for a bounded function f defined on a compact rectange
R to be Riemann-integrable. We give an answer in terms of the Lebesgue integral.

Theorem 3.62 (Darboux). Let R be a compact rectangular in Rd. Suppose that f : R→ R is
a bounded measurable function. Then f is Riemann-integrable, if and only if f is continuous at
almost all points in R. If this is the case, then its Riemann-integral and its Lebesgue-integral
coincide.

Proof. We may assume that

R =

d∏
j=1

[0, Rj ]

by translation. Bisect R k-times to obtain rectangles Rkj , j = 1, 2, . . . , 2kd. Set

E :=

∞∪
k=1

2kd∪
j=1

∂(Rkj ).

Given a point x ∈ R \E and k ∈ N, we define j(k, x) ∈ [1, 2kd]∩Z uniquely so that x ∈ Rkj(k,x).
Define

f(x) := lim
k→∞

 sup
y∈Rk

j(k,x)

χE(x)f(y)


f(x) := lim

k→∞

(
inf

y∈Rk
j(k,x)

χE(x)f(y)

)
.

Suppose that x ∈ R lies outside E. Then f is continuous precisely when f(x) = f(x). Further-
more, by Darboux’s theorem and Lebesgue’s convergence theorem we have

(3.92)

∫
R

f(x) dx =

∫
R

f(x) dx,

∫
R

f(x) dx =

∫
R

f(x) dx.

Let us denote by

∫
R

f(x) dx and

∫
R

f(x) dx the upper and lower Riemann integrals over R.

Then, if we put all observations together, it follows that

f is Riemann-integrable.⇐⇒
∫
R

f(x) dx =

∫
R

f(x) dx

⇐⇒
∫
R

f(x) dx =

∫
R

f(x) dx

⇐⇒ f(x) = f(x) a.e. x ∈ R
⇐⇒ f is continuous almost everywhere on R.

If this is the case, we see that two integrals coincide from the calculation above. □
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Exercise 26. Calculate the Lebesgue integral

∫ e2

e

log x

x
dx.

Now before we go further, let us solve some exercises.

Exercise 27.

(1) Choose functions integrable on [0,∞) with respect to the Lebesgue measure among the
functions listed below.

(2) Do the same thing replacing [0,∞) with [1,∞).
(3) Do the same thing replacing [0,∞) with [0, 1).

(1) e−x (2)xα (α < −1) (3)x−1 (4)xα (−1 < α < 0) (5) 1 (6)xα (α > 0)

(7)xe−x (8)x4 sinx (9)xke−
√
x (10)

e−x

x− 1
(11)

log(x+ 1)
1
2

x
4
3

(12)
e−x

2√
|x− 2|

.

Exercise 28. Find the necessary and sufficient condition for a, b ∈ R to satisfy

(3.93)

∫
Rd

|x|a

1 + |x|b
dx <∞.

3.6. Product measures and Fubini’s theorem.

With the definitions of the integrations complete, our concern now goes to the change of the
order of integrations. It is still important that our theory will work if the function is integrable
or positive. We need to consider two measure spaces. Especially, we have to define their
product. This will be a long process. As an intermediate step, we consider an outer measure
(µ⊗ ν)∗.

Definition 3.63 ((µ⊗ ν)∗). Let (X,M, µ) and (Y,N , ν) be a couple of measure spaces. Then
define an outer measure (µ⊗ ν)∗ on X × Y by

(µ⊗ ν)∗(∅) = 0

and

(µ⊗ ν)∗(A) = inf


∞∑
j=1

µ(Ej)ν(Fj) : A ⊂
∞∪
j=1

Ej × Fj

 , A ∈ 2X×Y .

Note that the infimum runs over all the countable measurable coverings of A of the form

E ×F with E ∈M and F ∈ N . Let us say that a covering {E(1)
j ×F

(1)
j }j∈N of A is finer than

a covering {E(2)
j ×F

(2)
j }j∈N of A, if {E(1)

j ×F
(1)
j }j∈N is obtained by partitioning each elements

in {E(2)
j ×F

(2)
j }j∈N. The finer the covering is, the closer to the actual value of (µ⊗ ν)∗(A) the

value
∞∑
j=1

µ(Ej)ν(Fj) is.

Theorem 3.64. The set of the form E × F with E ∈ M and F ∈ N is (µ ⊗ ν)∗-measurable
and (µ⊗ ν)∗(E × F ) = µ(E)× ν(F ).
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Proof. We go back to the definition of measurability. Fix G ∈ 2X×Y . Then we have

(µ⊗ ν)∗((E × F ) ∩G) + (µ⊗ ν)∗((E × F )c ∩G)

= inf


∞∑
j=1

µ(Ej)ν(Fj) : (E × F ) ∩G ⊂
∞∪
j=1

Ej × Fj


+ inf


∞∑
j=1

µ(Ej)ν(Fj) : (E × F )c ∩G ⊂
∞∪
j=1

Ej × Fj


:= I + II.

Observe that II = min(II1, II2, II3), where

II1 = inf


∞∑
j=1

µ(Ej)ν(Fj) : (E × F c) ∩G ⊂
∞∪
j=1

Ej × Fj ⊂ E × F c


II2 = inf


∞∑
j=1

µ(Ej)ν(Fj) : (Ec × F ) ∩G ⊂
∞∪
j=1

Ej × Fj ⊂ Ec × F


II3 = inf


∞∑
j=1

µ(Ej)ν(Fj) : (Ec × F c) ∩G ⊂
∞∪
j=1

Ej × Fj ⊂ Ec × F c


By the remark just below Definition 3.63 we obtain

(µ⊗ ν)∗((E × F ) ∩G) + (µ⊗ ν)∗((E × F )c ∩G) = inf


∞∑
j=1

µ(Ej)ν(Fj) : G ⊂
∞∪
j=1

Ej × Fj


= (µ⊗ ν)∗(G).

As a result we have established the measurability.

Now let us show the equality, assuming that E and F are both measurable. Taking into
account the overlapping of the covering of E × F , we obtain

(µ⊗ ν)∗(E × F )

= inf


∞∑
j=1

µ(Ej)ν(Fj) : E × F =

∞∪
j=1

Ej × Fj , (Ej)∞j=1 ⊂M, (Fj)
∞
j=1 ⊂ N


≤ µ(E)× ν(F ).

Given covering E×F =

∞∪
j=1

Ej×Fj , we can arrange that it is a disjoint covering. Consequently

we have only to prove that if {Ej}∞j=1 ⊂ M and {Fj}∞j=1 ⊂ N satisfy E × F =
∞∪
j=1

Ej × Fj ,

then

(3.94) µ(E)ν(F ) =

∞∑
j=1

µ(Ej)ν(Fj).

This can be achieved as follows : Set

(3.95) Sk(x, y) =

k∑
j=1

χEj×Fj (x, y) (x, y ∈ X × Y ).
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Then by the definition of the integral we have

(3.96)

∫
X

(∫
Y

Sk(x, y) dν(y)

)
dµ(x) =

k∑
j=1

µ(Ej)ν(Fj).

If k →∞, then

(3.97)

∫
Y

Sk(x, y) dν(y) ↑
∫
Y

χE×F (x, y) dν(y)

by virtue of the monotone convergence theorem. Using the monotone convergence theorem
once more, we have

(3.98)

∫
X

(∫
Y

Sk(x, y) dν(y)

)
dµ(x) ↑

∫
X

(∫
Y

χE×F (x, y) dν(y)

)
dµ(x) = µ(E)ν(F ).

If we let k tend to ∞, (3.94) is established. □

The product of the measure and the σ-field is readily defined now.

Definition 3.65 (Tensor product of measure spaces). Denote by µ⊗ν the restriction of (µ⊗ν)∗
to the measurable sets. DefineM⊗N as the smallest algebra generated by

(3.99) {E × F : E ∈M, F ∈ N}.

It is worth mentioning that the following formula holds.

Corollary 3.66. Suppose that A = E × F with E ∈M and F ∈ N . Then

(3.100)

∫
X

(∫
Y

χA(x, y) dν(y)

)
dµ(x) =

∫
Y

(∫
X

χA(x, y) dµ(x)

)
dµ(y) = µ⊗ ν(A).

Let (X,M, µ) and (Y,N , ν) be a couple of measure spaces.

Recall that a measure space (X,M, µ) is said to be σ-finite, if X is partitioned into a
countable subsets of finite µ-measure (see Definition 3.10).

Until the end of this section we assume that (X,M, µ) and (Y,N , ν) are σ-finite.

Proposition 3.67. Let A ∈M⊗N . Then Ax ∈ N and Ay ∈M. Furthermore we have

(3.101) µ⊗ ν(A) =
∫
X

ν(Ax) dµ(x) =

∫
Y

µ(Ay) dµ(y).

Here we have defined

(3.102) Ax := {y ∈ Y : (x, y) ∈ A}, x ∈ XAy := {x ∈ X : (x, y) ∈ A}, y ∈ Y.

Proof. This is just a restatement of (3.100) when A = E × F for some E ∈ M and F ∈ N . A
passage to the general case can be achieved by the π-λ system (Theorem 3.12). □

The next theorem will be a prototype of Fubini’s theorem.

Theorem 3.68 (Fubini’s theorem). Suppose that (X,M, µ) and (Y,N , ν) are σ-finite. Then
we have
(3.103)∫∫

X×Y
f(x, y) dµ⊗ ν(x, y) =

∫
X

(∫
Y

f(x, y) dν(y)

)
dµ(x) =

∫
Y

(∫
X

f(x, y) dµ(x)

)
dν(y),

provided f ∈ (M⊗N )+ or f ∈ L1(M⊗N ).
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Proof. Suppose that f ∈ L1(M⊗N ). Then we can decompose

(3.104) f = Re (f)+ − Re (f)− + i · Im (f)+ − i · Im (f)−.

Thus, by linearity we have only to prove (3.103) only when f ∈ (M⊗N )+. If f ∈ (M⊗N )+,
then we can approximate it with a sequence of positive simple functions from above. Again by
linearity we can assume f = χA, where A is a µ⊗ ν-measurable set. If f = χA, then (3.103) is
(3.100) itself and the proof is now complete. □
Exercise 29. The author hit upon this exercise after the lecture of K. Yoneda [510].

(1) Suppose that h : R → C is a continuous even function such that lim
|x|→∞

h(x) = A does

exists. Then show that

(3.105) lim
T→∞

1

2T

∫ T

−T
h(t) dt = A.

(2) Under the same assumption, show that

(3.106) lim
T→∞

1

2T

∫ T

−T

(
log

T

|t|

)
h(t) dt = A.

Hint : Justify that we can assume h even. Then use

1

2T

∫ T

−T

(
log

T

|t|

)
h(t) dt =

1

T

∫ T

0

(
log

T

|t|

)
h(t) dt

=
1

T

∫ T

0

∫ T

t

ds

s
h(t) dt

=
1

T

∫ T

0

(
1

s

∫ s

0

h(t) dt

)
ds,

where for the last equality we have used the Fubini theorem.
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4. Lebesgue spaces

4.1. Lp(µ)-spaces.

As is the case with the people who learned Riemannian integration theory, sometimes we
are not interested in the exact value of integrals. Indeed, in many cases, it is again next to
impossible to calculate precisely the value of integral. Instead, we are mainly interested in the
size of functions. One of the simplest way to do so is to use Lebesgue spaces.

Definition 4.1 (Lebesgue space Lp(µ)). Let (X,B, µ) be a measure space and 0 < p ≤ ∞.

(1) The Lp(µ)-(quasi-)norm of a measurable function f is given by

∥f∥p := ∥f∥Lp(µ) :=
(∫

X

|f(x)|p dµ(x)
) 1
p

=

(∫
X

|f(x)|p dµ(x)
)
, p <∞

∥f∥∞ := ∥f∥L∞(µ) := sup{λ > 0 : |f(x)| ≤ λ for µ-a.e. x ∈ X }, p =∞.

(2) Define

Lp(µ) := {f : X → K : f is measurable and ∥f∥p <∞}/ ∼ .

Here the equivalence relation ∼ is defined by

(4.1) f ∼ g ⇐⇒ f = g a.e.

and below omit this equivalence in defining function spaces.

For example, f stands for the representative of the class belonging to f as well as a measurable
function f .

Exercise 30. The Lebesgue space Lp(µ) with 0 < p < 1 is not a normed space. What is the
property of the normed space that fails ?

Exercise 31. Let (X,M, µ) be a finite measure space. Show that

(4.2) lim
p↓0

µ(X)−
1
p ∥f∥p = exp

(
1

µ(X)

∫
X

log |f(x)| dµ(x)
)
, lim
p→∞

∥f∥Lp(µ) = ∥f∥L∞(µ).

Exercise 32. Show the following scaling law in Lebesgue spaces Lp(dx) :

∥f(t·)∥p = t−n/p∥f∥p.

Now we state important integral inequalities.

Theorem 4.2 (Minkowski’s inequality). Let (X,B, µ) be a measure space. Let 1 ≤ p ≤ ∞.
Then

(4.3) ∥f + g∥Lp(µ) ≤ ∥f∥Lp(µ) + ∥g∥Lp(µ)
for all measurable functions f, g : X → C.

Hence from this inequality we see that Lp(µ) is a normed space.

Proof. If p =∞, then this is just reduced to a triangle inequality for K. Let us use the following
convex inequality :

(4.4) (θa+ (1− θ)b)p ≤ θap + (1− θ)bp
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for 0 < θ < 1 and a, b ≥ 0, which can be readily obtained by an elementary calculation. Thus,
it follows that(

∥f + g∥p
∥f∥p + ∥g∥p

)p
=

∫
X

(
|f(x) + g(x)|
∥f∥p + ∥g∥p

)p
dµ(x)

≤ ∥f∥p
∥f∥p + ∥g∥p

∫
X

|f(x)|p

∥f∥pp
dµ(x) +

∥g∥p
∥f∥p + ∥g∥p

∫
X

|g(x)|p

∥g∥pp
dµ(x)

= 1.

As a result, we have ∥f + g∥Lp(µ) ≤ ∥f∥Lp(µ) + ∥g∥Lp(µ). □
Exercise 33. Show that (4.4) holds with equality if and only if a = b.

We still have a substitute for (4.3) for 0 < p ≤ 1.

Proposition 4.3 (p-convexity). Let (X,B, µ) be a measure space. Let 0 < p ≤ 1. Then we
have

(4.5) ∥f + g∥pLp(µ) ≤ ∥f∥
p
Lp(µ) + ∥g∥

p
Lp(µ)

for all measurable functions f, g : X → C.

Exercise 34. Let 0 < p ≤ 1.

(1) Show that (a+ b)p ≤ ap + bp for all a, b > 0.
(2) Prove (4.5).

Let 1 ≤ p ≤ ∞. Then define p′ =
p

p− 1
, if 1 ≤ p < ∞. If p = ∞, then define p′ = 1. Note

that

(4.6)
1

p
+

1

p′
= 1,

whenever 1 ≤ p ≤ ∞. Therefore, we have (p′)′ = p.

Theorem 4.4 (Hölder’s inequality). Let (X,B, µ) be a measure space. Suppose that f and g
are positive µ-measurable functions on X. Then

(4.7)

∫
X

f(x)g(x) dµ(x) ≤
(∫

X

f(x)p dµ(x)

) 1
p
(∫

X

g(x)p
′
dµ(x)

) 1
p

.

Proof. We make use of the following elementary inequality; ab ≤ 1

p
ap +

1

p′
bp

′
. for all a, b > 0

and p ∈ (1,∞). First, parameterize the above inequality with θ; ab ≤ θp

p
ap +

θ−p
′

p′
bp

′
. Let

a = f(x) and b = g(x) and integrate the above inequality over X. Then we have

(4.8)

∫
X

f(x)g(x) dµ(x) ≤ θp

p

∫
X

f(x)p dµ+
θ−p

′

p′

∫
X

g(x)p
′
dµ.

Choose θ so that it minimizes the right-hand side of the above inequality. Then we obtain the
desired result. □

Exercise 35. Let f(θ) :=
θp

p
A+

θ−p
′

p′
B with A,B > 0. Find the minimum of f : [0,∞)→ [0,∞).

Exercise 36. Let 1 ≤ p ≤ ∞. Let f : X → R be a measurable function. Show that f ∈ Lp(µ),
whenever f · g ∈ L1(µ) for all g ∈ Lp′(µ).

In fact as the next theorem shows we have equality in (4.7).
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Theorem 4.5 (Duality Lp(µ)-Lp
′
(µ)). Assume that (X,B, µ) is a σ-finite measure space. Let

f be a function that is integrable on any set of finite measure. Then, for all 1 ≤ p ≤ ∞, we
have

∥f∥Lp(µ)

= sup

{∣∣∣∣∫
X

f(x)g(x) dµ(x)

∣∣∣∣ : g ∈ L∞(µ) ∩ Lp
′
(µ), ∥g∥Lp′ (µ) = 1, µ{g ̸= 0} <∞

}
.

Proof. Let g ∈ L∞(µ) ∩ Lp′(µ) be such that ∥g∥Lp′ (µ) = 1 and that µ{g ̸= 0} < ∞. It is easy
to show that

(4.9)

∣∣∣∣∫
X

f(x) · g(x) dµ(x)
∣∣∣∣ ≤ ∥f∥Lp(µ)

by using the Hölder inequality. Since X is assumed σ-finite, there exists {fj}j∈N ⊂ L∞(µ) such
that

(4.10) |fj | ≤ |f |, lim
j→∞

|fj | = |f |, µ{fj ̸= 0} <∞ for all j ∈ N.

Therefore, we may assume f ∈ L∞(µ) with µ{f ̸= 0} < ∞. Let g := sgn(f)|f |p−1. Then we
have

(4.11) ∥g∥Lp′ (µ) = ∥f∥
p−1
Lp(µ),

∫
X

f(x)g(x) dµ(x) =

∫
X

|f(x)|p dµ(x) = ∥f∥pLp(µ).

Thus, if we set h =
g

∥f∥p−1
Lp(µ)

, then h attains the supremum in question. □

Exercise 37. Assume that (X,B, µ) is a σ-finite measure space. Let f ∈ Lp(µ) with 1 ≤ p <∞.
Then show that

(4.12) ∥f∥Lp(µ) = max

{∫
X

f(x)g(x) dµ(x) : g ∈ L∞(µ), ∥g∥Lp′ (µ)| = 1

}
.

Theorem 4.6. Let 0 < p <≤ ∞. Then the space Lp(µ) is complete in the following sense :
Suppose that {fj}j∈N is a sequence in Lp(µ) satisfying

(4.13) lim
K→∞

(
sup
j,k≥K

∥fj − fk∥Lp(µ)

)
= 0.

Then there exists f ∈ Lp(µ) so that

(4.14) lim
j→∞

∥f − fj∥Lp(µ) = 0.

Proof. We assume that 0 < p ≤ 1. The result for the case 1 < p ≤ ∞ is well-known and left
as Exercise 38 for the readers, the proof being similar to the case when 0 < p ≤ 1. The proof
consists of two parts. We may also assume f is real-valued.

Construction of the limit f By assumption we can take a subsequence {fjk}k∈N so that

(4.15) ∥fjk+1
− fjk∥Lp(µ) ≤

1

k!
.

Set g1 := fj1 and gk := fjk+1
− fjk for k ≥ 2.

Then a repeated application of (4.5) gives

(4.16) ∥ |g1|+ |g2|+ . . .+ |gk| ∥pLp(µ) ≤
k∑
l=1

∥gl∥pLp(µ) ≤
k∑
l=1

(k!)−p <∞.
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By using the monotone convergence theorem we have

(4.17) ∥ |g1|+ |g2|+ . . . ∥Lp(µ) <∞.

(4.17) gives us

(4.18) |g1(x)|+ |g2(x)|+ . . .

is finite for µ-a.e. x ∈ X. That is,

(4.19) g1(x) + g2(x) + . . .

converges absolutely for µ-a.e. x ∈ X. Set

(4.20) f(x) := lim sup
k→∞

k∑
l=1

gl(x).

Then proceeding in the same way as before, we have

(4.21) ∥f − g1 − g2 − . . .− gk∥pLp(µ) ≤
∞∑

l=k+1

(k!)−p → 0

as k →∞. In the next step we shall prove that f is the limit of the Cauchy sequence {fj}j∈N.

{fj}j∈N tends to f Let ε > 0 be fixed. Then there exists N so that m,n ≥ N implies

(4.22) ∥fm − fn∥Lp(µ) ≤ ε.

Let k ≥ N . Then (4.22) gives us

(4.23) ∥fm − g1 − g2 − . . .− gk∥Lp(µ) = ∥fm − fjk∥Lp(µ) ≤ ε.

By the Fatou lemma, we have

∥fm − f∥Lp(µ) =

∥∥∥∥∥lim inf
k→∞

(
fm −

k∑
l=1

gl

)∥∥∥∥∥
Lp(µ)

≤ lim inf
k→∞

∥∥∥∥∥fm −
k∑
l=1

gl

∥∥∥∥∥
Lp(µ)

Inserting the definition of the gl, we obtain

∥fm − f∥Lp(µ) ≤ lim inf
k→∞

∥fm − fjk∥Lp(µ) ≤ ε.

Therefore {fj}j∈N converges to f . □

Exercise 38. Supply the proof of the above theorem with 1 < p ≤ ∞.

Exercise 39. What happens if we consider the Lp(dx) space in the frame of the Riemannian
integral ? Show that there exists a sequence of bounded functions {fj}j∈N on [0, 1] with the
following properties.

(1)

∫ 1

0

|fj(x)− fk(x)| dx = 0 for all j, k ∈ N.

(2) lim
j→∞

fj(x) = f(x) exists for all x ∈ [0, 1].

(3) f is discontinuous everywhere on [0, 1].

Exercise 40. Let B denote the set of all measurable subsets in a measure space (X,B, µ). If A
and B have finite µ-measure and µ(A ⊖ B) = 0, then let us say that A and B are equivalent.
Denote by C the equivalence class. [A] denotes the class of equivalence to which A ∈ B of finite
measure belongs.

(1) Show that d([A], [B]) := µ(A⊖B) is a well-defined distance function.
(2) Show that (C, d) is complete.
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4.2. Integration formulae.

In this section we prove some elementary calculus formulae. When we consider Lebesgue
integral of the functions, we have to cut the space X according to the value of the functions.
So it seems to count to consider {x ∈ X : |f(x)| > λ} instead of the precise structure of the
functions themselves. This observation leads us to the following definition.

Definition 4.7 (Distribution functions). Let (X,µ,B) be a σ-finite measure space. Define, for
a measurable function f ,

(4.24) φf (λ)µ{ |f | > λ} = µ{x ∈ X : |f(x)| > λ} (λ > 0).

This function is said to be the distribution of f .

Exercise 41. In this exercise we consider a property and an example of distribution functions.

(1) Show that λ ∈ [0,∞) 7→ µ{ |f | > λ} ∈ [0,∞) is a right-continuous decreasing function.
(2) Consider log : (0,∞)→ R. Then prove that its distribution function is e−λ.

The following inequality is elementary, which we frequently use without notice.

Theorem 4.8 (Chebychev inequality). Let f ∈ Lp(µ) and λ > 0. Then

(4.25) µ{ |f | > λ} ≤ 1

λp

∫
X

|f(x)|p dµ(x).

This inequality is known as the Chebychev inequality.

Proof. We have only to re-examine the arguments in Chapter 1. The proof is obtained by
expressing the left-hand side in terms of integral:

µ{ |f | > λ} =
∫
X

χ{ |f |>λ}(x) dµ(x) ≤
∫
X

χ{ |f |>λ}(x) ·
|f(x)|p

λp
dµ(x) ≤ 1

λp

∫
X

|f(x)|p dµ(x).

This is the desired result. □

We use the following formula throughout this book.

Theorem 4.9 (Distribution formula). Suppose that a is an increasing function on [0,∞) with
a(0) = 0 and continuous derivative. Then for a C-valued µ-measurable function f , we have

(4.26)

∫
X

a(|f(x)|) dµ(x) =
∫ ∞

0

a′(λ)µ{ |f | > λ} dλ.

Proof. Our viewpoint is to insert the following trivial equality:

(4.27) a(|f(x)|) =
∫ |f(x)|

0

a′(λ) dλ.
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Thanks to (4.27), we can proceed further. By interchanging the order of integrations, we
obtain ∫

X

a(|f(x)|) dµ(x) =
∫
X

(∫ |f(x)|

0

a′(λ) dλ

)
dµ(x)

=

∫
X

(∫ ∞

0

χ{ |f(x)|>λ}(x, λ)a
′(λ) dλ

)
dµ(x)

=

∫ ∞

0

(∫
X

χ{ |f(x)|>λ}(x, λ)a
′(λ) dµ(x)

)
dλ

=

∫ ∞

0

a′(λ)

(∫
X

χ{ |f(x)|>λ}(x, λ) dµ(x)

)
dλ

=

∫ ∞

0

a′(λ)µ{ |f | > λ} dλ

= R.H.S..

Thus, the proof is now complete. □

To conclude this section we investigate the rearrangement of a function f . This is a tool
with which to realize functions on X in the interval (0,∞).

Definition 4.10 (Distribution functions). Let (X,B, µ) be a measure space and let f be a
µ-measurable function. Write µ{ |f | > s } = µ{x ∈ X : |f(x)| > s}, the distribution function
of f .

(1) f∗(t) := inf{s > 0 : µ{ |f | > s} ≤ t} for t > 0.

(2) f∗∗(t) :=
1

t

∫ t

0

f∗(s) ds for t > 0.

Theorem 4.11. Let (X,B, µ) be a measure space and f a µ-measurable function. Then f∗ is
a right-continuous decreasing function.

Proof. It is trivial that f∗ is decreasing. To prove that f∗ is right-continuous, we choose a
sequence {tj}j∈N decreasing to t. Then we have

(4.28) {s > 0 : µ{ |f | > s} ≤ t} =
∞∩
j=1

{s > 0 : µ{ |f | > s} ≤ tj}.

Furthermore note that there exists s0 and an increasing sequence {sj}j∈N such that

(4.29) {s > 0 : µ{ |f | > s} ≤ t} = [s0,∞), {s > 0 : µ{ |f | > s} ≤ tj} = [sj ,∞).

Therefore,

(4.30) f∗(t) = s0 = lim
j→∞

sj = lim
j→∞

f∗(tj),

which shows that f∗ is right-continuous. □

Theorem 4.12. Suppose that f : X → C is a measurable function. Then we have

(4.31) ∥f∥qq =
∫ ∞

0

f∗(t)q dt

for all 0 < q <∞.
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Proof. We write out the right-hand side in terms of the distribution function of u∗.∫ ∞

0

f∗(t)q dt =

∫ ∞

0

q λq−1| {t ≥ 0 : f∗(t) ≥ λ} | dλ =

∫ ∞

0

q λq−1| {t ≥ 0 : f∗(t) > λ} | dλ.

Since {t ≥ 0 : f∗(t) > λ} ⊂ {t ≥ 0 : µ{ |f | > λ} > t} ⊂ {t ≥ 0 : f∗(t) ≥ λ}, we obtain∫ ∞

0

q λq−1| {t ≥ 0 : µ{ |f | > λ} > t} | dt =
∫ ∞

0

q λq−1µ{ |f | > λ} dλ.

Therefore, it follows that

(4.32)

∫ ∞

0

f∗(t)q dt =

∫
X

|f(x)|q dµ(x).

This is the desired result. □

4.3. Convergence in measure.

One of the big advantages of Lebesgue integral is that measurability is closed under taking
the countable supremum. This fact gives us a hope that we can do a lot about the operation of
taking limit. Actually, in Riemannian integral, we could not change the order of the integration
and the limit unless we check the uniform integrability. Even when we can check it, we have to
place ourselves in the setting of bounded intervals. In Lebesgue integral, this strict condition
can be relaxed to a large extent. Also, by using the measure from which we started, we can
consider many types of convergences. Let (X,B, µ) be a measure space. Now we shall begin
with convergence of functions in measure.

Definition 4.13 (Convergence in measure). Let (X,B, µ) be a measure space. A sequence of
measurable functions {fj}j∈N converges to f in measure, if

(4.33) lim
j→∞

µ { |fj − f | > ε} = 0

for all ε > 0.

Below we present an example of convergence in measure.

Proposition 4.14. Assume that µ is finite. If a sequence of measurable functions {fj}j∈N
converges µ-a.e., then it converges to f also in measure.

Proof. Let ε > 0 be arbitrary. Then for all m ∈ N, we have

(4.34) µ{ |f − fj | > ε} ≤ µ

 ∞∪
l=m

∩
k≥l

{ |fk − fj | > ε}

 ≤ µ( ∞∪
l=m

{ |fl − fj | > ε}

)
.

Assuming µ finite, we see lim
m→∞

( ∞∪
l=m

{ |fl − fj | > ε}

)
differs from the empty set only by a set

of measure zero. We obtain the desired assertion. □

Proposition 4.15. If {fj}j∈N is a sequence in Lp(µ) that is convergent to f in the Lp(µ)-
topology, then {fj}j∈N converges to f in measure.

Proof. This is immediate from Chebychev’ inequality (Theorem 4.8). □

Example 4.16. It is important to keep in mind that the converse of the above proposition is
false. We exhibit two examples on the measure space ([0, 1),B([0, 1)), dt|[0,1)).



A HANDBOOK OF HARMONIC ANALYSIS 69

(1) Suppose that j ∈ N satisfies
k(k + 1)

2
≤ j <

(k + 1)(k + 2)

2
for some k ∈ N. Let

l(j) = j − k(k + 1)

2
. Then we define fj = χ[ l(j)k+1 ,

l(j)+1
k+1 ]. Then {fj}j∈N converges to 0 in

measure while {fj(t)}j∈N never converges for any t ∈ [0, 1).
(2) Let fj(t) = j!χ(0,2−j)(t) for j ∈ N. Then {fj}j∈N converges in measure to 0 but never

converges in the Lp(R)-topology for all 0 < p ≤ ∞.

To deal with the almost everywhere convergence, it is sometimes convenient to apply the
Borel-Cantelli lemma. Later it will serve to extend the range of operators.

Lemma 4.17 (Borel-Cantelli). Assume {Aj}j∈N is a sequence of measurable sets satisfying

(4.35)
∞∑
j=1

µ(Aj) <∞.

Then µ

 ∞∩
j=1

∞∪
k=j

Ak

 = 0.

Proof. Note that µ

 ∞∩
j=1

∞∪
k=j

Ak

 = lim
j→∞

µ

 ∞∪
k=j

Ak

 , since µ

( ∞∪
k=1

Ak

)
≤

∞∑
k=1

µ(Ak) <∞ by

virtue of the subadditivity.

By the subadditivity of µ together with (4.35) again we have

(4.36) µ

 ∞∪
k=j

Ak

 ≤ ∞∑
k=j

µ(Ak)→ 0

as j →∞. Thus, the result is immediate. □

The following theorem asserts that any Cauchy sequence has a limit in this topology.

Theorem 4.18. Suppose that a sequence of measurable functions {fj}j∈N satisfies

(4.37) lim
j,k→∞

µ { |fj − fk| > ε} = 0

for all ε > 0. Then {fj}j∈N converges to some f in measure.

Proof. We may suppose that f is real-valued. Choose an increasing sequence N1, N2, . . . , Nl, . . .
so that

(4.38) µ
{
|fj − fk| > 2−l

}
≤ 2−l,

whenever j and k are larger than Nl. Let

(4.39) A :=
∞∪
j=1

∞∩
k=j

{
|fj − fk| > 2−l for all j, k with j, k ≥ Nl

}
.

Then µ(A) = 0 and lim
l→∞

fNl(x) exists outside A. Set f(x) := lim sup
l→∞

fNl(x) on X. Then on A

we have{
|fj − f | > 2−l

}
⊂

∞∪
m=l

( ∞∩
k=m

{
|fj − fNk | > 2−m

})
⊂

∞∪
m=l

{
|fj − fNm | > 2−m

}
,

provided l ≤ m. Therefore, it follows that µ
{
|fj − f | > 2−l

}
≤ 21−l. Thus, {fj}j∈N converges

to f in measure. □
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Although the convergence in measure does not ensure almost everywhere convergence, it is
important to keep in mind that this is the case, if we pass to a subsequence.

Theorem 4.19. Let {fj}j∈N be a sequence of µ-measurable functions converging in measure.
Then one can choose a subsequence converging µ-almost everywhere.

Proof. Indeed, lim
l→∞

fNl(x) converges µ-almost everywhere under the notation above. □

4.4. Radon Nikodym derivative.

Next we turn to the density of measures. By the “density”, we can envisage the weight
defined on underlying spaces. To formulate “weights” more precisely, let us again work on a
measure space (X,B, µ). First, it is easy to see that

(4.40) ν(E) =

∫
E

f(x) dµ(x) (E ∈ B)

defines another measure as long as f is positive and integral. When a measure ν has such an
expression, then ν has a density (function) f with respect to µ. The function f must be positive
in order to guarantee that ν(E) ≥ 0 for all E. However, as long as f is integrable, ν satisfies
the countable additivity defined below. This observation naturally leads us to the following
definition.

Definition 4.20 (Signed measure). A function ν : B → C is said to be countably additive, if
it satisfies

(4.41)
∞∑
j=1

ν(Ej) = ν

 ∞∪
j=1

Ej

 ,

whenever (Ej)
∞
j=1 ⊂ B is disjoint.

An important remark concerning (4.41) is in order, which shows that (4.41) is much stronger
than it looks.

Remark 4.21. The above series does not depend on the order of the sum. Speaking precisely,
we take a bijective mapping σ : N→ N. Then

(4.42)
∞∑
j=1

ν(Eσ(j)) = ν

 ∞∪
j=1

Eσ(j)

 = ν

 ∞∪
j=1

Ej

 .

From this we conclude that the sum above converges absolutely.

For a measurable function f we can define its modulus |f |. The same can be said for
countably additive functions.

Definition 4.22 (|ν|). Suppose that ν : B → C is a countably additive function. Set

(4.43) |ν| (A) := sup


∞∑
j=1

|ν(Aj)| :
∞∑
j=1

Aj = A, Aj ∈ B

 , |ν(∅)| = 0.

Theorem 4.23. Let ν : B → C be a countably additive function. Then |ν| is a finite measure.
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Proof. |ν| is a measure All that is not clear is the countable subadditivity. Suppose that

Aj , j = 1, 2, . . . is a disjoint family in B. Then there exists Bj,k ∈ B, j, k ∈ N such that

(4.44)

∞∑
k=1

|ν(Bj,k)| ≥ |ν| (Aj)−
ε

2j
,

∞∑
k=1

Bj,k = Aj .

Summing this over j ∈ N, we obtain

(4.45)

∞∑
j,k=1

|ν(Bj,k)| ≥
∞∑
j=1

|ν| (Aj)− ε,
∞∑

j,k=1

Bj,k =

∞∑
j=1

Aj .

As a result it follows that

(4.46) |ν|

 ∞∑
j=1

Aj

 ≥ ∞∑
j,k=1

|ν(Bj,k)| ≥
∞∑
j=1

|ν| (Aj)− ε.

Since ε > 0 is taken arbitrarily, we obtain

(4.47) |ν|

 ∞∪
j=1

Aj

 ≥ ∞∑
j=1

|ν| (Aj).

To prove the converse inequality, we let

(4.48)

∞∑
k=1

Bk =

∞∑
j=1

Aj , Bk ∈ B k ∈ N.

Then Aj can be partitioned into {Bk ∩Aj}k∈N. Thus, it follows that

(4.49)
∞∑
k=1

|ν(Bk ∩Aj)| ≤ |ν| (Aj).

Taking this into account, we obtain

(4.50)

∞∑
k=1

|ν(Bk)| ≤
∞∑
k=1

∞∑
j=1

|ν(Bk ∩Aj)| ≤
∞∑
j=1

∞∑
k=1

|ν(Bk ∩Aj)| ≤
∞∑
j=1

|ν| (Aj).

Since the partition is arbitrary, we obtain

(4.51) |ν|

 ∞∪
j=1

Aj

 ≤ ∞∑
j=1

|ν| (Aj).

Consequently we have proved that |ν| is a measure.

|ν| is finite. It is easy to see that X is not partitioned into a countable sum {Aj}j∈N such

that |ν| (Aj) = ∞. Indeed, if there were such a partition, then each Aj would be partitioned

into a subpartition {A(k)
j }k∈N such that

∞∑
k=1

|ν(A(k)
j )| > 1 Thus, {A(k)

j }j,k∈N is a partition such

that

∞∑
j,k=1

|ν(A(k)
j )| =∞. This contradicts to Remark 4.21. Let us assume ν is not zero.

From the definition of |ν| (X) and the additivity of ν, there exists a partition {Aj}j∈N of X
such that each Aj is non-empty and that

(4.52)

∞∑
j=1

|ν(Aj)| ≥
1

2
min(1, |ν| (X)).
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Then from the above observation, there exists a non-empty measurable set A such that |ν| (A)
is finite.

Let us set

(4.53) M := sup{|ν| (A) : |ν| (A) <∞}.
From the observation above, we see that the set defining M is not empty. From the definition
of M there exists an increasing sequence {Aj}j∈N such that |ν| (Aj)→M as j →∞.

Assume that M is infinity. Then we can assume that |ν| (Aj+1 \Aj) > 0. For each j ∈ N we

can take a countable partition {B(k)
j }k∈N such that

(4.54)
∞∑
j=1

|ν(B(k)
j )| > 1

2
|ν| (Aj+1 \Aj).

Adding the above inequality over j ∈ N, we would have a partition {B(k)
j }j,k∈N satisfying

(4.55)
∞∑

j,k=1

|ν(B(k)
j )| ≥ 1

2

∞∑
j=1

|ν| (Aj+1 \Aj) =∞.

This is a contradiction. □

Theorem 4.24 (Hahn-decomposition). Let ν be a real-valued countably additive function.
Then there exists P ∈ B such that ν(· ∩P ), −ν(· ∩P c) are measures, that is, positive countably
additive functions.

Proof. Set α := sup{ν(A) : A ∈ B, ν(A) = |ν| (A)} < ∞. Suppose that A,B ∈ B satisfies
ν(A) = |ν| (A) and ν(B) = |ν| (B). Then we have
(4.56)
|ν| (A)+|ν| (B) = |ν| (A∪B)+|ν| (A∩B) ≥ ν(A∪B)+ν(A∩B) = ν(A)+ν(B) = |ν| (A)+|ν| (B).

As a result ν(A ∪B) = |ν| (A ∪B).

In view of this paragraph, we can find P such that α = ν(P ). If B ⊂ P c, then ν(B) ≤ 0. As
a result −ν(· ∩ P c) is a measure.

Suppose that B ⊂ P . Then
(4.57) |ν| (P ) = |ν| (P \B) + |ν| (B) ≥ ν(P \B) + ν(B) = ν(P ) = |ν| (P ).
As a result ν(B) = |ν| (B). This implies that ν(· ∩ P ) is a measure. □

Based upon the above theorem, we can decopose ν. This corresponds to the fact that
f = f+ − f− for all real-valued measurable functions f .

Definition 4.25 (Hahn-decomposition). Let ν be a real-valued countably additive function.
Then ν = ν(· ∩ P )− (−ν(· ∩ P c)) is said to be Hahn-decomposition of ν.

Absolute continuity and Radon-Nikodym derivative. We go back to the discussion about density
above. If ν is given by (4.40), then ν is a countably additive function. A natural question arises:
When countably additive functions can be expressed as above ? To answer this question, we
present a definition.

Definition 4.26 (Absolute continuity). A countably additive function ν is absolutely contin-
uous with respect to a measure µ, if ν(A) = 0 for all µ-null sets. In this case write ν ≪ µ.

The following proposition is easy to show.
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Lemma 4.27. The condition ν ≪ µ implies |ν| ≪ µ.

Theorem 4.28 (Radon-Nikodym derivative). Assume X is σ-finite with respect to a measure
µ. Suppose that ν are countably additive measures with ν ≪ µ. Then there exists f ∈ L1(µ)
such that

(4.58) ν(A) :=

∫
A

f(x) dµ(x).

f appearing in this theorem is called Radon-Nikodym derivative of ν with respect to µ and

it is sometimes written as
dν

dµ
. We may assume that ν is positive by virtue of the Hahn-

Decomposition.

Proof. It can be assumed that µ is finite. Let us return to the proof of the theorem. We set

(4.59) G :=

{
f ∈ L1(µ)+ : ν(E) ≥

∫
E

f(x) dµ(x) for all E ∈ B
}
.

Then we see that G enjoys the following properties.

(4.60) f ∈ G, g ∈ G implies max(f, g) ∈ G

(4.61) f1, f2, . . . ∈ G and fj ≤ fj+1 for all j ∈ N implies lim
j→∞

fj ∈ G.

In view of these facts we see that there exists f ∈ G such that

(4.62)

∫
X

f(x) dµ(x) = sup
g∈G

∫
X

g(x) dµ(x).

We shall prove that f is the desired function.

To prove that f is the desired function, we note that it suffices to prove

(4.63) ν(X) =

∫
X

f(x) dµ(x) or equivalently ν(X) ≤
∫
X

f(x) dµ(x).

For this purpose we take ε ≥ 0 so that

(4.64) ν(X) ≥
∫
X

f(x) dµ(x) + εµ(X).

We form the Hahn-decomposition of ν − fµ− εµ. Let P ∈ B satisfy

(4.65) (ν − fµ− εµ)(E) ≥ 0, E ∈ B|P, (ν − fµ− εµ)(E) ≤ 0, E ∈ B|P c.

Set g(x) := χP c(x)f(x) + χP (x)(f(x) + ε) for x ∈ X.

Suppose that E ⊂ P . Then, using (ν − fµ− εµ)(E) ≥ 0, E ∈ B|P , we obtain

(4.66) ν(E) ≥
∫
E

g(x) dµ(x).

Suppose instead that E ⊂ P c. Then, taking into account that g = f on P c, we have

(4.67) ν(E) ≥
∫
E

f(x) dµ(x) =

∫
E

g(x) dµ(x).

From (4.66) and (4.67), we see that g ∈ G. By the definition of f we have

(4.68)

∫
X

f(x) dµ(x) =

∫
X

g(x) dµ(x).
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This means that εµ(P ) = 0. Suppose that µ(P ) = 0. Then ν(R) = 0 whenever R ⊂ P is
B-measurable. As a result, we see

(4.69) (ν − fµ− εµ)|P ≤ 0.

If we put (4.69) together with (4.65), we see that

(4.70) ν − fµ− εµ ≤ 0.

However, we are assuming

(4.71)

∫
X

f(x) dµ(x) + εµ(X) ≤ ν(X).

From (4.70) and (4.71) we conclude ε = 0.

Thus as a conclusion, we see that

∫
X

f(x) dµ(x)+εµ(X) ≤ ν(X) implies ε = 0, which means

that

∫
X

f(x) dµ(x) = ν(X).

As a result we have obtained the desired function f . □

Lemma 4.29. Let µ be a signed measure. Then

(4.72)

∣∣∣∣ dµd∥µ∥

∣∣∣∣ = 1

for ∥µ∥-almost every x ∈ X.

Proof. Since |µ(E)| ≤ ∥µ∥ (E), we have

∣∣∣∣ dµd∥µ∥

∣∣∣∣ ≤ 1. Indeed, for ε > 0 and θ ∈ R, let

F :=

{
x ∈ X :

∣∣∣∣ dµd∥µ∥

∣∣∣∣ > 1

}
Fε,θ :=

{
x ∈ X : Re

(
eθ

dµ

d∥µ∥

)
> 1 + ε

}
.

Then since |µ(Fε,θ)| ≤ ∥µ∥ (Fε,θ), we have ∥µ∥ (Fε,θ) = 0. Therefore, we obtain ∥µ∥ (F ) = 0.

Next, for ε > 0, we set

G :=

{ ∣∣∣∣ dµd∥µ∥

∣∣∣∣ < 1

}
, Fε :=

{ ∣∣∣∣ dµd∥µ∥

∣∣∣∣ < 1− ε
}
.

Then we have |µ(G)| ≤ (1− ε) ∥µ∥ (G). for all ∥µ∥-measurable set G contained in Fε. Since

(4.73) ∥µ∥ (Fε) = sup


J∑
j=1

|µ(Ej)| : {Ej}Jj=1 is a finite partition of E

 ,

we conclude

(4.74) ∥µ∥ (Fε) ≤ (1− ε) ∥µ∥ (Fε).

Therefore ∥µ∥ (Fε) = 0. Since ε > 0 is arbitrary, we conclude ∥µ∥ (G) = 0. □

Lemma 4.30. Suppose that µ and ν are positive measures and η is a signed measure. Assume
η ≪ ν ≪ µ. Then we have

(4.75)
dη

dµ
=
dη

dν
· dν
dµ
.
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Proof. Let E be a measurable set. We may assume η is positive as well. Then we have

(4.76) η(E) =

∫
E

dη

dν
(x) dν(x).

Since
dη

dν
≥ 0, a passage to the limit gives us

η(E) = lim
N→∞

∞∑
j=0

j

N
ν

(
E ∩

{
j

N
≤ dη

dν
<

j

N

})
= lim
N→∞

∞∑
j=0

j

N

∫
E∩{ jN≤ dη

dν<
j
N }

dν

dµ
(x) dµ(x),

where for the last equality we have used the definition of
dν

dµ
. By the dominated convergence

theorem we obtain

(4.77) η(E) =

∫
E

dη

dν
(x) · dν

dµ
(x) dµ(x).

From (4.77) we obtain

(4.78)
dη

dµ
=
dη

dν
· dν
dµ
,

which is the desired result. □

4.5. Convolution and mollifier.

Now we place ourselves in the setting of Rd coming with the Lebesgue measure dx. In this
case, unless possible confusion happens, we write

(4.79)

∫
E

f =

∫
E

f(x) dx

for a Lebesgue measurable set E.

Many mathematical transforms can be written in terms of convolutions, whose definition we
present below.

Definition 4.31. Let f, g be a measurable functions. Then the convolution of f and g are
given by

(4.80) f ∗ g(x) =
∫
Rd
f(y)g(x− y) dy,

provided this definition makes sense.

Exercise 42. Let 1 ≤ p ≤ ∞. Show that f ∗ g makes sense in each case below. Give a detailed
explanation of how f ∗ g makes sense.

(1) f ∈ Lp(Rd), g ∈ Lp′(Rd).
(2) f, g ∈ L1(Rd). (Hint: see (4.83).)

Under these conditions, show that f ∗ g = g ∗ f .

Now we generalize the above exercise.

Theorem 4.32 (Young inequality). Let p, q, r satisfy

(4.81) 1 ≤ p, q, r ≤ ∞, 1
r
=

1

p
+

1

q
− 1.

Suppose that f ∈ Lp(Rd) and g ∈ Lq(Rd). Then f ∗ g makes sense and belongs to Lr(Rd) with
the estimate

(4.82) ∥f ∗ g∥r ≤ ∥f∥p∥g∥q.
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In particular,

∥f ∗ g∥p ≤ ∥f∥p∥g∥1.(4.83)

Proof. Here we shall content ourselves with proving (4.83) for r = ∞ and p = q = r = 1.
Because the rest shall be proved via interpolation via interpolation in Chapter 16. If r = ∞,
then we have only to use the Hölder inequality. We have a pointwise estimate

(4.84) |f ∗ g(x)| ≤
(∫

Rd
|f(x− y)|p dx

) 1
p
(∫

Rd
|g(y)|q dx

) 1
q

= ∥f∥p∥g∥q.

If p = q = r = 1, then we have∫
Rd
|f ∗ g(x)| dx ≤

∫
Rd

(∫
Rd
|f(y)| · |g(x− y)| dy

)
dx =

∫
Rd

(∫
Rd
|f(y)| · |g(x− y)| dx

)
dy.

Factoring out |f(y)| and changing variables, we obtain∫
Rd
|f ∗ g(x)| dx =

∫
Rd
|f(y)| ·

(∫
Rd
|g(x− y)| dx

)
dy =

∫
Rd
|f(y)| · ∥g∥1 dy = ∥f∥1∥g∥1.

Thus, the proof is complete for p = q = r = 1. □

Now we take up the mollifiers. Fix a positive function φ ∈ C∞
c (Rd) satisfying

∫
Rd
φ(x) dx = 1

and supp(φ) ⊂ B(1). Then, for t > 0, let us write

(4.85) φt(x) :=
1

tn
φ
(x
t

)
(x ∈ Rn).

About the mollification, the following properties are fundamental.

Theorem 4.33. Let 1 ≤ p ≤ ∞.

(1) Let f ∈ L1
loc(Rd). Then φt ∗ f ∈ C∞(Rd).

(2) Let f ∈ Lp(Rd). Then

(4.86) ∥φt ∗ f∥p ≤ ∥f∥p.

(3) Suppose further that p <∞. Then for all f ∈ Lp(Rd). φt ∗ f → f in Lp(Rd).
(4) Let f ∈ BUC(Rd). Then φt ∗ f → f in BUC(Rd).
(5) Let f ∈ L1

loc(Rd). Then for a.e. x ∈ Rd

(4.87) φt ∗ f(x)→ f(x).

Proof. (1) is derived from Theorem 3.60, which we use without notice in what follows. (2) is
just an application of (4.83). 5 is rather difficult and we postpone its proof. We now turn to
the proof of (3). Suppose that f is a continuous function with compact support. Choose R > 0
so that supp(f) ⊂ B(R). Then we have

(4.88) φt ∗ f(x)− f(x) =
∫
Rd
(f(x− ty)− f(x))φ(y) dy.

Therefore, we have

sup
x∈Rd

|φt ∗ f(x)− f(x)| ≤ sup
x∈Rd

∫
Rd

(
sup

y∈B(1)

|f(x− ty)− f(x)|φ(y)

)
dy

≤ sup
x∈Rd, z∈B(t)

|f(x− z)− f(x)|.
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Since f is a compactly supported continuous function, f is uniformly continuous, that is

(4.89) sup
x∈Rd, z∈B(t)

|f(x− z)− f(x)| → 0

as t → 0. Furthermore we have φt ∗ f is supported on B(R + 1). Now we pass to the general
case. Let f ∈ Lp(Rd).

Take a compactly supported continuous function g arbitrarily. First, we decompose

∥φt ∗ f − f∥p ≤ ∥φt ∗ (f − g)∥p + ∥φt ∗ g − g∥p + ∥f − g∥p
Now that (2) is established, we see that

(4.90) ∥φt ∗ f − f∥p ≤ ∥φt ∗ g − g∥p + 2∥f − g∥p.

Due to a preparatory observation made above and the fact that g ∈ Cc, we see that

(4.91) lim sup
t→0

∥φt ∗ f − f∥p ≤ lim sup
t→0

∥φt ∗ g − g∥p + 2∥f − g∥p = 2∥f − g∥p.

Since g is arbitrary, we see

(4.92) lim sup
t→0

∥φt ∗ f − f∥p ≤ 2 inf
g∈Cc

∥f − g∥p = 0.

This is the desired result.

Finally we prove (4). Assume that f ∈ BUC(Rd). Note that

(4.93) |φt ∗ f(x)− f(x)| ≤
∫
Rd
|f(x− ty)− f(x)|φ(y) dy ≤ sup

z∈B(t)

|f(x− z)− f(x)|.

Therefore we have

(4.94) ∥φt ∗ f − f∥∞ ≤ sup
x∈Rd
z∈B(t)

|f(x− z)− f(x)|.

Now that we are assuming f ∈ BUC(Rd), we have

(4.95) lim
t→0

 sup
x∈Rd
z∈B(t)

|f(x− z)− f(x)|

 = 0,

which yields, together with (4.94), the desired result. □

Exercise 43. Let Γ(t, x) := 1

(4πt)
d
2
exp(−t|x|2). Given a function f on Rd, we write

(4.96) et∆f(x) := Γ(t, ∗) ∗ f(x)

as long as it makes sense. First, if f ∈ Lp(Rd) with 1 ≤ p ≤ ∞, then show that the integral
defining et∆f(x) converges absolutely. More precisely, establish that ∥et∆f∥p ≤ ∥f∥p. Below,
we assume that f ∈ Lp(Rd) with 1 ≤ p ≤ ∞.

(1) Show that es∆(et∆f) = e(t+s)∆f. This property is called the semigroup property of
et∆.

(2) Let 1 ≤ p <∞. Show that lim
t→0

et∆f = f in Lp(Rd).

(3) Let f ∈ BUC(Rd). Then show that lim
t→0

et∆f = f in BUC(Rd).

(4) Let f ∈ Lp(Rd) with 1 ≤ p ≤ ∞. Show that et∆f ∈ C∞(Rd+1
+ ) = C∞(Rdx × (0,∞)t.

(5) Let f ∈ Lp(Rd) with 1 ≤ p ≤ ∞. Then show that u(t, x) = et∆f(x) satisfies the

following heat equation:

(
∂

∂t
−∆

)
et∆f(x) = 0 on Rd+1

+ .
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4.6. Density.

Now we turn to the density of Lp(Rd) spaces.

Theorem 4.34. Let 1 ≤ p < ∞. Then Cc is dense in Lp(Rd). That is, any f ∈ Lp(Rd) can
be approximated by a sequence {φj}j∈N of compactly supported continuous functions.

Proof. Let f ∈ Lp(Rd). Then define fj := χ{ |f |≤j}∩B(j) · f . By the monotone convergence

theorem we have fj → f in the Lp(Rd) topology. Thus, instead of approximating f ∈ Lp(Rd),
we have only to approximate bounded function with bounded support. Using the same notation
as before, we mollify such f . Note that we have established φt ∗ f tends to f in the Lp(Rd)-
topology as t ↓ 0. Furthermore supp(φt ∗f) ⊂ supp(f)+supp(φt) is a compact set for all t > 0.
Therefore it follows that Cc is dense in Lp(Rd). □

Exercise 44. Let X be a topological space and A,B ⊂ X. If B = X and B ⊂ A, then show
that A = X.

Next we take up variation principle.

Theorem 4.35 (Variation principle). Let f ∈ L1
loc(Rd). If

∫
Rd
f(x)g(x) dx = 0 for all g ∈

C∞
c (Rd), then f(x) = 0 for almost every x ∈ Rd.

Proof. We may assume f ∈ L1(Rd) by reducing the matter to the local one. Assume f is not
zero almost everywhere.

We first choose h ∈ C∞
c (Rd) so that ∥f − h∥1 ≤

1

4
∥f∥1. In this case ∥h∥1 ≥

3

4
∥f∥1. Let k

be a measurable function given by k(x) = sgn (h(x)). Then we have k(x)h(x) = |h(x)|.

We now construct g ∈ C∞
c (Rd) so that ∥k − g∥1 ≤

1

4∥h∥∞ + 4
∥f∥1 and ∥g∥∞ ≤ 1 by

mollification.

Then

(4.97)

∫
Rd
f(x)g(x) dx =

∫
Rd
(f(x)−h(x))g(x) dx+

∫
Rd
(g(x)−k(x))h(x) dx+

∫
Rd
k(x)h(x) dx.

Note that

(4.98)

∣∣∣∣∫
Rd
(f(x)− h(x))g(x) dx

∣∣∣∣ ≤ 1

4
∥f∥1,

∣∣∣∣∫
Rd
(g(x)− k(x))h(x) dx

∣∣∣∣ ≤ 1

4
∥f∥1,

while

(4.99)

∣∣∣∣∫
Rd
k(x)h(x) dx

∣∣∣∣ = ∥h∥1 ≥ 3

4
∥f∥1.

Therefore

(4.100)

∣∣∣∣∫
Rd
f(x)g(x) dx

∣∣∣∣ > 1

4
∥f∥1 > 0.

This contradicts to the assumption. Therefore f = 0 a.e. on Rd. □

Exercise 45. Let E ⊂ Rd be a measurable subset in Rd with 0 < |E| <∞.

(1) Show that f(x) :=

∫
Rd
χE(x+ y)χE(y) dy is continuous.

(2) Show that {x− y : x, y ∈ E} contains 0 as an interior point.
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4.7. Dual spaces in connection with measure theory.

Riesz’s representation theorem. Let X be a locally compact topological space. Denote by C(X)
the set of bounded continuous functions. In this paragraph we set B as a σ-algebra generated
by open sets in X. In this paragraph we specify the dual of C(X).

Theorem 4.36 (Riesz). Suppose that I is a positive R-linear mapping from Cc(X) to R in the
sense that I(f) ≥ 0 for all f ∈ Cc(X)+. Then there exists a unique positive Borel measure µ
such that µ is compact and regular and that it satisfies

(4.101) I(f) =

∫
X

f(x) dµ(x)

for all f ∈ Cc(X).

Proof. Denote K by the set of all compact sets. For K ∈ K we define

(4.102) λ(K) := inf{I(f) : f ≥ χK}.

Then it is easy to see that λ is a content, that is,

(4.103) λ
(
K
⨿

L
)
= λ(K) + λ(L), λ(K ∪ L) ≥ λ(K) + λ(L)

for all K,L ∈ K. Let µ be the measure induced by λ.

We have to show that

(4.104) I(f) =

∫
X

f(x) dµ(x)

for all f ∈ Cc(X). We can decompose f = f+ − f−, so that it is assumed that f is positive.

Take ψ ∈ Cc(X) so that

(4.105) χsupp(f) ≤ ψ ≤ χV0 ,

where V0 is an open set engulfing supp(f). Then |I(g)| ≤ ∥g∥∞I(ψ) for all g ∈ Cc(X) with
supp(g) ⊂ supp(f). In particular if {gn}n∈N is a sequence of functions converging uniformly to
g with supp(gn) ⊂ supp(f), then I(gn)→ I(g).

For k ∈ N we set

(4.106) M := sup f, Vj,k := {f < jM/k}.

We take ψj,k so that

(4.107) 0 ≤ µ(Vj,k)− I(ψj,k) < 2−k, 0 ≤ ψj,k ≤ χVj,k .

We set gk :=

k∑
j=1

1

k
ψj,k. Then I(f) = lim

k→∞
I(gk) = lim

k→∞

k∑
j=1

1

k
µ(Vj,k) =

∫
X

f(x) dµ(x).

As a result we have proved the theorem. □

Exercise 46. Suppose that A and B are open sets in Rd with A ⊂ B ⊂ Rd and that φ is a
continuous function. Then what does the following inequality mean ?

(4.108) χA ≤ φ ≤ χB .

The following variants can be proved similarly.
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Theorem 4.37 (Riesz representation theorem). Suppose that I : C(X) → R be a functional
satisfying

(4.109) |I(f)| ≤ C ∥f∥∞, I(f) ≥ 0, for all f ∈ C(X)+.

Then there exists a finite measure µ : B → R such that I(f) =

∫
X

f(x) dµ(x) for all f ∈ C(X).

Theorem 4.38 (Riesz representation theorem). Suppose that I : C(X) → R be a functional
satisfying

(4.110) |I(f)| ≤ C ∥f∥∞.

Then there exists a finite signed measure µ : B → R such that I(f) =

∫
X

f(x) dµ(x) for all

f ∈ C(X).

Duality Lp(µ)-Lp
′
(µ). In the same way as C(X), we now specify the dual of Lp(µ) with 1 ≤

p <∞.

Theorem 4.39 (Duality Lp(µ)-Lp
′
(µ)). Let 1 ≤ p < ∞ and (X,B, µ) be a σ-finite measure

space, that is, X is partitioned into countable sets of finite µ-measure. Then Lp(µ)∗ = Lp
′
(µ)

with norm coincidence. Speaking precisely, let f ∈ Lp′(µ) and define Ff ∈ Lp(µ)∗ by

(4.111) g ∈ Lp
′
(µ) 7→

∫
X

f(x) g(x) dµ(x).

Then f ∈ Lp(µ) 7→ Ff ∈ Lp(µ)∗ is well-defined and ∥f∥Lp′ (µ)| = ∥Ff∥Lp(µ). If F : Lp(µ)→ K
is a continuous linear functional, i.e., there exists M > 0 such that

(4.112) |F (f)| ≤M∥f∥Lp(µ)
for all f ∈ Lp(µ), then F is realized with some g ∈ Lp′(µ).

Proof. By Hölder inequality it is easy to see f 7→ Ff is well-defined and

(4.113) ∥f∥Lp′ (µ)| ≥ ∥Ff∥Lp(µ).
The reverse inequality of this can be attained easily. Let f ̸= 0. We can even write out the
norm attainer g, that is, the non-zero element in g ∈ Lp(µ) satisfying
(4.114) |Ff (g)| = ∥f∥Lp′ (µ) · ∥g∥Lp(µ).

Indeed, it suffices to take g := lim
ε↓0

f ·(ε+ |f |)
p′
p −1. Therefore, it remains to show the surjectivity

of f ∈ Lp′(µ)→ Ff ∈ Lp(µ)∗.

Here we shall give an outline of the proof of the surjectivity, the Radon-Nikodym theorem
plays a key part.

Assume first that X is finite. Let F ∈ Lp(µ)∗. We define a ( signed ) measure µF by

(4.115) µF (E) := F (χE).

Then µ(E) = 0 implies µF (E) = 0. Therefore, we are in the position of using the Radon-
Nikodym theorem to obtain µF = f(x) · µ for some f ∈ L1(µ). An elaborate argument shows

f ∈ Lp′(µ).

In general X can be expressed as X =
∑∞
j=1Xj with µ(Xj) < ∞ for all j = 1, 2, . . .. In

this case we can find fj ∈ Lp
′
(Xj). Another elaborate argument shows the fj defines an L

p′(µ)
function f that realizes F . Thus, the proof is complete. □
Exercise 47. Fill details in the above proof.
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Exercise 48. By using the Riesz representation theorem, give an alternative proof of the above
theorem for p = 2.

Exercise 49. Let (X,M, µ) and (Y,N , ν) be a measure space. Show that any continuous linear
mapping from L1(µ) to L∞(ν) can be written as

(4.116) Tf(y) =

∫
X

K(x, y)f(x) dµ(x)

for some K ∈ L∞(X × Y ).

4.8. Some calculus formulas.

To conclude this section, we take up some calculation facts concerning the unit ball B(1)
and the unit sphere Sd and some calculation formulae.

Integration by parts and summation by parts. As for integration by parts, we content ourselves
with viewing the following elementary one.

Exercise 50. Let f, g : R → R be C1-functions and −∞ < a < b < ∞. Then show that
f · g ∈ C1 and that

(4.117)

∫ b

a

f ′(x)g(x) dx = f(b)g(b)− f(a)g(a)−
∫ b

a

f(x)g′(x) dx.

Now we turn to summation by parts.

Exercise 51 (Summation by parts in ℓp). Suppose that 0 < p <∞. Let a1, a2, . . . , an ≥ 0 and
x1 ≥ x2 ≥ . . . xn ≥ 0 be given. If p ≥ 1, then

(4.118)

(
n∑
k=1

akxk

)p
≥
n−1∑
k=1

Ak
p(xk

p − xk+1
p) +An

pxn
p,

where Ak = a1 + a2 + . . .+ ak. The inequality reverses if 0 < p ≤ 1. Note that equality holds
for p = 1.

Exercise 52. Assume that {ai}∞i=1 is a bounded sequence such that lim
n→∞

1

n

n∑
i=1

ai = y. Then

show that

(4.119) lim
r↑1

(1− r)
∞∑
i=1

ri ai = y.

Change of variables formula. We supplement this section by proving the change of variables
formula.

Theorem 4.40 (Change of variables formula). Let Ω, D be domains on Rd. Suppose that
f : Ω→ D is a C1-diffeomorphism and g is a positive measurable mapping on D. Then

(4.120)

∫
D

g(x) dx =

∫
Ω

g(f(x)) |det(Df)(x)| dx.

We write Jf(x) = |det(Df)(x)|.

Lemma 4.41. Let t > 1. There exist an open covering {Ok}k∈O and symmetric automorphism
Tk such that

(4.121) t−1|Tk(b− a)| ≤ |f(b)− f(a)| ≤ t|Tk(b− a)|
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for a, b ∈ Ok and

(4.122) t−d|det(Tk)| ≤ Jf(x) ≤ td|det(Tk)|

for x ∈ Ok.

Proof. Let C be a countable dense set in Ω and S be a countable subset of symmetric auto-
morphisms in Rd.

We denote

(4.123) U(c, T, i) := {b ∈ B(c, i−1) ∩ Ω : b satisfies (4.124) and (4.125)}.

Here the conditions (4.124) and (4.125) are

(4.124) t−
1
2 |Tv| ≤ |Df(b)v| ≤ t 1

2 |Tv| for all v ∈ Rd

and

(4.125) |f(a)− f(b)−Df(b)(a− b)| ≤ (t−1 − t−2)|a− b| for all a ∈ B(b, 2i−1).

From (4.124) we obtain

(4.126) t−d|det(T )| ≤ |det(Df)(b) ≤ td|det(T )|

If we combine (4.124) and (4.125), it follows that, taking into account t > 1,

(4.127) t−1|T (b− a)| ≤ |f(b)− f(a)| ≤ t|T (b− a)|

for all b ∈ U(c, T, i) and a ∈ B(b, 2i−1).

It remains to relabel U(c, T, i)x,T,i as {Ok}. □

With this preparation in mind, we prove the theorem.

Proof. Here and below in this proof let A ∼ B denote t−dA ≤ B ≤ tdA.

Denote by H0 the counting measure. Set Ek = {x ∈ Ω : k = min{l ∈ N : x ∈ Ol}}. Then,
taking F ∈ B(Ω) arbitrarily, we obtain∫

Rd
H0(F ∩ f−1(y)) dy = lim

l→∞

∑
Q∈D(l)

∑
k

∫
Rd
χf(Q∩F∩Ek)(y) dy

∼ lim
l→∞

∑
Q∈D(l)

∑
k

∫
Rd
χTk(Q∩F∩Ek)(y) dy

= lim
l→∞

∑
Q∈D(l)

∑
k

∫
Rd
χ(Q∩F∩Ek)(y)|det(Tk)| dy

∼ lim
l→∞

∑
Q∈D(l)

∑
k

∫
Rd
χ(Q∩F∩Ek)(y)Jf(y) dy

=

∫
F

JF (y) dy.

Consequently we obtain

(4.128)

∫
Rd
H0(F ∩ f−1(y)) dy =

∫
F

Jf(x) dx.
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If we pass to the measurable functions, the above formula reads

(4.129)

∫
Rd

 ∑
x∈f−1(y)

h(x)

 dy =

∫
F

h(x)Jf(x) dx

for all h ∈ B(Rd)+.

In particular h = g ◦ f we obtain

(4.130)

∫
Rd
g(x) dy =

∫
F

g(f(x))Jf(x) dx.

Thus, the proof is complete. □

Gamma function and Beta function. Let us recall the property of the Gamma function.

Definition 4.42 (Gamma function, Beta function). Set

(4.131) Γ(x) :=

∫ ∞

0

tx−1e−t dt, x > 0

and

(4.132) B(α, β) =

∫ 1

0

xα−1(1− x)β−1 dx

Proposition 4.43. Let x, α, β > 0.

(1) The integral defining Γ(x) converges absolutely.
(2) The integral defining B(α, β) converges absolutely.

(3) We have B(α, β) =
Γ(α)Γ(β)

Γ(α+ β)
.

Proof. The first two assertions are immediate. Therefore, we prove the third one. The proof is
obtained by a series of changing variables. By the Fubini theorem we have

(4.133) Γ(α)Γ(β) =

∫ ∞

0

∫ ∞

0

uα−1vβ−1e−u−v du dv

If we set u = vt, the we obtain

Γ(α)Γ(β) =

∫ ∞

0

∫ ∞

0

(vt)α−1vβ−1e−vt−vv dt dv =

∫ ∞

0

∫ ∞

0

vα+β−1e−v(t+1)tα−1 dv dt.

Setting w = (1 + t)v, we obtain

Γ(α)Γ(β) = Γ(α+ β)

∫ ∞

0

tα−1 dt

(1 + t)α+β

Finally if we set s =
1

1 + t
, then we obtain

(4.134) Γ(α)Γ(β) =

∫ 1

0

(
1

s
− 1

)α−1

sα+β−2 ds =

∫ 1

0

(1− s)α−1sβ−1 ds = B(α, β).

This is the desired result. □

Exercise 53. Verify the following equalities:

(1) Γ

(
1

2

)
=
√
π.

(2)

∫ 1

0

x8(1− x)7 dx =
1

102960
.
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(3)

∫ 3

0

x4(x− 3)4 dx =
2187

70
.

Volume of B(1) and area of Sd−1. Now let us calculate the volume of B(1) and the area of
Sd−1. To do this we set

(4.135) Sd+1 := {(x1, x2, . . . , xd+1) : x1, x2, . . . , xd+1 ≥ 0, x1 + x2 + . . .+ xd+1 ≤ 1}.

Theorem 4.44. Let α1, α2, . . . , αd+1 > 0. Then

(4.136)

∫
Sd

x1
α1−1 . . . xd

αd−1(1− x1 − . . .− xd)αd+1−1 dx1 . . . dxd =
Γ(α1) . . .Γ(αd+1)

Γ(α1 + . . .+ αd+1)
.

Exercise 54. Prove this theorem for d = 1.

Proof. We set

(4.137) I(α1, α2, . . . , αd+1) =

∫
Sd

x1
α1−1 . . . xd

αd−1(1− x1 − . . .− xd)αd+1−1 dx1 . . . dxd.

If d = 1, then this integral is known as the β-function and the result is collect. Suppose that
d ≥ 2. Then

I(α1, α2, . . . , αd+1) =

∫
Sd−1

x1
α1−1x2

α2−1 . . . xd−1
αd−1−1J(x1, x2, . . . , xd−1) dx1 . . . dxd−1.

Here

(4.138) J(x1, x2, . . . , xd−1) :=

∫
0≤xd≤1−(x1+x2+...+xd−1)

xd
αd−1(1− x1 − . . .− xd)αd+1−1 dxd.

Change variables to calculate J(x1, . . . , xd−1). Note that the β-function appears:

(4.139) J(x1, x2, . . . , xd−1) = (1− x1 − . . .− xd−1)
αd+αd+1−1Γ(αd)Γ(αd+1)

Γ(αd + αd+1)
.

Inserting this, we obtain a recurrence formula.

(4.140) I(α1, α2, . . . , αd+1) = I(α1, α2, . . . , αd−1, αd + αd+1)
Γ(αd)Γ(αd+1)

Γ(αd + αd+1)
.

With this recurrence formula (4.140), along with the initial condition I(β1, β2) =
Γ(β1)Γ(β2)

Γ(β1 + β2)
,

we obtain the result. □

Theorem 4.45. Let d ≥ 2. Then vd = |B(1)| = π
d
2

Γ

(
d+ 2

2

) and ωd = |Sd| = 2π
d
2

Γ

(
d

2

) . In
particular, we have

(4.141)
d

dr
|B(r)| = |Sd(r)|.

Exercise 55. Verify (4.141) for d = 2, 3.

Proof. We may suppose that d ≥ 3. Note that

|B(1)| =
∣∣{(x1, x2, . . . , xd) ∈ Rd : x1

2 + x2
2 + . . .+ xd

2 ≤ 1
}∣∣

= 2d
∫

x1,x2,...,xd≥0
x1

2+x2
2+...+xd

2≤1

dx

=

∫
(X1,X2,...,Xd)∈∆d−1

X1
− 1

2X2
− 1

2 . . . Xd
− 1

2 dX1 dX2 . . . dXd
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Following the above notation, we obtain

(4.142) |B(1)| = I

(
1

2
,
1

2
, . . . ,

1

2
, 1

)
=

π
d
2

Γ

(
d+ 2

2

) .
The exact value of ωd can be obtained from ωd =

∫
B(1)

dx′√
1− x12 − x22 − . . .− xd−1

2
similarly,

where x′ = (x1, x2, · · · , xd−1). □

Theorem 4.46. Let f be a continuous and integrable function. Then we have

(4.143)

∫
Rd
f(x) dx =

∫ ∞

0

rd−1

(∫
Sd
f(r ω) dω

)
dr.

In particular, if we assume in addition f is a radial function, that is,

(4.144) f(x) = F (|x|)

for some function F on R, then

(4.145)

∫
Rd
f(x) dx = ωd

∫ ∞

0

rd−1F (r) dr.

Proof. Assume first that f is radial. It is helpful to begin with the special case, that is, f

is radial. A passage to the limit then allows us to assume that f is positive and compactly
supported. Furthermore, it can be assumed that F given by (4.144) is smooth because we can
approximate f with such functions. An elementary theorem on calculus gives us

(4.146) f(x) = −
∫ ∞

|x|
F ′(u) du = −

∫ ∞

0

χB(u)(x)F
′(u) du.

Therefore,

(4.147)

∫
Rd
f(x) dx = −

∫
Rd

(∫ ∞

0

χB(u)(x)F
′(u) du

)
dx.

If we use the Fubini theorem, then we obtain

(4.148)

∫
Rd
f(x) dx = −vd

∫ ∞

0

udF ′(u) du.

Now we integrate by parts :

(4.149)

∫
Rd
f(x) dx = d vd

∫ ∞

0

ud−1 F (u) du.

Since d vd = ωd, this is the desired result.

Passage to the general case Recall that O(d) is the set of all linear transforms preserving

the Euclidean length in Rd. Let µ be the normalized Haar measure on O(d), which we take
up in Section 64. Here let us content ourselves with seeing that O(d) is a compact topological
space equipped with a finite measure µ with total mass 1 satisfying

(4.150)

∫
O(d)

φ(AB) dµ(B) =

∫
O(d)

φ(BA) dµ(B) =

∫
O(d)

φ(B) dµ(B)

for all B ∈ O(d) and for all continuous functions f : O(d)→ C. Set

(4.151) f(x) =

∫
O(d)

f(Ax) dµ(A).
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As we see below µ serves as an averaging tool. f and f have the same integral over Rd. Indeed,
we have ∫

Rd
f(x) dx =

∫
Rd

(∫
O(d)

f(Ax) dµ(A)

)
dx =

∫
O(d)

(∫
Rd
f(Ax) dx

)
dµ(A).

Note that O(A) leaves dx unchanged. Therefore, the integral of the most right-hand side does
not depend on A ∈ O(d) and hence A can be replaced by idRd . We deduce from this observation∫

Rd
f(x) dx =

∫
O(d)

(∫
Rd
f(x) dx

)
dµ(A) = µ(O(d)) ·

∫
Rd
f(x) dx =

∫
Rd
f(x) dx.

Note that f is radial, that is, f(Ax) = f(x) for all A ∈ O(d). Therefore, if we apply the special
case, then we obtain

(4.152)

∫
Rd
f(x) dx =

∫
Rd
f(x) dx =

∫ ∞

0

rd−1

(∫
Sd
f(r ω) dω

)
dr.

Note that, from (4.150), we have

(4.153)

∫
Sd
f(r ω) dω =

∫
Sd

(∫
O(d)

f(rAω) dµ(A)

)
dω =

∫
O(d)

(∫
Sd
f(rAω) dω

)
dµ(A).

Since Sd is a homogeneous space of O(d), that is, any rotation matrix A does not distort the
measure dω as well as dx, we have

(4.154)

∫
Sd
f(r Aω) dω =

∫
Sd
f(r ω) dω.

Inserting this, we have
(4.155)∫

Sd
f(r ω) dω =

∫
O(d)

(∫
Sd
f(r ω) dω

)
dµ(A) = µ(O(d)) ·

(∫
Sd
f(rω) dω

)
=

∫
Sd
f(rω) dω.

Therefore, putting our observations together, we obtain the desired result. □

Let us make a closer look of the property of O(d).

Exercise 56. Denote by M(d) the set of all d× d matrices. Identify M(d) naturally with Rd2 .
Then via this identification, we can regard M(d) as a topological space.

(1) Let A = {aij}i,j=1,...,d. Then write out in full the condition for which A ∈ O(d) in
terms of the components.

(2) Equip O(d) with a topology induced by M(d). Show that O(d) is a compact space and
the multiplication (A,B) ∈ O(d)×O(d) 7→ AB ∈ O(d) is continuous.

Exercise 57. Let S be the surface area of the unit ball in Rd. The aim of this exercise is to
obtain again the precise value of S.

(1) Show that

∫
Rd
e−|x|2 dx = S

∫ ∞

0

rd−1e−r
2

dr.

(2) By calculating the precise value of the left-hand side of the above formula, prove that

(4.156) S = 2π
d
2Γ

(
d

2

)−1

.

The author was taught this exercise by Y. Giga [501].

Notes and references for Chapter 3.
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Section 2.

Section 3. Lebesgue investigated his own theory for integration in [301, 302].

Theorem 3.6 Theorem 3.7 Theorem 3.12 Theorem 3.15 Theorem 3.16 Theorem 3.17 Theorem
3.19 Theorem 3.21 Theorem 3.24 Theorem 3.27 Theorem 3.28 Theorem 3.29 Theorem 3.30
Theorem 3.35 Theorem 3.42 Theorem 3.49 Theorem 3.57 Theorem 3.60 Theorem 3.62 Theorem
3.64

G. Fubini found out Theorem 3.68 in [197].

Theorem 4.2 was obtained by Minkowski in [334].

Theorem 4.4 was obtained by O. Hölder in [237]. Hölder was mainly concerned with number
theory. He considered this inequality in view of the work by Herr. L. Rogers [402]. We remark
that Rogers obtained the Hölder inequality in part. Hölder obtained this inequality from the
convex inequality. Note that

(4.157) φ((1− t)x+ ty) ≤ (1− t)φ(x) + tφ(y), 0 ≤ t ≤ 1

for x, y ∈ R if φ : (0,∞) → (0,∞) is C2 and φ′′ ≥ 0. He used this inequality with φ(x) = xm

to obtain the Hölder inequality, which is not so difficult nowadays.

Theorem 4.5

The proof of Theorem 4.6 has a little history. In [406] F. Riesz proved it for p = 2. The
passage to general p was made afterward also by him in [407].

Theorem 4.8 Theorem 4.9 Theorem 4.11 Theorem 4.12 Theorem 4.18 Theorem 4.19 Theorem
4.23 Theorem 4.24

Nikodym proved Theorem 4.28 in his paper [370]. I owe Professor Marcin Guest to his
checking the presentation in English.

Section 4. Theorem 4.32

Theorem 4.33

Theorem 4.34

Theorem 4.35

Theorems 4.36–4.38 are due to Riesz, who found the theorem in 1909.

Theorem 4.39

Theorem 4.40

Theorem 4.44 Theorem 4.45 Theorem 4.46
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Part 4. The Fourier transform

We now turn to the definitions of the Fourier transform and Schwartz distributions. The
Fourier transform is widely used in partial-differential equations. Here we present the definitions
and investigate elementary properties.

5. S(Rd) and S ′(Rd)

5.1. Schwartz Space S(Rd).

Definition. First, we begin with the definitions.

Definition 5.1. The Schwartz function space S(Rd) is the set of functions given below :

(5.1) S(Rd) =
{
φ ∈ C∞(Rd,C) : xαDβφ(x) ∈ L∞(Rd) for all α, β ∈ N0

d
}
.

Before we go further, let us exhibit some examples of elements in S(Rd).

Example 5.2. Let φ(x) = e−x
2 ∈ S(Rd). The function φ is called the Gaussian function.

Exercise 58. Prove that C∞
c ⊂ S(Rd). In view of this and Example 5.2 we conclude that C∞

c

is a proper subset of S(Rd).

Topology of S(Rd). Now we equip S(Rd) with a topology.

Definition 5.3. The topology of S(Rd) is defined as a topological vector space which are
induced by the family of seminorms below :

(5.2) pα,β(φ) := sup
x∈Rd

|xαDβφ(x)|,

where α, β ∈ N0
d are multi-indices. According to Exercise 8, the topology of S(Rd) is the

strongest topology such that pα,β is continuous for every α, β ∈ N0
d. It is convenient to define

(5.3) pN (φ) :=
∑

α,β∈N0
d

|α|,|β|≤N

sup
x∈Rd
⟨x⟩N |∂αφ(x)|

for N ∈ N0.

Exercise 59. Show that S(Rd) ↪→ Lp(Rd) for all 1 ≤ p ≤ ∞.

Example 5.4. Let U ⊂ S(Rd) be an open set and φ ∈ U . Then there exists N ∈ N such that

(5.4)
{
ψ ∈ S(Rd) : N pN (φ− ψ) < 1

}
⊂ U.

Proof. From the definition we can find finite collections α1, α2, . . . , αk ∈ N β1, β2, . . . , βk ∈ N
and ε1, ε2, . . . , εk > 0 such that

(5.5)
{
ψ ∈ S(Rd) : pα1,β1(φ− ψ) < ε1, pα2,β2(φ− ψ) < ε2, . . . , pαk,βk(φ− ψ) < εk

}
⊂ U.

If we set

(5.6) N :=
[
max(ε1

−1(|α1|+ |β1|), ε2−1(|α2|+ |β2|), . . . , εk−1(|αk|+ |βk|) )
]
+ 1,

then N pN (φ− ψ) < 1, ψ ∈ S(Rd) implies pαj ,βj (φ− ψ) < εj for all j = 1, 2, . . . , k. □
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Exercise 60. Prove that the closure of S(Rd) in L∞(Rd) is given by

S(Rd)L∞
:=

{
φ ∈ BUC(Rd) : lim

|x|→∞
φ(x) = 0

}
,

which is made up of uniformly continuous functions that decay at ∞.

To be accustomed with the definition, let us prove the following.

Example 5.5. Let φ ∈ S(Rd). Then defining φt := φ(·− t) for t ∈ Rd, we have t ∈ Rd → φt ∈
S(Rd) is continuous.

Proof. We have only to show

(5.7) lim
t→0

φt = φ

because of translation invariance of S(Rd). Now we shall prove

(5.8) lim
t→0

pα,β(φ− φt) = 0

for all α, β ∈ N0
d. By replacing ∂βφ with φ, we can assume β = 0. By the mean value theorem

and the binomial expansion we have

(5.9) sup
x∈Rd

|xα(φ(x)− φ(x− t))| ≤ t sup
x∈Rd

∫ 1

0

|xαφ(x− t u)| du ≲ t p|α|+1(φ).

Thus, (5.8) is established. □

Exercise 61. Prove that

(5.10) sup
t∈[0,1]d

pN (φt) <∞,

for all φ ∈ S(Rd) and N ∈ N.

Exercise 62. Let φ ∈ S(Rd). Then prove that

(5.11) lim
t→0

1

t
(φ− φt ej ) = ∂jφ

in S(Rd), where ej = (δjk)
d
k=1, the j-th elementary vector.

Definition 5.6. A topological space (X,OX) is said to be metrizable, if there exists a distance
function d : X ×X → [0,∞) so that the topology induced by d coincides with OX .

Proposition 5.7. The space S(Rd) is metrizable.

Proof. We set d(φ,ψ) :=
∞∑
j=1

1

2j
min(pj(φ− ψ), 1) for φ,ψ ∈ S(Rd).

d-open sets are open sets in S(Rd) with respect to the original topology. Pick ψ ∈ B(φ, r)

arbitrarily, where B(φ, r) denotes the d-open ball centered at φ of radius r > 0. Choose N
large enough as to hold

(5.12)

∞∑
j=N+1

1

2j
<
r − d(φ,ψ)

2
.

Let η ∈ S(Rd) satisfy pN (η − ψ) < r − d(φ,ψ)
2

. Then by using

(5.13) min(a+ b, c) ≤ min(a, c) + min(b, c)
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for all a, b, c > 0, we have

d(φ, η) =

N∑
j=1

1

2j
min(pj(φ− η), 1) +

∞∑
j=N+1

1

2j
min(pj(φ− η), 1)

≤
N∑
j=1

1

2j
min(pj(φ− ψ) + pj(η − ψ), 1) +

∞∑
j=N+1

1

2j

≤
N∑
j=1

1

2j
min(pj(φ− ψ), 1) +

N∑
j=1

1

2j
min(pj(η − ψ), 1) +

∞∑
j=N+1

1

2j

< d(φ,ψ) +
r − d(φ,ψ)

2
+
r − d(φ,ψ)

2
= r.

Therefore, pN (η − ψ) < r − d(φ,ψ)
2

implies d(φ, h) < r. Therefore any d-ball is open in the

original topology of r.

Any open set with respect to the original topology is d-open. In view of Example 5.4 it

suffices to prove that A := {ψ ∈ S(Rd) : N pN (φ−ψ) < 1} is d-open. Take an arbitrary point
ψ ∈ A. We shall prove B(ψ, r) ⊂ A if r = 4−N−1(1−N pN (φ− ψ)). Let η ∈ B(ψ, r). Then

(5.14)
1

2N
pN (η − ψ) < d(ψ, η) < r = 2−N−1(1−N pN (φ− ψ)).

Therefore, pN (η − ψ) ≤ 2−1(1−N pN (φ− ψ)). This implies η ∈ A because

(5.15) N pN (φ− η) < 2−2−NN(1− pN (φ− ψ)) +N pN (φ− ψ) < 2−1(1 +N pN (φ− ψ)) < 1.

Thus, A is d-open. □

Exercise 63. Prove (5.13).

We state a property of the distance space whose proof is left as an exercise for the readers.

Exercise 64. Let (X, d) be a metric space. Then F is closed precisely when every sequence in
F has a limit in F whenever it converges.

5.2. Schwartz distribution S ′.

We now turn to the topological dual of S ′(Rd). As we did in linear algebra, we use K to
denote R or C.

Definition.

We define S ′(Rd) as the set of all continuous functionals on S(Rd).

Definition 5.8 (Schwartz distribution). Let K be R or C. Denote by HomK(S(Rd),K) the set
of all linear mappings. The space S ′(Rd) is the topological dual of S(Rd), that is, the set of
continuous linear mappings.

(5.16) S ′(Rd) :=
{
f ∈ HomK(S(Rd),K) : f is a continuous mapping

}
or equivalently

S ′(Rd) := {f : S(Rd)→ K : ⟨f, φ+ψ⟩ = ⟨f, φ⟩+ ⟨f, ψ⟩, ⟨f, a ·φ⟩ = a · ⟨f, φ⟩, f is continous }.

Later on it will turn out that this set is quite large.
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Example 5.9 (Dirac delta). Let a ∈ Rd. It is easy to see that the evaluation mapping

(5.17) δa : φ ∈ S(Rd) 7→ φ(a) ∈ K

belongs to S ′(Rd). Indeed, we have

(5.18) | ⟨δa, φ⟩ | ≤ p0(φ)

in words of the seminorm.

Theorem 5.10. A K-linear mapping F from S(Rd) to K is continuous if and only if there
exists N ∈ N so that

(5.19) |F (φ)| ≤ N pN (φ)

for all φ ∈ S(Rd).

Proof. “If” part is obvious, because F is continuous. To prove “only if” part, we observe

(5.20) {φ ∈ S(Rd) : |F (φ)| < 1}

is an open set in S(Rd) containing 0. Therefore there exists N ∈ N so that

(5.21) {φ ∈ S(Rd) : N pN (φ) < 1} ⊂ {φ ∈ S(Rd) : |F (φ)| < 1}.

This implies |F (φ)| ≤ 1 whenever φ ∈ S(Rd) satisfies N p2N (φ) =
1

2
. Therefore homogeneity

gives us

(5.22) |F (φ)| ≤ 2N p2N (φ)

for all φ ∈ S(Rd). □

We give an example of elements in S ′(Rd).

Definition 5.11. A function h ∈ C∞(Rd) is a tempered distribution, if for all α ∈ N0
d, there

exist constants cα, Nα > 0 such that

(5.23) |∂αh(x)| ≤ cα ⟨x⟩Nα

for all x ∈ Rd.

The next definition will give us a way to produce elements in S ′(Rd).

Definition 5.12. Given a tempered distribution h ∈ C∞(Rd) and f ∈ S ′(Rd), we define
h · f ∈ S ′(Rd) by

(5.24) ⟨h · f, φ⟩ := ⟨f, h · φ⟩

for φ ∈ S(Rd).

Example 5.13. Let f ∈ S ′(Rd) and a ∈ R. Then xα, sinx · f ∈ S ′(Rd), ⟨x⟩af all make sense.

Topology of S ′(Rd). Now we equip S ′(Rd) with a topology.

Definition 5.14. The topology of S ′(Rd) is a topology generated by

(5.25) Uf,ψ,r := {g ∈ S ′(Rd) : | ⟨f − g, φ⟩ | < r}

is an open set for all f ∈ S ′(Rd), r > 0 and φ ∈ S(Rd).

Before we go further, let us familiarize ourselves with the topology above.
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Exercise 65. Let {fj}j∈N be a sequence in S ′(Rd). Then prove that it is convergent to f ∈
S ′(Rd), precisely when

(5.26) lim
j→∞
⟨fj , φ⟩ = ⟨f, φ⟩

for all φ ∈ S(Rd).

The following theorem is one of the most important theorems on Schwartz distributions.

Theorem 5.15. Suppose that {Fj}j∈N is a sequence in S ′(Rd) such that

(5.27) lim
j→∞
⟨Fj , φ⟩

exists for all φ ∈ S(Rd). Set

(5.28) F (φ) := lim
j→∞
⟨Fj , φ⟩,

for φ. Then F ∈ S ′(Rd) and Fj → F as j →∞. Furthermore there exists N ∈ N so that

(5.29) | ⟨Fj , φ⟩ | ≤ N pN (φ)

for all φ ∈ S(Rd) and j ∈ N.

Proof. We set

(5.30) Aj :=
{
φ ∈ S(Rd) : |⟨Fj , φ⟩ − ⟨Fk, φ⟩| ≤ 1 for all k ≥ j

}
.

Then Aj is a closed set and S(Rd) =
∞∪
j=1

Aj . We now apply the Baire category theorem (See

Theorem 10.15 below) for S(Rd). Since S(Rd) is metrizable and A1 ⊂ A2 ⊂ A3 ⊂ . . ., it follows
that Aj contains an interior point φ0 if j is large enough. Fix j such that Aj contains φ0 as
an interior point.

Then there exists N ∈ N so that

(5.31) {φ ∈ S(Rd) : N pN (φ− φ0) < 1} ⊂ Aj .

By symmetry we have

(5.32) {φ ∈ S(Rd) : N pN (φ+ φ0) < 1} ⊂ Aj .

Since Aj is convex, it follows that

{φ ∈ S(Rd) : N pN (φ) < 1}

⊂ 1

2
{φ ∈ S(Rd) : N pN (φ− φ0) < 1}+ 1

2
{φ ∈ S(Rd) : N pN (φ+ φ0) < 1} ⊂ Aj .

Thus, as before we have N pN (φ) =
1

2
implies

(5.33) |⟨Fj , φ⟩ − ⟨Fk, φ⟩| ≤ 1

for all k ≥ j and for all φ ∈ S(Rd) with N pN (φ) = 1
2 . A passage to the limit gives us that

F − Fj and hence F itself is continuous. Taking into account the continuity of a finite set of
functionals F1, F2, . . . , Fj−1, we can find N as in the theorem. □

In S ′(Rd) we can readily interchange the order of the limit and differentiation, more precisely
we have the following. Therefore, we can say that the differentiation in the sense of distribution
differs totally from the usual differentiation.
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Theorem 5.16. Let {fj}j∈N be a sequence in S ′(Rd) convergent to f . Then

(5.34) lim
j→∞

∂αfj = ∂αf

for all α ∈ N0
d.

Proof. Despite its appearance this theorem is easy to prove. Indeed, pick a test function φ.
Then we have

(5.35) lim
j→∞
⟨∂αfj , φ⟩ = (−1)|α| lim

j→∞
⟨fj , ∂αφ⟩ = (−1)|α|⟨f, ∂αφ⟩ = ⟨∂αf, φ⟩,

which shows lim
j→∞

∂αfj = ∂αf. □

Regular distributions. First, we discuss a dense space in S(Rd). For later consideration it is
convenient to prove the following.

Lemma 5.17 (Dyadic resolution). There exists a family of compactly supported functions
{φj}j∈N0 with the following properties.

(1) supp (φ0) ⊂ B(4) and supp (φ1) ⊂ B(8) \B(1).
(2) There exists η ∈ C∞

c (Rd) such that for every j ∈ N, we have φj = η(2−j+1·).

(3)

∞∑
j=0

φj ≡ 1.

(4) φj ≥ 0 for all j ∈ N0.

Proof. Let us begin with a smooth function η : R→ R such that

(5.36) c0 χ[−2,2] ≤ η ≤ c1 χ[−3,3]

for some c0, c1 > 0, whose explicit construction is left for readers as an exercise. Then define
φ(x) := η(|x|) and

(5.37) φj(x) = 2−jdφ(2−jx)− 2−(j−1)dφ(2−(j−1)x) x ∈ Rd.

Then {φj}j∈N satisfy the desired property. □

Exercise 66. Construct a smooth function η ∈ S(Rd) satisfying (5.36).

The following lemma is used frequently in our later consideration.

Lemma 5.18. Suppose that {φj}∞j=0 is a family appearing in Lemma 5.17.

(1) For ψ ∈ S(Rd) we have

J∑
j=0

φj · ψ → ψ as J →∞ in the topology of S(Rd).

(2) For f ∈ S ′(Rd) we have
J∑
j=0

φj(D)f → f as J →∞ in the topology of S ′(Rd).

(1). Let m ∈ N, β ∈ Nd0 taken arbitrarily. Then we have to show

(5.38) sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣∂β
ψ − J∑

j=0

φj · ψ

 (x)

∣∣∣∣∣∣→ 0
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as J →∞. However, since

(5.39) sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣∂β
ψ − J∑

j=0

φj · ψ

 (x)

∣∣∣∣∣∣ ≤ 2−J sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣∂β
ψ − J∑

j=0

φj · ψ

 (x)

∣∣∣∣∣∣ ,
it suffices to show that

(5.40) sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣∂β
ψ − J∑

j=0

φj · ψ

 (x)

∣∣∣∣∣∣ ≤ cα,β <∞.
This can be achieved easily by virtue of the inequality

(5.41) sup
j∈N0

sup
x∈Rd

sup
γ∈N0

d

γ≤β

|∂γφj(x)| <∞.

Thus, we have proved (1). □

(2). For the proof of (2) we take ψ ∈ S(Rd) and calculate

(5.42) lim
J→∞

⟨
J∑
j=0

φj(D)f, ψ

⟩
= lim
J→∞

J∑
j=0

⟨
φj · Ff,F−1ψ

⟩
= ⟨Ff,F−1ψ⟩ = ⟨f, ψ⟩,

proving

J∑
j=0

φj(D)f → f in S ′(Rd) as J →∞. □

Corollary 5.19. The space C∞
c (Rd) is dense in S(Rd).

Definition 5.20. A locally integrable function f is said to belong S ′(Rd), if

(5.43) φ ∈ C∞
c 7→

∫
Rd
f(x)φ(x) dx ∈ C

can be extended to a bounded linear functional on S(Rd). If this is the case, identify f := Ff ∈
S ′(Rd) by

(5.44) ⟨Ff , φ⟩ = lim
j→∞

∫
Rd
f(x)φj(x) dx.

Here {φj}j∈N is a family of C∞
c functions tending to φ as j → ∞. f is sometimes identified

with Ff . S ′(Rd) ∩ L1
loc(Rd) = L1

loc(Rd) ∩ S ′(Rd) is the set of all locally integrable functions
satisfying the condition above. It is convenient to regard S ′(Rd)∩L1

loc(Rd) not only as a subset
of L1

loc(Rd) but also as a subset of S ′(Rd).

Example 5.21. Let 1 ≤ p ≤ ∞. Then Lp(Rd) ↪→ S ′(Rd) in the sense that every f ∈ Lp(Rd)
belongs to S ′(Rd). Furthermore f ∈ Lp(Rd) 7→ Ff ∈ S ′(Rd) is continuous.

Proof. Pick a test function φ ∈ C∞
c (Rd). Then by Hölder’s inequality we have

(5.45) | ⟨Ff , φ⟩ | =
∣∣∣∣∫

Rd
f(x)φ(x) dx

∣∣∣∣ ≤ ∥f∥p · ∥φ∥p′ ≤ ∥f∥p · pN (φ).

Here N is taken so that Np′ > d+ 1. Thus, the result is immediate. □

Exercise 67. Let 1 ≤ q ≤ p <∞. For an Lqloc(Rd)-function f , we define the quantity ∥f∥Mp
q
by

(5.46) ∥f∥Mp
q
:= sup

x∈Rd, r>0

|B(x, r)|
1
p−

1
q

(∫
B(x,r)

|f |q
) 1
q

.
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The Morrey spaceMp
q(Rd) is the set of all Lq(Rd)-locally integrable functions f for which the

norm ∥f∥Mp
q
is finite.

Prove thatMp
q(Rd) ↪→ S ′(Rd) in the sense of Example 5.21.

Definition 5.22. Let f ∈ S ′(Rd). Then the support of f is the set of all points x ∈ Rd failing
the condition below : There exists r > 0 such that

(5.47) ⟨f, φ⟩ = 0

for all φ ∈ S(Rd) with supp (φ) ⊂ B(x, r).

Proposition 5.23. Let f ∈ S ′(Rd). Then for every φ ∈ S(Rd) supported outside of supp (f)
we have ⟨f, φ⟩ = 0.

Proof. Let η be a function with χB(1) ≤ η ≤ χB(2). Define η(j) := η(j−1·) for j ∈ N. Then we
have

(5.48) lim
j→∞

η(j) · φ = φ

in the topology of S(Rd). Therefore, we can assume that η is compactly supported.

From the definition of supp (f) and the compactness of supp (η), we can find a finite number
of balls B1, B2, . . . , BJ such that

(5.49) supp (φ) ⊂ B1 ∪B2 ∪ . . . ∪BJ
and that ⟨f, ψ⟩ = 0 whenever ψ ∈ S(Rd) is supported on 2Bj for some j = 1, 2, . . . , J . Let τj
be a function with χBj ≤ τj ≤ χ2Bj . Set

(5.50) κj :=
φj

J∑
k=1

φk +
d∏
k=1

(1− φk)

.

Since the denominator of κj never vanishes, κj is a well-defined function. Furthermore, we have

(5.51)
J∑
j=1

κj ≡ 1

on supp (φ). Therefore, we obtain

(5.52) ⟨f, φ⟩ =
J∑
j=1

⟨f, κj · φ⟩ = 0.

This is the desired result. □

Theorem 5.24. Let f ∈ S ′(Rd). Then supp (f) ⊂ {0} if and only if there exists a finite

collection of coefficients {aα}α∈N0
d, |α|≤L such that f =

∑
|α|≤L

aα∂
αδ0.

Proof. The “if part ” being obvious, we shall prove the “only if part”. From the assumption
we can find a large integer N such that

(5.53) | ⟨f, φ⟩ | ≤ N pN (φ)

for all φ ∈ S(Rd). Set Eα(x) := xαe−|x|2 , α ∈ N0
d. There exists a collection of coefficients

{kα}|α|≤N such that

(5.54) φ(x)−
∑

|α|≤N

kα · ∂αφ(0) · Eα(x) = O(|x|N+1)
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and that kα = 0 if |α| ≥ N . Let κ be a function satisfying χB(4)\B(2) ≤ κ ≤ χB(8)\B(1). Then
we have

(5.55) lim
j→∞

pN

φ− ∑
|α|≤N

kα · ∂αφ(0) · Eα
 (1− κ(2j ·))

 = 0.

Therefore, it follows that

⟨f, φ⟩ =

⟨
f,
∑
α∈N0

d

kα · ∂αφ(0) · Eα
⟩

+

⟨
f, φ−

∑
α∈N0

d

kα · ∂αφ(0) · Eα
⟩

=

⟨
f,
∑
α∈N0

d

kα · ∂αφ(0) · Eα
⟩

+ lim
j→∞

⟨
f,

φ− ∑
α∈N0

d

kα · ∂αφ(0) · Eα
κ(2j ·)

⟩

=
∑
α∈N0

d

⟨f,Eα⟩kα∂αφ(0).

Recall that the test function φ is selected arbitrarily. Therefore, we obtain

(5.56) f =
∑
α∈N0

d

(−1)|α|⟨f,Eα⟩kα∂αδ0.

This is the desired result. □

5.3. Convolution of S(Rd) and S ′(Rd).

Now we take up the convolution operation f ∗ g with f ∈ S(Rd) and g ∈ S ′(Rd).

Lemma 5.25 (Peetre’s inequality). For x, y ∈ Rd, ⟨x+ y⟩ ≤
√
2⟨x⟩ · ⟨y⟩.

Proof. The proof is simple and we leave it for readers as an exercise (Exercise 68). □

Exercise 68. Prove this inequality, using |x+ y| ≤ |x|+ |y|.

Theorem 5.26. f ∗ g ∈ S(Rd) whenever f, g ∈ S(Rd).

Proof. Let α ∈ N0
d and N ∈ N with |α| ≤ N . Note that

sup
x∈Rd
⟨x⟩N |∂α(f ∗ g)(x)| = sup

x∈Rd
⟨x⟩N

∫
Rd
|∂αf(x− y)| · |g(y)| dy

≤ 2N sup
x∈Rd

∫
Rd
⟨x− y⟩N |∂αf(x− y)| · ⟨y⟩N |g(y)| dy

≲ pN (f) · pN+d+1(g).

Thus, we conclude f ∗ g ∈ S(Rd). □

Lemma 5.27. Let f, g ∈ S(Rd). Then

(5.57) lim
N→∞

1

Nd

∑
j∈Zd

f

(
∗ − j

N

)
g

(
j

N

)
= f ∗ g,

where the convergence takes place in S(Rd).

Proof. In view of the definition of the topology of S, what we need to prove amounts to showing

(5.58) lim
N→∞

sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣ 1

Nd

∑
j∈Zd

∂αf

(
x− j

N

)
g

(
j

N

)
− ∂αf ∗ g(x)

∣∣∣∣∣∣ = 0
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for all α ∈ N0
d and N ∈ N0. Since ∂

αf ∈ S(Rd), the matters are reduced to showing

(5.59) lim
N→∞

sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣ 1

Nd

∑
j∈Zd

f

(
x− j

N

)
g

(
j

N

)
− f ∗ g(x)

∣∣∣∣∣∣ = 0.

Note that

f ∗ g(x)− 1

Nd

∑
j∈Zd

f

(
x− j

N

)
g

(
j

N

)

=
∑
j∈Zd

∫
j
N+ 1

N [0,1]d

(
f(x− y)g(y)− f

(
x− j

N

)
g

(
j

N

))
dy

=
∑
j∈Zd

∫
j
N+ 1

N [0,1]d

{∫ 1

0

d

dt

(
f

(
x− t

(
y − j

N

)
− j

N

)
g

(
t

(
y − j

N

)
+

j

N

))
dt

}
dy.

By the chain rule and Peetre’s inequality we have, whenever t ∈ [0, 1] and y ∈ j

N
+

1

N
[0, 1]d,

(5.60)

∣∣∣∣⟨x⟩m d

dt

(
f

(
x− t

(
y − j

N

)
− j

N

)
g

(
t

(
y − j

N

)
+

j

N

))∣∣∣∣ ≲f,g N−1⟨y⟩−d−1.

Inserting this estimate, we have

(5.61) sup
x∈Rd
⟨x⟩m

∣∣∣∣∣∣f ∗ g(x)− 1

Nd

∑
j∈Zd

f

(
x− j

N

)
g

(
j

N

)∣∣∣∣∣∣ ≲ N−1.

Therefore, the lemma is proved. □

We want to define f ∗ g for f ∈ S(Rd) and g ∈ S ′(Rd). We defined

(5.62) f ∗ g(x) =
∫
Rd
f(y)g(x− y) dy (x ∈ Rd)

if f, g ∈ S(Rd). Note that (5.62) can be rephrased as

f ∗ g(x) = ⟨f, g(x− ·)⟩ (x ∈ Rd).

This justifies the definition below.

Definition 5.28. Let f ∈ S(Rd) and g ∈ S ′(Rd). Then define a function f ∗ g : Rd → C by

(5.63) f ∗ g(x) := ⟨g, f(x− ·)⟩ (x ∈ Rd).

Below we summarize the elementary properties of this operation.

Theorem 5.29. Let f, g ∈ S(Rd) and h ∈ S ′(Rd).

(1) f ∗ g defined in Definition 5.28 coincides with the one given for L1(Rd) functions.
(2) f ∗ h ∈ C∞(Rd). Furthermore, let α ∈ N0

d. Then we have

(5.64) ∂α(f ∗ h) = (∂αf) ∗ h = f ∗ ∂αh

and there exists c > 0 and N = Nα ∈ N0 so that

(5.65) sup
x∈Rd

|∂αf ∗ h(x)| ≲ ⟨x⟩N

for all α ∈ N0
d. In particular f ∗ h ∈ S ′(Rd).

(3) (f ∗ g) ∗ h = f ∗ (g ∗ h).
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Proof. (1) is trivial from the definition. For the proof of (2), it suffices to prove

(5.66) ∂α(f ∗ h) = f ∗ ∂αh

when |α| = 1. Once this is proved, by the definition of ∂αf , we obtain

(5.67) ∂α(f ∗ h) = (∂αf) ∗ h = f ∗ ∂αh

when |α| = 1. The passage to the general case can be achieved by induction. However, (5.66)
is included in Exercise 62. To prove the remaining assertion of (2), we recall that there exists
a constant N so that

(5.68) | ⟨h, φ⟩ | ≲ pN (φ)

for all φ ∈ S(Rd). Let φ = f(x− ∗). Since pN (∂αf(x− ·)) ≲ ⟨x⟩N , it follows that

(5.69) sup
x∈Rd

|∂αf ∗ h(x)| ≲ ⟨x⟩N .

Finally we prove (3). To do this, we use Lemma 5.27. Thanks to this lemma, we have

(f ∗ g) ∗ h = (g ∗ f) ∗ h =

 lim
N→∞

1

Nd

∑
j∈Zd

g

(
∗ − j

N

)
f

(
j

N

) ∗ h
= lim
N→∞

1

Nd

∑
j∈Zd

g

(
∗ − j

N

)
∗ h · f

(
j

N

)

= lim
N→∞

1

Nd

∑
j∈Zd

g ∗ h
(
∗ − j

N

)
· f
(
j

N

)
Now that we have verified (2), we are in the position of using the dominated convergence
theorem to obtain

(f ∗ g) ∗ h(x) =
∫
Rd
g ∗ h(x− y) · f(y) dy = (g ∗ h) ∗ f(x) = f ∗ (g ∗ h)(x).

Thus, the proof is now complete. □

Convolution of S ′ with compact support and S ′.

Here we deal with f ∗ g with f ∈ S ′ with compact support and g ∈ S ′. The idea is the same
as before : We shall define the operation so that it is compatible with S ↪→ S ′.

Lemma 5.30. Let φ ∈ S(Rd) and f ∈ S ′(Rd) with compact support. Then φ ∗ f ∈ S(Rd).

Proof. Let α, β ∈ N0
d. Choose R > 0 so that supp (f) ⊂ B(R). Then we have

(5.70) |xα∂βφ ∗ f(x)| = |yα⟨∂βf, (x− ·)αφ(x− ·)⟩ | ≲
∑
γ≤α

| ⟨yγ∂βf, (x− y)α−γφ(x− y)⟩ | ≲ 1,

because sup
x∈Rd

pδ,δ′(y
α−γφ) = sup

y∈B(x,R)

|yδ
′
∂δ(yα−γφ(y))| <∞. Therefore, the proof is complete.

□

Corollary 5.31. Let f ∈ S ′(Rd) with compact support and N ∈ N. Then there exists M ∈ N
such that

(5.71) pN (φ ∗ f) ≲ pM (φ)

for all φ ∈ S(Rd).
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Note that

(5.72) f ∗ g ∈ S(Rd)
as long as f ∈ S ′(Rd) and g ∈ S(Rd). Let f, g ∈ S ′(Rd). The formula (5.72) enables us to
define f ∗ g when f is compactly supported.

Definition 5.32. Given f, g ∈ S ′(Rd) with f compactly supported, one defines f ∗ g ∈ S ′(Rd)
by

(5.73) ⟨f ∗ g, φ⟩ := ⟨g, f ∗ φ(−·)⟩
for φ ∈ S(Rd).

In analogy with the operation S ∗ S ′ that we have the following.

Proposition 5.33. Let f1, f2 ∈ S ′(Rd) be compactly supported and g ∈ S ′(Rd). Suppose
further that f ∈ C∞

c (Rd).

(1) f1 ∗ f2 is compactly supported.
(2) f1 ∗ (f2 ∗ g) = (f1 ∗ f2) ∗ g
(3) The operation f ∗ g agrees with the one f ∗ g defined for f ∈ S(Rd) and g ∈ S ′(Rd).
(4) F [f1 ∗ g] = (2π)

d
2F(f1)F(g).

Exercise 69. Prove Proposition 5.33.

6. Schwartz distribution on the torus Td

In this section we investigate the property of the Fourier series.

6.1. 2π-periodic functions.

A measurable function f on Rd is 2π-periodic, if it satisfies

(6.1) f(x+ 2πm) = f(x) dx-a.e. x ∈ Rd

for all m ∈ Zd. Hence it is natural to define that f ∈ S ′(Rd) is 2π-periodic when

(6.2) ⟨f, φ⟩ = ⟨f, φ(· − 2πm)⟩
for all m ∈ Zd and φ ∈ S(Rd). In this paragraph we investigate the Fourier series of such
functions or distributions. It is convenient to start from a function spaces made up of nice
functions.

Definition 6.1. The space D(Td) is the set of all 2π-periodic C∞(Rd)-functions. Equip D(Td)
with a topology induced by {pα}α∈N0

d , where

(6.3) pα(f) := sup
x∈Td

|∂αf(x)|.

Exercise 70. Let f ∈ L1(Rd). Set

(6.4) F (x) :=
∑
m∈Zd

f(x− 2πm)

converges almost every x ∈ Rd and F ∈ L1(Td).

Exercise 71. Show that D(Td) is metrizable and complete with respect to its metric.

The topological dual can be defined in analogy with S ′(Rd).

Definition 6.2. The space D′(Td) is the set of all continuous linear functionals on D(Td).
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Next, we leave the set of periodic smooth functions for the set of functions having integra-
bility.

Definition 6.3. Let 1 ≤ p ≤ ∞ and let K denote either [−∞,∞] or C. Then define

(6.5) Lp(Td) :=
{
f : Rd → K : f is 2π-periodic , ∥f∥Lp(Td) <∞

}
,

where the norm is defined by

(6.6) ∥f∥Lp(Td) :=

(∫
[0,2π]d

|f(x)|p dx

) 1
p

.

If p =∞, we modify the definition naturally. Define also

(6.7) C(Td) := L∞(Td) ∩ C(Rd),
where the norm is defined by

(6.8) ∥f∥C(Td) := ∥f∥L∞(Td).

Let k ∈ N. Then define

(6.9) Ck(Td) :=
{
f ∈ Ck(Rd) : ∂αf ∈ C(Td) for all α ∈ N0

d with |α| ≤ k
}
.

The norm is defined by

(6.10) ∥f∥Ck(Td) :=
∑
α∈N0

d

|α|≤k

∥∂αf∥C(Td).

Exercise 72. Show that Lp(Td) with 1 ≤ p ≤ ∞ and Ck(Td) with k ∈ N0 is a Banach space.

6.2. Fourier series.

Given f ∈ L1(Td), we intend to expand it into a series of the form

(6.11)
∑
k∈Zd

ak e
ik·x.

If this is possible and the convergence takes place in L1(Td), then we have

(6.12) ak =
1

(2π)d

∫
[0,2π]d

f(x) e−ik·x dx.

With this motivation, below we write

(6.13) f(x) ≃
∑
k∈Zd

ak e
ik·x,

where ak =
1

(2π)d

∫
[0,2π]d

f(x) e−ik·x dx. Of course, the formal equality ≃ is actually = under

some additional assumption.

We begin with presenting some negative and motivating results. To constuct some (surpris-
ing) counterexamples, let us obtain information of the function

(6.14) σN (x) :=
1− cosNx

4πN sin2
x

2

(x ∈ R).

The function σN is called the Fejer kernel.

Lemma 6.4. The Fejer kernel σN enjoys the following properties.

(1)

∫ 2π

0

σN (x) dx = 1.
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(2) σN ≥ 0.

(3) For each δ ∈ (0, π), sup
δ<x<2π−δ

σN (x) ≤ 1

2πN
cosec2

δ

2
.

Proof. What is not clear is (1) only. The remaining assertion are readily deduced from the very
definition of σN . To prove (1) we reverse the argument of the previous lemma. Then we notice

(6.15) σN (x) =
1

2πN

N−1∑
j=0

j∑
k=−j

exp(ik · x).

Therefore, after integration over [0, 2π], the terms for k = 0 survive and the other terms vanish.

Hence it follows that

∫ 2π

0

σN (x) dx = 1. □

Theorem 6.5. There exists f ∈ L1(T) whose Fourier series does not converge in L1(T).

Proof. Observe that the partial sum

j∑
k=−j

ak e
ik·x can be written as Sj ∗ f(x), where the kernel

is given by Sj(x) := cosec
(x
2

)
sin

{(
j +

1

2

)
x

}
. Let us denote by Sj the convolution operator

f 7→ Sj ∗ f , as well. Then we have

(6.16) ∥Sj∥B(L1(T)) ≥
∥Sj ∗ σN∥L1(T)

∥σN∥L1(T)
= ∥Sj ∗ σN∥L1(T),

for all N ∈ N. However, letting N →∞, we know Sj ∗ σN converges to a function Sj in L
1(T).

Hence we obtain

(6.17) ∥Sj∥L1(T) ≤ ∥Sj∥B(L1(T)).

Here B(L1(T)) is the set of all linear transforms A on L1(T) for which

∥A∥B(L1(T)) := sup{∥Af∥L1(T) : ∥f∥L1(T) = 1}.

In analogy, we can consider B(Lp(T)) with 1 ≤ p ≤ ∞.

However, ∥Sj∥L1(T) grows like log j, as is easily verified by noting a bilateral estimate

(6.18) cosec

(
t

2

)
sin

{(
j +

1

2

)
t

}
≃ 1

t
sin

{(
j +

1

2

)
t

}
for

1

3j
≤ t ≤ 1, where the implicit constant does not depend on j ∈ N. Therefore, we conclude

{Sj}j∈N is not a bounded family not only in L1(T) but also in B(L1(T)).

Suppose that Sjf → f in the L1(T)-topology for all f ∈ L1(T). Then by the uniformly
bounded principle (Theorem 10.19 below) the family {Sj}j∈N must be uniformly bounded in
B(L1(T)). This is a contradiction to what we have obtained in the above paragraph. □

Theorem 6.6 (du Bois-Reymond, 1876). There exists f ∈ C(T) whose Fourier series does not
converge in L∞(T).

Proof. As we have seen above, the partial sum is expressed as a convolution operator f 7→ Sj∗f .
Let us consider

(6.19) f ∈ C(T) 7→ Sj ∗ f(0) =
∫ 2π

0

Sj(t)f(t) dt.
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The operator norm of the above operator is exactly ∥Sj∥L1(T). Therefore, we conclude that
{Sj}j∈N ⊂ B(L∞(T)) is not uniformly bounded As before, this fact ensures the existence of
f ∈ C(T) such that Sj ∗ f diverges. □

Cesaro means. In view of Theorems 6.5 and 6.6 it seems difficult to analyze the Fourier series
directly. We adopt an indirect method to overcome the above difficulties. Let us assume that
d = 1 for the time being. Recall that

(6.20) lim
j→∞

a1 + a2 + . . .+ aj
j

= α

provided a sequence {aj}j∈N satisfies lim
j→∞

aj = α.

Therefore, instead of dealing with the partial sum
∑

|k|≤N

ak e
−ik·x directly, we prefer to con-

sider

(6.21)
1

N

N∑
j=0

∑
|k|≤j

ak exp(ik · x).

The next lemma gives us an expression of the above sum.

Lemma 6.7. Given f ∈ L1(T), denote

(6.22) ak =
1

2π

∫ 2π

0

f(x) exp(−ik · x) dx.

Then we have

(6.23)
1

N

N−1∑
j=0

∑
|k|≤j

ak exp(ik · x) = σN ∗ f(x)

Proof. First we write out the left-hand side in full.

(6.24)
1

N

N−1∑
j=0

∑
|k|≤j

ak exp(ik · x) = 1

2πN

N∑
j=0

∑
|k|≤j

∫ 2π

0

f(y) exp(ik · (x− y) ) dx.

Calculating the geometric series, we obtain

(6.25)
1

N

N−1∑
j=0

∑
|k|≤j

ak exp(ik · x) = 1

2πN

N−1∑
j=0

∫ 2π

0

sin

{(
j +

1

2

)
(x− y)

}
sin

x− y
2

f(y) dy.

Observe that

sin
x− y
2
·
N−1∑
j=0

sin

{(
j +

1

2

)
(x− y)

}
=

1

2

N−1∑
j=0

cos[ j(x− y)]− cos[ (j + 1)(x− y)]

=
1

2
(1− cosN(x− y) ).

Therefore, we obtain

(6.26)
1

N

N−1∑
j=0

∑
|k|≤j

ak exp(ik · x) = 1

4πN

∫ 2π

0

1− cosN(x− y)

sin2
x− y
2

f(y) dy.

This is the desired result. □



A HANDBOOK OF HARMONIC ANALYSIS 103

By “a polynomial” we mean a function of the form

(6.27) f(X) =
∑
α

aαX
α,

where the sum is finite and the coefficients are complex numbers. The space C[X] denotes the
set of all polynomials. A trigonometric polynomial is a function such that it can be written as
φ(x) = f(exp(ix1), exp(ix2), . . . , exp(ixd)).

In connection with the Fourier partial summation, let us prove the set of all trigonometric
polynomials spans C(Td).

Theorem 6.8 (Weierstrass approximation theorem). The finite linear span of {exp(ij ·x)}j∈Zd

is a dense subspace of C(Td).

Proof. Let f ∈ C(Td). Denote e1 := (1, 0, 0, . . . , 0). Then we have

(6.28) |f(x)− σN ∗ f(x)| ≤
∫ 2π

0

σN (y1)|f(x)− f(x− y1 e1)| dy1,

where we defined σN ∗ f(x) =
∫ 2π

0

σN (y1)f(x − y1 e1) dy1 in analogy with the convolution in

Rd. Fix δ > 0. Then we have

|f(x)− σN ∗ f(x)|

≤
∫ δ

−δ
σN (y1)|f(x)− f(x− y1 e1)| dy1 +

∫ 2π−δ

δ

σN (y1)|f(x)− f(x− y1 e1)| dy1

≤ sup
y,z∈Rd
|y−z|≤δ

|f(y)− f(z)| ·
∫ δ

−δ
σN (y1) dy1 + 2∥f∥∞

∫ 2π−δ

δ

σN (y1) dy1

≤ sup
y,z∈Rd
|y−z|≤δ

|f(y)− f(z)|+ ∥f∥∞

πN sin2
δ

2

.

Therefore, taking the supremum over x ∈ Rd, we obtain

(6.29) ∥f − σN ∗ f∥∞ ≤ sup
y,z∈Rd
|y−z|≤δ

|f(y)− f(z)|+ ∥f∥∞

πN sin2
δ

2

.

Letting N →∞, we are led to

(6.30) lim sup
N→∞

∥f − σN ∗ f∥∞ ≤ sup
y,z∈Rd
|y−z|≤δ

|f(y)− f(z)|.

Since δ > 0 is still at our disposal, we conclude

(6.31) lim
N→∞

∥f − σN ∗ f∥∞ = 0.

In view of this, we can approximate f with a function of the form

(6.32)
J∑

j=−J

exp(ij · x1)fj(x′),

where we have written x′ = (x2, x3, . . . , xd), J ∈ N and each fj belongs C(Td−1). Iterating this
approximation procedure for each variable, we see that the trigonometric polynomials form a
dense subset in C(Td). □



104 YOSHIHIRO SAWANO

Convergence in L2(T). We collect some theorems on the Fourier series. Let us begin with the
simplest case that p = 2.

Theorem 6.9. Any function f ∈ L2(Td) admits the following expansion.

(6.33) f(x) =
∑
j∈Zd

aj exp(ij · x),

where the convergence takes place in the topology of L2(Td).

Proof. It suffices to prove the finite linear span of {exp(ij · x)}j∈Zd is a dense subspace of

L2(T). The finite linear span of {exp(ij · x)}j∈Zd is a dense subspace of C(T) by virtue of the
Weierstrass theorem. Therefore, this result is immediate. □

Convergence in D(Td). With the result in L2(Td) in mind, let us pass to the case when the
functions are smooth.

Theorem 6.10. Any function f ∈ D(Td) admits the following expansion.

(6.34) f(x) =
∑
j∈Zd

aj exp(ij · x),

where the convergence takes place in the topology of D(Td).

Proof. We utilize identity

(6.35) (1−∆)N exp(−ij · x) = ⟨j⟩2N exp(−ij · x).

Then we have

(6.36) aj =

∫
Td
f(x) exp(−ij · x) dx = ⟨j⟩−2N

∫
Td
f(x) · (1−∆)N exp(−ij · x) dx.

If we carry out integration by parts, we obtain

(6.37) aj = ⟨j⟩−2N

∫
Td
(1−∆)Nf(x) · exp(−ij · x) dx.

Therefore, we have |aj | ≤ cN ⟨j⟩−2N . Thus, we can say {aj}j∈Zd decays very rapidly. With this
strong decay, we conclude that

(6.38)
∑
j∈Zd

aj exp(ij · x)

converges in D(Td). Since we have shown in Theorem 6.9 that

(6.39)
∑
j∈Zd

aj exp(ij · x)

converges to f ∈ L2(T), f can be expanded by (6.34). □

The following formula is used in number theory and applied to harmonic analysis itself as
well.

Theorem 6.11 (Poisson). Let f ∈ S(Rd). Then we have

(6.40)
∑
j∈Zd

f(x− 2πj) = (2π)−
d
2

∑
k∈Zd

Ff(k) exp(ik · x),

where the convergence takes place in D(Td).
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Proof. We set

(6.41) F (x) :=
∑
j∈Zd

f(x− 2πj) (x ∈ Rd).

Then by checking the uniform convergence of all partial derivatives, we conclude that F ∈
C∞(Rd) and F is 2πZd-periodic. Therefore, we have

(6.42) F (x) =
∑
k∈Zd

ak exp(ik · x),

where the coefficient ak is given by
(6.43)

ak =
1

(2π)d

∫
[0,2π]d

F (x) exp(−ik · x) dx =
1

(2π)d

∫
Rd
f(x) exp(−ik · x) dx = (2π)−

d
2Ff(k).

Inserting this formula, we obtain the desired result. □

Convergence in Lp(T) with 1 < p <∞. Despite the negative results above, if 1 < p <∞, then
we have the following.

Theorem 6.12. Let 1 < p < ∞. Then the partial Fourier sum of f ∈ Lp(T) converges in
Lp(T).

Proof. As we have verified, this is the case when p = 2. Since D(T) is dense in Lp(T), it suffices
to prove

(6.44) ∥Sjf∥p ≲ ∥f∥p
independently of j and f . To see this we use the boundedness of conjugation. Let 2 < p <∞
for the time being. Recall that we have obtained

(6.45) f(t) =
∞∑
j=1

aj e
ijt ∈ Lp(∂D) 7→ f̃(t) =

∞∑
j=1

sgn(j)aj e
ijt ∈ Lp(∂D)

is a bounded linear operator. Therefore, letting Ek : f 7→ eiktf , we have

(6.46) E−k( ˜Ekf) =

∞∑
j=1

sgn(j + k)aj e
ijt.

is a bounded operator on Lp(T). Since

(6.47) Tjf := Sjf −
E−k( ˜Ekf) + Ek( ˜E−kf)

2
is a bounded operator whose norm is bounded by a constant independent of j, we conclude
that {Sj}j∈N is a uniformly bounded operator on Lp(T) whenever 2 ≤ p < ∞. A passage to
dual therefore gives us that this is the case when 1 < p < 2. □

Although Theorem 6.6 presents a counterexample, under some more continuity condition,
we can assert that the series converges absolutely. This is quantified by Theorem 6.13 below.

Theorem 6.13 (Bernstein). Suppose that F ∈ C(T) satisfies

(6.48) ∥f∥Cα(T) := ∥f∥C(T) + sup
x,y∈R
x̸=y

|f(x)− f(y)|
|x− y|α

for α >
1

2
. Then the Fourier series

(6.49) F (x) :=
∑
j∈Z

aj exp(2πik · x)
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converges absolutely. Furthermore, we have

(6.50)
∑
j∈Z

|aj | ≲ ∥f∥Cα(T).

Proof. First we decompose

(6.51)
∑
j∈Z
|aj | = |a0|+

∑
m∈N0

∑
2m≤|j|<2m+1

|aj | ≤ |a0|+
∑
m∈N0

2
m+2

2

 ∑
2m≤|j|<2m+1

|aj |2
 1

2

.

Set hm :=
2π

3 · 2m
for m ∈ N0. Then, since |eiθ − 1| ∼ θ for all 0 < θ < 2, we have

∑
j∈Z
|aj | ≲ |a0|+

∑
m∈N0

2
m
2

 ∑
2m≤|j|<2m+1

|eijhm − 1|2|aj |2
 1

2

.

Now we write eijhmaj − aj out in full. By Theorem 6.10, we have∑
j∈Z

|aj | ≲ ∥f∥L∞(T) +
∑
m∈N0

2
m+2

2 ∥f(·+ hm)− f∥2

≲ ∥f∥Cα(T) +
∑
m∈N0

2
m+2

2 hm
α
2 ∥f∥Cα(T)

≲ ∥f∥Cα(T).
This is the desired result. □

Exercise 73. Show that for all f ∈ D′(Td) there exists N = Nf ∈ N so that

(6.52) | ⟨f, φ⟩ | ≤
∑

α∈N0
d |α|≤N

pα(φ)

for all φ ∈ D(Td). Hint : Mimic the proof of Theorem 5.10.

Ogura-Shanonn-Someya sampling theorem. As an application, we consider the expansition of
the function in L2(Rd) whose Fourier transform is supported on Q(R). Define a continuous
function sinc so that sinc(t) = sin t

t t ∈ R \ {0}.

Theorem 6.14 (Ogura, Shanonn-Someya). Suppose that f ∈ L2(Rd) with supp (Ff) ⊂ Q(R).
Then

(6.53) f(x) =
∑
m∈Zd

F
(πm
R

)
sinc(π(Rx−m))

in the sense of the L2(R)-convergence.

Proof. We expand Ff into a Fourier series :

(6.54) Ff(ξ) =
∑
m∈Zd

am exp

(
−πm · ξ

R
i

)
χQ(R)(ξ)

Here the coefficient is give by

(6.55) am =
1

(2R)d

∫
Q(R)

F(ξ) exp
(
πm · ξ
R

i

)
dξ =

1

(2R)
d
2

f
(πm
R

)
.

We remark that, to obtain the second inequality, we used the fact that F is supported on Q(R).
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We compute the inverse Fourier transform of (6.54). To do this we calculate

(6.56) F−1

[
exp

(
−πm · ∗

R
i

)
χQ(R)

]
=

1

(2R)
d
2

∫
Q(R)

exp

(
π(Rx−m) · ξ

R
i

)
dξ.

Since

∫ R

−R
cos

(
πA · t
R

)
dt = 2R

sin(πA)

πA
= 2R sinc(πA), it follows that

(6.57) F−1

[
exp

(
−πm · ∗

R
i

)
χQ(R)

]
= (2R)

d
2

d∏
j=1

sinc(π(xj −mj)).

Inserting this formula, we obtain the desired result. □

Exercise 74. Show that the convergence in (6.53) takes place in L∞(Rd).

7. Fourier transform

On the torus ∂D, we can expand functions into Fourier series. The Fourier transform is a
tool with which to expand functions defined on Rd.

7.1. Definition and elementary properties. The definition of the Fourier transform is made
up of several steps. We begin with the simplest case. We can define the inverse Fourier transform
simultaneously.

Definition 7.1. Define the Fourier transform and its inverse by
Ff(ξ) := (2π)−

d
2

∫
Rd
f(x)e−ix·ξ dx

F−1f(x) := (2π)−
d
2

∫
Rd
f(ξ)eix·ξ dξ

if f is an integrable function.

Remark 7.2. For an integrable function f ∈ L1(Rd), some prefer to define F and F−1 by
Ff(ξ) :=

∫
Rd
f(x)e−2πix·ξ dx

F−1f(x) :=

∫
Rd
f(ξ)e2πix·ξ dξ

e.t.c. Although we have some plausible definitions, in this book we keep to Definition 7.1.

The Fourier transform turns out to be extremely important after we notice that it preserves
L2(Rd)-functions. Indeed, the Fourier transform preserves L2(Rd)-norms. Namely, the Fourier
transform is unitary. For this reason, it is important to define other unitary operators.

Definition 7.3 (Translation, Modulation, Dilation). Define three types of unitary operators
on L2(Rd) by

Taf := f(· − a)
Mωf := exp(i · ω)f

Dκf :=
1

|κ| d2
f
( ·
κ

)
for a ∈ Rd, ω ∈ Rd and κ ∈ R.
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Exercise 75. Show that Ty,Mξ, Dρ all preserve the L2(Rd)-norm and that{
TyMξ = e−i ξ yMξTy

MξTy = ei ξ yTyMξ

{
TyDρ = DρT y

ρ

DρTy = TρyDρ

{
MξDρ = DρMρξ

DρMξ =Mξ/ρDρ

for all ξ, y ∈ Rd and ρ > 0.

Having defined the Fourier transform, let us see what can be said for that. We begin with
the following simple properties.

Theorem 7.4. For φ ∈ S(Rd) we have

F
[
∂φ

∂xj

]
(ξ) = iξjFφ(ξ)(7.1)

F [xjφ](ξ) = i
∂Fφ
∂ξj

(ξ)(7.2)

and, for all multiindices α and β,

(7.3) |ξαDβFφ(ξ)| ≲α,β sup
x∈Rd

⟨x⟩|β|+d+1
∑

γ∈N0
d : γ≤α

|Dγφ(x)|

 .

Proof. Equality (7.1) can be obtained if we carry out integration by parts. Meanwhile (7.2) is
obtained by changing the order of integration and differentiation. Finally the inequality (7.3)
follows from the first formula using formula for the differentiation of the product. □

Observe that (7.3) asserts the following :

Corollary 7.5. The Fourier transform and its inverse are continuous from S(Rd) to itself.

As for L1-functions, we have the following results.

Theorem 7.6 (Riemann-Lebesgue). Suppose that f ∈ L1(Rd). Then we have the following.

Ff,F−1f ∈ BUC(Rd).(7.4)

∥Ff∥∞ = ∥F−1f∥∞ ≤ (2π)−
d
2 ∥f∥1.(7.5)

lim
|x|→∞

Ff(x) = lim
|x|→∞

F−1f(x) = 0.(7.6)

Proof. First, (7.5) follows from the definition. Since BUC(Rd) is closed and S(Rd) is dense in
L1(Rd), (7.4) is immediate. Details are left as an exercise for readers.

As for (7.6) we may assume that f ∈ S(Rd), since S(Rd) is dense in L1(Rd) and BUC(Rd)
is a closed subspace in L∞(Rd). (The subset of BUC(Rd) with (7.6) forms a closed subspace.)
If f ∈ S(Rd), by the preceding theorem, we trivially have the assertion. □

Exercise 76. Show that BUC(Rd) is closed in BC(Rd).

Gaussian kernel. Next we shall calculate the Fourier transform of the Gaussian kernel not only
to exhibit an example of calculation but also to get a key formula of the proof of the inversion
formula. Set

(7.7) E(x) := exp

(
−1

2
|x|2
)

(x ∈ Rd).

The function E is called the Gaussian function or the Gauss kernel.
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Theorem 7.7. Defining E by (7.7), we have F [E] = E.

Proof. We may assume by Fubini’s theorem that d = 1. Thus we have to calculate

F(E)(ξ) = (2π)−
d
2

∫
R
e−

1
2x

2

e−ixξ dξ.

We have

(7.8) (2π)−
d
2

∫
R
e−

1
2x

2

e−ixξ dξ = (2π)−
d
2

∫
R
e−

1
2 (x−iξ)

2

e−
1
2 ξ

2

dξ.

By virtue of the line integral on the complex plane the integral in question can be rewritten as
follows :

(7.9)

∫
R
e−

1
2 (x−iξ)

2

e−
1
2 ξ

2

dξ =

∫
R
e−

1
2x

2

e−
1
2 ξ

2

dξ,

which can be expressed in terms of the Gamma function Γ. Therefore we obtain

(7.10) (2π)−
d
2

∫
R
e−

1
2x

2

e−ixξ dξ = E(ξ).

This is the desired result. □

Inverse formula. The following is a key formula to derive various important formulae from,
whose proof is simple.

Theorem 7.8 (The multiplication formula). For φ,ψ ∈ S(Rd), we have

(7.11)

∫
Rd
φ(x)Fψ(x) dx =

∫
Rd
Fφ(ξ)ψ(ξ) dξ.

Proof. We write out both sides in full :

L.H.S. = (2π)−
d
2

∫
Rd
φ(x)

(∫
Rd
ψ(ξ)e−ix·ξ dξ

)
dx

R.H.S. = (2π)−
d
2

∫
Rd
ψ(ξ)

(∫
Rd
φ(x)e−ix·ξ dx

)
dξ.

Since both φ and ψ are integrable, the result follow easily from Fubini’s theorem. □

With this theorem in mind, we shall establish F and F−1 are inverse to each other.

Theorem 7.9. Suppose that φ ∈ S(Rd). Then we have

(7.12) F−1(Fφ) = F(F−1φ) = φ.

Proof. We prove F−1(Fφ) = φ, F(F−1φ) = φ being proved similarly. We set Et(x) := E(tx).
Then we have by Theorem 7.8

(7.13)

∫
Rd
FEt(ξ)φ(ξ) dξ =

∫
Rd
Fφ(x)Et(x) dx.

By Theorem 7.7 we have

(7.14) FEt(ξ) = (2π)−
d
2 t−dE

(
ξ

t

)
.

Inserting this identity we have

(7.15) (2π)−
d
2

∫
Rd
t−dE

(
ξ

t

)
φ(ξ) dξ =

∫
Rd
Fφ(x)E(tx) dx.
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Note that

(2π)−
d
2

∫
Rd
t−dE

(
ξ

t

)
φ(ξ) dξ − φ(0) = (2π)−

d
2

∫
Rd
t−dE

(
ξ

t

)
(φ(ξ)− φ(0)) dξ

= (2π)−
d
2

∫
Rd
E(ξ)(φ(tξ)− φ(0)) dξ.

By virtue of the Lebesgue convergence theorem we see that this quantity tends to 0 as t ↓ 0.
Therefore, we obtain

(7.16) φ(0) = (2π)−
d
2

∫
Rd
Fφ(ξ) dξ,

if we let t→ 0.

A translation allows us to obtain

(7.17) φ(x) = (2π)−
d
2

∫
Rd
F [φ(·+ x)](ξ) dξ = (2π)−

d
2

∫
Rd
Fφ(ξ)eix·ξ dξ (x ∈ Rd),

which is the desired result. □

7.2. Fourier transform for Schwartz distributions.

Theorem 7.8 will be a good motivation for the definition of Fourier transform of Schwartz
distribution.

Definition 7.10. For f ∈ S ′(Rd) define Ff ∈ S ′(Rd) by the formula

(7.18) ⟨Ff, φ⟩ := ⟨f,Fφ⟩, φ ∈ S(Rd).

As we saw earlier, F preserves S(Rd). By duality the same can be said for the dual S ′(Rd).

Theorem 7.11. The Fourier transform is a continuous linear mapping from S ′(Rd) to itself.

Proof. This follows from the fact that F is continuous from S(Rd) to itself. In fact suppose
that a sequence {φk}k∈N tends to φ in S ′(Rd). Then we have

(7.19) lim
k→∞

⟨Fφk, τ⟩ = lim
k→∞

⟨φk,Fτ⟩ = ⟨φ,Fτ⟩ = ⟨Fφ, τ⟩.

Thus we conclude F is a continuous transform from S ′(Rd) to itself. □

Plancherel’s formula. The next formula is now just a corollary of the results in the previous
section.

Theorem 7.12 (Planchrel). For φ,ψ ∈ S(Rd), we have

(7.20)

∫
Rd
Fφ(ξ)Fψ(ξ) dξ =

∫
Rd
φ(x)ψ(x) dx.

Proof. For the proof we apply ψ with Fψ to the right-hand-side of (7.20). Observe that the
relation between taking conjugate and the Fourier transform is given by

(7.21) F
[
Fψ
]
= F

[
F−1(ψ)

]
= ψ

for ψ ∈ S(Rd). If we insert this equality, then we obtain (7.20) □
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Before we state the main theorem in this section, we recall a terminology from Hilbert space
theory. A linear operator U in a Hilbert space H is said to be a unitary, if U is bijective and

(7.22) ∥Ux∥H = ∥x ∥H
for all x ∈ H.

The above theorem and Theorem 9.3, which is a well-known theorem in functional analysis,
yields

Theorem 7.13 (Planchrel). We can extend F : S(Rd)→ S(Rd) to an isometry in L2(Rd).

If the function is compactly supported, then its Fourier transform is not compactly supported.
We quantify this fact.

Definition 7.14. Let f ∈ L1(Rd) ∩ L2(Rd) and |x| f ∈ L1(Rd) ∩ L2(Rd). Then define the
center of f by

(7.23) x∗ := x∗f =
1

∥f∥22

(∫
R
xj |f(x)|2 dx

)d
j=1

and the width by

(7.24) ∆x :=
1

∥f∥2

(∫
Rd
|x− x∗|2 |f(x)|2 dx

) 1
2

.

Define ∆ξ analogously for Ff . One defines the time-frequency window of f

(7.25) {x ∈ Rd : ∥x∗ − x∥∞ ≤ ∆x} × {ξ ∈ Rd : ∥ξ∗ − ξ∥∞ ≤ ∆ξ}.

Uncertainty principle asserts that ∆x∆ξ ≥
1

2
and equality holds for

(7.26) φc(x) = exp

(
−|x|

2

2x

)
with c > 0.

Exercise 77. Show that

(7.27) x∗MξTbw
= x∗w + b

for ξ, b ∈ Rd.

Exercise 78. Show that

(7.28) ⟨f,MξTωw⟩ = ⟨Ff, TξM−ωFw⟩.

In particular ξ∗MξTbw
= ξ∗w + b for ξ, b ∈ Rd.

Exercise 79. Let ψ ∈ S. Show that

(7.29) x∗Daψ = a x∗ψ, ξ
∗
Daψ = a−1 ξ∗ψ, ∆x,Daψ = a∆x,ψ, ∆ξ,Daψ = a−1∆ξ,ψ

for a > 0 and ξ ∈ Rd.

Convolution and Fourier transform. If f, g ∈ S(Rd), then it is easy to show that

(7.30) F [f ∗ g] = (2π)
d
2Ff · Fg.

In this paragraph we prove that (7.30) is the case even when g ∈ S ′(Rd).

Theorem 7.15. Let φ ∈ S(Rd) and f ∈ S ′(Rd). Then

(7.31) F [φ ∗ f ] = (2π)
d
2Fφ · Ff.
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Proof. Pick a test function ψ ∈ S(Rd). Then we have

(7.32) ⟨F [φ ∗ f ], ψ⟩ = ⟨φ ∗ f,Fψ⟩

by the definition of the Fourier transform for S ′(Rd). Set η(x) = Fψ(−x). Thus, we have

(7.33) ⟨F [φ ∗ f ], ψ⟩ = ⟨φ ∗ f, η(0− ∗)⟩ = η ∗ (φ ∗ f)(0) = (η ∗ φ) ∗ f(0) = ⟨f, η ∗ φ(0− ∗)⟩.

Now we write η ∗ φ(0− ∗) by using the change of variables.

η ∗ φ(0− x) =
∫
Rd
η(−x− y)φ(y) dy =

∫
Rd
Fψ(x+ y)φ(y) dy =

∫
Rd
Fψ(y)φ(y − x) dy

Furthermore, we write out the Fourier transform out in full and use the definition of the Fourier
transform.

η ∗ φ(0− x) =
∫
Rd
ψ(y)Fφ(y)e−2πix·y dy = (2π)

d
2F(ψ · Fφ)(x).

If we insert this to the above formula, then we obtain

(7.34) ⟨F [φ ∗ f ], ψ⟩ = (2π)
d
2 ⟨f,F [ψ · Fφ]⟩ = (2π)

d
2 ⟨Ff, ψ · Fφ⟩ = (2π)

d
2 ⟨Fφ · Ff, ψ⟩.

Since ψ is a test function chosen arbitrarily, we have the desired result. □

Exercise 80. Show (7.30).

Band-limited distributions. A band-limited distribution is one such that the support of its
Fourier transform is compact. Later it turns out that this class of distributions is of importance
in connection with the Littlewood-Paley theory.

Definition 7.16 (Band-limited distributions). The frequecy support of a distribution is the
support of its Fourier transform. An element is said to be band-limited, if its frequency support
is compact.

Theorem 7.17. Any band-limited distribution can be represented by a smooth distribution.

Proof. Let f ∈ S ′(Rd) be an element whose Fourier transform is compactly supported. Then
pick ψ ∈ S(Rd) that equals 1 on supp (Ff). Then we have, for every test function φ

(7.35) ⟨f, φ⟩ = ⟨Ff,F−1(φ)⟩ = ⟨ψ · Ff,F−1(φ)⟩ = ⟨F−1[ψ · Ff ], φ⟩.

Therefore, we obtain

(7.36) f = F−1[ψ · Ff ] = F−1ψ ∗ f.

The most right-hand side being smooth, we conclude f can be represented by a smooth function.
□

Suppose that f ∈ S ′(Rd) is compactly supported. Then we see that its Fourier transform
Ff agrees with a function

(7.37) F (ξ) := ⟨f, η · eξ·∗⟩,

where η is a function that equals 1 on a neighborhood of supp (f). If we define

(7.38) G(ξ + iη) := ⟨f, η · e(ξ+iη)·∗⟩,

then we see that G is holomorphic. Recall that the definition of holomorphy in a domain in Cd
is given as follows :

Definition 7.18. A C-valued function f on an open set Ω in Cd is said to be holomorphic, if
it is holomorphic with respect to each variable.
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At first glance there are many plausible definitions of the holomorphy. However, according
to Hartogs, all definitions agree. Below we present a key observation due to Hartogs. For the
proof we refer to [36].

Theorem 7.19 (Hartogs). Keep to the notation above. Then if f is holomorphic, then f is
continuous on Ω.

From this theorem we can deduce that f can be expanded into the Taylor series provided f
is holomorphic in the sense above.

Theorem 7.20 (Paley-Wiener-(1)). Let f ∈ S(Rd) and set g = F−1f . Then supp (g) ⊂ B(R),
if and only if f is a restriction of a holomorphic function F : Cd → C for all N ∈ N there exists
cN > 0 such that

(7.39) |F (z)| ≤ cN (1 + |z|)−N eR|Im (z)|

for all z ∈ C. Here Im (z) denotes (Im (z1), . . . , Im (zd)).

Proof. The proof of necessity being straightforward, let us prove the sufficiency. We observe
that

(7.40) g(ξ) = (2π)−
d
2

∫
Rd
eix·ξF (x) dx.

Fix y ∈ Rd arbitrarily. The Cauchy integral theorem gives us

g(ξ) = (2π)−
d
2 lim
R→∞

∫ R

−R

(∫ R

−R

(
. . .

(∫ R

−R
eix·ξF (x) dxd

)
dxd−1

)
. . .

)
dx1

= (2π)−
d
2 lim
R→∞

∫ R

−R

(∫ R

−R

(
. . .

(∫ R

−R
ei(x+iy)·ξF (x+ iy) dxd

)
dxd−1

)
. . .

)
dx1

= (2π)−
d
2

∫
Rd
ei(x+iy)·ξF (x+ iy) dx.

Suppose that ξ /∈ B(R). Let y = k ξ with k > 1. Then we obtain

(7.41) |g(ξ)| ≲ ekR |ξ|−k |ξ|2

from inequality (7.39). Note that k can be chosen as large as we wish. Since |ξ| > R, it follows
that g(ξ) = 0. □

Theorem 7.21 (Paley-Wiener-(2)). Let f ∈ S ′(Rd) and set g = F−1f . Then supp (g) ⊂ B(R),
if and only if f is a restriction of a holomorphic function F : Cd → C and the estimate

(7.42) |F (z)| ≲ (1 + |z|)N eR|Im (z)|

holds for all z ∈ C. Here Im (z) = (Im (z1), . . . , Im (zd)).

Proof. The necessity being proved straightforwardly, let us concentrate on the sufficiency. For
the proof it suffices to prove supp (g) ⊂ B(R+ ε0) for all ε0 > 0.

Pick a bump function τ ∈ S(Rd) with integral 1 such that χB(1) ≤ τ ≤ χB(2). Let 0 < ε <
1

2
ε0 and set τε(x) =

1

εd
τ
(x
ε

)
. Let gε = τε ∗ g.

It is not so hard to see that gε clears the conditions of Theorem 7.20 with B replaced by
B + ε. Therefore, a passage to the limit gives us supp (g) ⊂ B(R). □
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The following proposition shows a distribution and its Fourier transform cannot have com-
pact support simultaneously unless it is zero. This fact has a lot to do with the uncertainty
principle.

Theorem 7.22. Assume that a distribution f ∈ S ′(Rd) and its Fourier transform are compactly
supported. Then f = 0.

Proof. Since supp (f) has a compact support, f can be extended into a holomorphic function
F on Cd. Fix z′ ∈ Cd−1. Since F (·, z′) is a holomorphic function with compactly support, F
is constant with respect to the first variable. In the same way we conclude that F is constant
with respect to each variable. Therefore F is constant. However, F is compactly supported, F
must be 0. Hence f itself is zero. □

7.3. Examples.

In this section we take up some examples of the preceding sections.

Fourier transform of e−|x| : R → R. We begin with a simple function whose Fourier transform
is computable.

Example 7.23. Let d = 1. Let us calculate F [e−|x|](ξ).

F [e−|x|](ξ) =

√
1

2π

∫
R
e−|x|−ixξ dx =

√
2

π

∫ ∞

0

e−x cos(xξ) dx =

√
2√

π(ξ2 + 1)
,

where we have used

(7.43)

∫
e−x cos(αx) dx =

1

α2 + 1

(
e−x cos(αx) + αe−x sin(αx)

)
+ C.

From this example we can tell that non-smoothness of the function is transformed by the Fourier
transform into non-integrability.

Exercise 81. Check (7.43).

Corollary 7.24. The (inverse) Fourier transform of f(ξ) := 1
ξ2+1 is

√
π
2 e

−|x|.

This example reveals us that nonintegrability is transformed into nonsmoothness.

Exercise 82. Calculate directly the Fourier transform of f(ξ) :=
1

ξ2 + 1
by way of line integral

in the complex plane.

Fourier transform of Dirac delta.

Proposition 7.25. We have F(δa)(ξ) = (2π)−
d
2 e−ia·ξ for a ∈ Rd.

Proof. Pick a test function φ ∈ S(Rd). Then we have

(7.44) ⟨F(δa), φ⟩ = ⟨δa,Fφ⟩ = (2π)−
d
2

∫
Rd
φ(ξ)e−ia·ξ dξ.

Since φ is arbitrary, we obtain F(δa)(ξ) = (2π)−
d
2 e−ia·ξ. □
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Principal value. The principal value which we learnt in complex analysis as well is of much
importance in harmonic analysis. In harmonic analysis we define the principal value as a
distribution. Later we will investigate it systematically.

Definition 7.26. One defines p.v.
1

x
∈ S ′(Rd)(R) as a distribution given by

(7.45)

⟨
p.v.

1

x
, φ

⟩
:= lim

ε→0

∫
{ |x|>ε}

φ(x)

x
dx.

Proposition 7.27. The distribution p.v.
1

x
is well-defined as an element of S ′(Rd)(R).

Proof. In fact we have∫
|x|>ε

φ(x)

x
dx =

∫
|x|>1

+

∫
ε<|x|<1

φ(x)

x
dx =

∫
|x|>1

φ(x)

x
dx+

∫
ε<|x|<1

φ(x)− φ(0)
x

dx,

where we have used the fact
1

x
is odd for the last equality. We rewrite the last term by using

the mean value theorem.∫
|x|>ε

φ(x)

x
dx =

∫
|x|>1

φ(x)

x
dx+

∫
ε<|x|<1

(∫ 1

0

φ′(tx) dt

)
dx.

Thus, letting ε ↓ 0, we have

(7.46)

⟨
p.v.

1

x
, φ

⟩
=

∫
|x|>1

φ(x)

x
dx+

∫
|x|<1

(∫ 1

0

φ′(tx) dt

)
dx.

From this formula it follows that∣∣∣∣⟨p.v. 1x, φ
⟩∣∣∣∣ ≲ sup

x∈R
|x|2|φ(x)|+ sup

x∈R
|∇φ(x)| ≲ p2(φ),

which shows p.v.
1

x
∈ S ′(Rd). □

Now let us calculate the Fourier transform of p.v.
1

x
.

Proposition 7.28. We define sgn := χ(0,∞)−χ(−∞,0). In the sense of Schwartz distributions
we have

(7.47) F
[
p.v.

1

x

]
(ξ) = −πi · sgn(ξ),

or equivalently ⟨
F
(
p.v.

1

x

)
, φ

⟩
= −πi ·

∫
Rd

sgn(ξ)φ(ξ) dξ

for all φ ∈ S(Rd).

Proof. Firstly we claim that there exists a constant M > 0 so that

(7.48)

∣∣∣∣∣
∫
ε<|x|<ε−1

e2πixξ

x
dx

∣∣∣∣∣ ≤M.

This can be seen once we rewrite the integral.

(7.49)

∫
ε<|x|<ε−1

e2πixξ

x
dx = −i · sgn(ξ)

∫
ε<|x|<ε−1

sin(2πx|ξ|)
x

dx.
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As is well-known, the integral of the right-hand side of (7.49) remains bounded. Therefore
(7.48) was established. (7.48) gives us also that

(7.50) lim
ε→0

∫
ε<|x|<ε−1

e2πixξ

x
dx = −2πi · sgn(ξ).

Now we pick a test function φ ∈ S(Rd). Then we have⟨
F
(
p.v.

1

x

)
, φ

⟩
=

⟨
p.v.

1

x
,Fφ

⟩
= lim

ε↓0

⟨χ{ε<|x|<ε−1}

x
,Fφ

⟩
.

Change the order of the integration by using the Fubini theorem. Since x is now restricted to
(ε, ε−1), we are able to do so.⟨

F
(
p.v.

1

x

)
, φ

⟩
= lim

ε↓0

∫ ε−1

ε

(∫
R
φ(ξ)e−ix·ξ dξ

)
dx

x

= lim
ε↓0

∫
R

(∫ ε−1

ε

e−ix·ξ
dx

x

)
φ(ξ) dξ.

Having established (7.48), we are now in the position of using Lebesgue’s dominated convergence
theorem to conclude

(7.51)

⟨
F
(
p.v.

1

x

)
, φ

⟩
=

∫
R

(
lim
ε→0

∫ ε−1

ε

e−ix·ξ
dx

x

)
φ(ξ) dξ = −πi · ⟨sgn, φ⟩,

which is the desired result. □

Exercise 83. In the course of the proof we have used the Lebesgue convergence theorem. In
this exercise we justify this. Let a, b, c > 0. Establish the following.

(1)

∫ ∞

0

sin ax

x
dx =

π

2
.

(2) There exists M > 0 independent of b and c such that

∣∣∣∣∫ c

b

sinx

x
dx

∣∣∣∣ ≤M .

Various operations. As we have defined the dilation for the distributions, many other operations
are defined so that it is commutative with the embedding mapping f ∈ L1

loc(Rd) ∩ S ′(Rd) 7→
Ff ∈ S ′(Rd). For example, we can define the translation of distributions. In order that the
definition is commutative with the above embedding we need to define

(7.52) ⟨f(· − a), φ⟩ = ⟨f, φ(·+ a)⟩.

Homogeneous distributions. Now we deal with distributions like mononomials in algebra. Any
mononomial p(X) satisfies p(αX) = αkp(X), α ∈ K for some k ∈ N. Of course k appearing
here is the degree of p(X). Now we consider the counterpart.

Definition 7.29 (Dilation in S ′(Rd)).

(1) Let f ∈ S(Rd) and t > 0. Then define f(t·) ∈ S ′(Rd) by

(7.53) ⟨f(t·), φ⟩ =
⟨
f,

1

td
φ
( ·
t

)⟩
.

(2) A distribution f ∈ S(Rd) is said to be homogenous of degree k ∈ R, if f(t·) = tkf for
all t > 0.

Example 7.30. Here are example of homogeneous Schwartz distributions.

(1) The elements 1 and δ0 are homogeneous of degree 0.
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(2) Let k > −d. Then |x|k is homogeneous of degree k.

Theorem 7.31. Suppose that 0 < a < d. Then

(7.54) F(|x|−a)(ξ) =
πa−

d
2Γ
(
d−a
2

)
Γ
(
a
2

) |ξ|a−d.

Proof. A passage to the limit allows us to concentrate on the case a ̸= d

2
. First, we shall prove

that F(|x|−a) is a regular distribution whenever
d

2
< a < d. Indeed, we have

(7.55) |x|−a = χB(1)|x|−a + χRd\B(1)|x|−a

and

(7.56) χB(1)|x|−a ∈ L1(Rd), χRd\B(1)|x|−a ∈ L2(Rd).

Since F sends L1(Rd) to L∞(Rd) and L2(Rd) to itself, we see that F(|x|−a) is a regular
distribution.

If a <
d

2
, we are still able to conclude that F(|x|−a) is a regular distribution.

Indeed, we now have

(7.57) |x|−a = χB(1)|x|−a + χRd\B(1)|x|−a

and

(7.58) χB(1)|x|−a ∈ L2(Rd), χRd\B(1)|x|−a ∈ L1(Rd).

The same argument as before works to conclude that F(|x|−a) is a regular distribution.

Let us denote g(ξ) := F(|x|−a)(ξ). Denote by O(d) the set of all isometries preserving the
origin as before. Then we have

(7.59) g(tξ) = ta−ng(ξ), g(Aξ) = g(ξ)

for all t > 0 and A ∈ O(d). Therefore we have

(7.60) g(ξ) = K |ξ|a−n

for some K > 0.

Thus, we are left with the task of determining the value of above K exactly.

This can be achieved by using the Plancherel formula: We make use of

(7.61)

∫
Rd
|x|−ae−π|x|

2

dx =

∫
Rd
F(|x|−a)F(e−π|x|

2

) dx = K

∫
Rd
|x|a−ne−π|x|

2

dx.

Observe that F(e−π|·|2)(ξ) = e−π|ξ|
2

. We write the integral in the polar coordinate. The result
is

(7.62) |Sn−1|
∫ ∞

0

rn−ae−πr
2 dr

r
= K|Sn−1|

∫ ∞

0

rae−πr
2 dr

r
.

Putting s = r2, then we have

(7.63)

∫ ∞

0

s
d−a
2 e−πs

ds

s
= K

∫ ∞

0

s
a
2 e−πs

ds

s
.

Finally we change variables t = πs. Then

(7.64) π
d−a
2

∫ ∞

0

s
d−a
2 e−πs

ds

s
= Kπ

a
2

∫ ∞

0

s
a
2 e−πs

ds

s
.
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It can be rephrased as

(7.65) π
d−a
2 Γ

(
d− a
2

)
= Kπ

a
2 Γ
(a
2

)
.

Arranging (7.65), we see that K can be determined as we wish. □

Exercise 84. Let a > −d = 1. Then calculate F(|x|a).

Radial distribution. A function is said to be radial if it depends on the absolute value. That is
a function f on Rd is said to be radial, if

(7.66) f(x) = F (|x|), x ∈ Rd

for some function F on [0,∞). Note that this can be rephrased as

(7.67) f(Ax) = f(x), x ∈ Rd

for all A ∈ O(d). Here O(d) is the set of all linear isometries on Rd as before. With this
definition in mind, we formulate the definition of radial distributions.

Definition 7.32 (Radial distribution). Let f ∈ S ′(Rd). Define f(A·) ∈ S ′(Rd) by

(7.68) ⟨f(A·), φ⟩ = ⟨f, φ(A−1·)⟩

for φ ∈ S(Rd). The distribution f is said to be radial, if

(7.69) f(A·) = f

for all A ∈ O(d).

The Fourier transform of radial functions has the following expression.

Theorem 7.33. If f ∈ S ′(Rd) ∩ L1
loc(Rd) is a radial function, then

(7.70) Ff(ξ) = (2π)
d
2 |ξ|−

d−2
2

∫ ∞

0

F (t)t
d
2 J d−2

2
(|ξ|t) dt,

where Jν is the Bessel function given by

(7.71) Jν(x) =
2
(x
2

)ν
Γ
(
1
2

)
· Γ
(
ν + 1

2

) ∫ 1

0

(1− t2)ν− 1
2 cosxt dt.

Proof. An approximation allows us to assume that f ∈ S(Rd). Write F (t) = f(te1) for t > 0,
where e1 := (1, 0, 0, . . . , 0). First, we observe

(7.72) Ff(ξ) = Ff(|ξ|e1), ξ ∈ Rd \ {0}

by using a rotation matrix A, which sends e1 to
ξ

|ξ|
. Of course, (7.72) is trivial for ξ = 0.

We calculate Ff(|ξ|e1). Let us write x = (x1, x
′) ∈ R× Rd−1. Then we have

Ff(|ξ|e1) = (2π)−
d
2

∫
Rd
f(x1, x

′)e−i|ξ|x1 dx = (2π)−
d
2

∫
R

(∫
Rd−1

f(x1, x
′) dx′

)
e−i|ξ|x1 dx1.

Let e′2 = (1, 0, . . . , 0) ∈ Rd−1. Now we use the polar coordinate formula to obtain

(7.73) Ff(|ξ|e1) = (2π)−
d
2ωd−2

∫
R

(∫ ∞

0

f(x1, r e
′
2)r

d−2 dr

)
e−i|ξ|x1 dx1.
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Here ωd−2 =
2π

d−2
2

Γ
(
d−2
2

) . We use the polar coordinate formula in R2 to obtain

Ff(ξ) = (2π)−
d
2ωd−2

∫
R

(∫ π

0

f(t cos θ, t sin θe′2)t
d−2 sind−2 θ dθ

)
e−i|ξ|t cos θ dt

= (2π)−
d
2ωd−2

∫
R

(∫ π

0

F (t)td−1 sind−2 θ dθ

)
e−i|ξ|t cos θ dt.

If we change the order of integration, then we have

(7.74) Ff(ξ) = (2π)
d
2 |ξ|−

d−2
2

∫ ∞

0

F (t)t
d
2 J d−2

2
(|ξ|t) dt.

This is the desired result. □

7.4. Fourier transform of measures.

In probability theory, the Fourier transform is very important and it has a lot to do with
convergence of many types. Here we do not stick to finite measures with mass 1 and we consider
finite complex measures. Finite complex measures can be regarded naturally as elements in
S ′(Rd). Let M(Rd) be the set of all signed measures.

The aim of this subsection is to investigate the Fourier transform of the elements in M(Rd)
in more depth. In connection with probability theory, we adopt the notation slightly different
from the one that we have been adopting.

Definition 7.34. Let µ ∈M . Then define

(7.75) φµ(ξ) :=

∫
Rd
eix·ξ dx (ξ ∈ Rd).

We prefer not to add the multiplicative constant (2π)−d/2. Also, it is customary not to add
−.

First of all let us investigate the relation between the convolution and the characteristic
function. Here, motivated by the convolution of functions, we define the convolution of measures
as follows :

Definition 7.35. Given two signed measures µ, ν ∈M(Rd), we set

(7.76) µ ∗ ν(E) =

∫
Rd
χE(x+ y) dµ(x) dν(y).

It is easy to see that µ ∗ ν ∈ M again. Furthermore, if f and g are L1(Rd, dx) functions,
then the definition f ∗ g ∈ L1(Rd, dx) and f ∗ g ∈M coincides in the sense of above embedding.

Proposition 7.36. Let µ, ν ∈M(Rd). Then

(7.77) φµ∗ν = φµ · φν .

The next proposition explicitly shows µ can be expressed by terms of φµ.

Proposition 7.37. Let µ ∈ M(Rd). Write φ(ξ) := φµ(ξ) for ξ ∈ Rd, the Fourier transform

of µ. Assume that I =
d∏
k=1

(ak, bk) is an open rectangular whose boundary µ does not charge.
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Then we have

(7.78) µ(I) =

(
1

2π

)d
lim
T→∞

∫
[−T,T ]d

d∏
k=1

e−itkak − e−itkbk
itk

φ(t) dt.

Proof. By definition and change the order of the integration we have∫
[−T,T ]d

d∏
k=1

e−ixkak − e−ixkbk
ixk

φ(x) dx

=

∫
[−T,T ]d

d∏
k=1

e−ixkak − e−ixkbk
ixk

(∫
Rd
eix·y dµ(y)

)
dx

=

∫
Rd

(∫
[−T,T ]d

d∏
k=1

(
e−ixkak − e−ixkbk

ixk

)
eix·y dx

)
dµ(y)

=

∫
Rd

(∫
[−T,T ]d

d∏
k=1

(
e−ixkak − e−ixkbk

ixk
eixiyk

)
dx

)
dµ(y).(7.79)

By using the Fubini theorem, we separate the variables. To analyze each factor we calculate∫ T

−T

e−ita − e−itb

it
eity dt =

∫ T

−T

e−it(a−y) − e−it(b−y)

it
dt =

∫ T

−T

sin(t(a− y))− sin(t(b− y))
t

dt.

Since

lim
T→∞

∫ T

−T

sin(t(a− y))
t

dt = − lim
T→∞

∫ T

−T

sin(t(y − a))
t

dt = −π
(
χ(a,∞)(y)− χ(−∞,a)(y)

)
,

we have

(7.80) lim
T→∞

∫ T

−T

e−ita − e−itb

it
eity dt = 2πχ(a,b)(y) + πχ{a,b}(y) y ∈ R.

Note that

∣∣∣∣∫ x

0

sin t

t
dt

∣∣∣∣ ≤ M0, where M0 is an absolute constant. From this, we obtain, for

all T > 0,

(7.81)

∣∣∣∣∣
∫ T

−T

e−ita − e−itb

it
eitx dt

∣∣∣∣∣ ≤ 8M0.

Thus, in view of the assumption on µ, (7.80) and (7.81), we are in the position of applying
the Lebesgue convergence theorem to (7.79) to obtain

(7.82) lim
T→∞

∫
[−T,T ]d

d∏
k=1

e−itkak − e−itkbk
itk

φ(t) dt = (2π)dµ(I).

As a result we obtain the desired formula. □

Exercise 85. For t > 0 we let f(t) :=

∣∣∣∣∫ t

0

sin t

t
dt

∣∣∣∣ . Then show that f attains its maximum at

π.

We verify here that µ→ φµ is invertible by using Proposition 7.37.

Theorem 7.38. Suppose that µ, ν ∈M(Rd) are finite measures. Then, φµ ≡ φν implies µ = ν.
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Proof. Since M(Rd) is contained in S ′(Rd), this theorem is immediate from the usual version
of the Fourier transform. More precisely, we proceed as follows: In view of the embedding
M(Rd) ↪→ S ′(Rd), we can at least show

(7.83)

∫
Rd
φ(x) dµ(x) =

∫
Rd
φ(x) dν(x)

for all φ ∈ S(Rd). Let C denote the set of all rectangulars whose boundary is not charged by µ
and ν. Then µ and ν coincide from Proposition 7.36. Since C generates B, the Borel algebra,
we see that µ and ν are the same. □

Let f ∈ L1(Rd). Then note that

(7.84)

∫
Rd
f(ξ)φµ(ξ) dξ = (2π)

d
2

∫
Rd
F−1f(x) dµ(x)

for µ ∈M(Rd), which is immediate from Fubini’s theorem as in the proof of Theorem 7.8.

Next, we seek to find a method of recovering µ via the Cèsaro means.

Theorem 7.39. Let φ ∈ C(Rd). Set

(7.85) Φλ(x) :=
1

(2π)d

∫
B(λ)

(
1− |ξ|

λ

)
φ(ξ)eixξ dξ (x ∈ Rd)

for each λ > 0. Then {Φλ}λ>0 forms an L1(Rd)-bounded family, if and only if φ(ξ) = φµ(ξ)
for some µ ∈M(Rd).

Proof. If φ(ξ) = φµ(ξ) for some µ ∈M(Rd), then
1

(2π)d

∫
B(λ)

(
1− |ξ|

λ

)
φ(ξ)eixξ dξ =

1

(2π)d

∫∫
B(λ)×Rd

(
1− |ξ|

λ

)
ei(x+y)ξ dξ ⊗ µ(ξ, y).

Since ∣∣∣∣∣
∫
B(λ)

(
1− |ξ|

λ

)
ei(x+y)ξ dξ

∣∣∣∣∣ ≲ 1,

where the implicit constant in ≲ is independent of x, y, λ, {Φλ}λ>0 forms an L1(Rd)-bounded
family.

Suppose conversely that {Φλ}λ>0 forms an L1(Rd)-bounded family. Then by the Banach
Alaoglu theorem (see Theorem 9.27 to follow), there exists a subsequence {Φλj}j∈N convergent
to some µ ∈M weakly. It suffices to show that

(7.86)

∫
Rd
g(ξ)φ(ξ) dξ =

∫
Rd
g(ξ)φµ(ξ) dξ.

for all g ∈ S(Rd) by the variation principle (see Theorem 4.35).

By (7.84), we have ∫
Rd
g(ξ)φµ(ξ) dξ = (2π)

d
2

∫
Rd
F−1g(x) dµ(x).

Note that F−1g ∈ S(Rd). By the weak convergence mentioned above, we have∫
Rd
g(ξ)φµ(ξ) dξ = (2π)

d
2 lim
j→∞

∫
Rd
F−1g(x)

(
1

(2π)d

∫
B(λj)

(
1− |ξ|

λj

)
φ(ξ)eixξ dξ

)
dx

= (2π)
d
2 lim
j→∞

∫
B(λj)

(
1− |ξ|

λj

)
φ(ξ)

(
1

(2π)d

∫
Rd
F−1g(x)eixξ dx

)
dξ.
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By the inversion formula, we obtain

(7.87)

∫
Rd
g(ξ)φµ(ξ) dξ = lim

j→∞

∫
B(λj)

(
1− |ξ|

λj

)
φ(ξ)g(ξ) dξ.

Finally by the dominated convergence theorem, we have

(7.88)

∫
Rd
g(ξ)φµ(ξ) dξ =

∫
Rd
g(ξ)φ(ξ) dξ.

This is precisely what we want.

□

Denote by BC0(Rd) the closure of S(Rd) in BC(Rd). Note that

BC0(Rd) =
{
f ∈ BC(Rd) : lim

|x|→∞
f(x) = 0

}
.

We have other characterizations.

Theorem 7.40. A bounded continuous function φ : Rd → C is expressed as φ = φµ with
µ ∈M(Rd) if and only if

(7.89)

∣∣∣∣ 1

(2π)d

∫
Rd
Ff(ξ)φ(−ξ) dξ

∣∣∣∣ ≲ ∥f∥L∞

for all f ∈ L1(Rd) ∩ BC0(Rd).

Proof. If φ = φµ for some µ ∈M(Rd), then∣∣∣∣ 1

(2π)d

∫
Rd
Ff(ξ)φ(−ξ) dξ

∣∣∣∣ = ∣∣∣∣ 1

(2π)d

∫
Rd
f(−ξ) dµ

∣∣∣∣ ≲ ∥f∥L∞ .

Here the equality is justified by taking an approximation sequence.

Assume (7.89) instead. For f ∈ L1(Rd) ∩ BC0(Rd) we set

(7.90) Φ(f) :=
1

(2π)d

∫
Rd
Ff(ξ)φ(−ξ) dξ ∈ C.

Since L1(Rd) ∩ BC0(Rd) is dense in BC0(Rd) and we are assuming (7.89), we can extend Φ
continuously to whole BC0(Rd). By Riesz’s representation theorem, we can find µ ∈ M(Rd)
such that

(7.91) Φ(f) =

∫
Rd
f(x) dµ(x)

for all f ∈ L1(Rd) ∩ BC(Rd). By the Plancherel formula, we see

(7.92)

∫
Rd
Ff(x)φµ(−ξ) dξ = (2π)

d
2

∫
Rd
f(x) dµ(x) = (2π)

d
2Φ(f) =

∫
Rd
Ff(x)φ(−ξ) dξ

for all f ∈ S(Rd). As a result we obtain φ(x) =
1

(2π)d
φµ(−x). □

Theorem 7.41. Let φ : Rd → C be a bounded continuous function. Then the necessary and
sufficient condition for φ to be expressed as the Fourier transform of µ ∈ M(Rd) is that, for
every λ > 0,

(7.93) φ(λn) =

∫
Rd
einx dµλ(x) (n ∈ Zd)

for some measure µλ ∈M(Rd) and that {µλ}λ>0 forms a bounded subset in M(Rd).
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Proof. Suppose that φ = φµ with µ ∈M . There exists µλ ∈M(Rd) so that for every f ∈ S(Rd),

(7.94)

∫
Rd
f(x) dµλ(x) =

∫
Rd
f(λx) dµ(x).

By the duality BC0(Rd)-M(Rd) (the Riesz-representation theorem), we see that µλ has the
same norm as µ. Then

φ(λn) = φµ(λn) =

∫
Rd
eiλnx dµ(x) =

∫
Rd
einx dµλ(x).

Suppose instead that, for every λ > 0, (7.93) holds for some measure µλ ∈M and that {µλ}λ>0

forms a bounded subset in M . We have to verify that

(7.95)

∣∣∣∣∫
Rd
Ff(ξ)φ(ξ) dξ

∣∣∣∣ ≲ ∥f∥L∞

for f ∈ S(Rd) (or f ∈ L1(Rd) ∩ C(Rd)). This can be achieved as follows : First, we write the
integral in (7.95) by the limit of the Riemann sum. We have

(7.96)

∫
Rd
Ff(ξ)φ(ξ) dξ = lim

λ→0

∑
m∈Z

λd · Ff(λm)φ(λm).

Next, we insert φ = φµ. The result is∫
Rd
Ff(ξ)φ(ξ) dξ = lim

λ→0

∑
m∈Z

λdFf(λm)

∫
Rd
eixλm dµλ(x)

= lim
λ→0

∫
Rd

∑
m∈Z

λdFf(λm)eixλm dµλ(x).

Note that, by the Poisson summation, Theorem 6.11 with λ replaced by (2π)dλ−1, we obtain∑
m∈Z

λdFf(λm)eixλm = (2π)d
∑
m∈Z

f

(
x− 2πm

λ

)
Thus,

(7.97)

∫
Rd
Ff(ξ)φ(ξ) dξ = (2π)d lim

λ→0

∫
Rd

∑
m∈Z

f

(
x− 2πm

λ

)
dµλ(x).

Since f ∈ S(Rd), for each compact set K ⊂ Rd,

(7.98) lim
λ→0

sup
x∈K

∣∣∣∣∣∣
∑

m∈Z\{0}

f

(
x− 2πm

λ

)∣∣∣∣∣∣
 = 0.

Since {µλ}λ>0 forms a bounded subset in M(Rd), for any given ε > 0 there exist a compact
set K and a sequence {λj}j∈N converging to 0 such that

(7.99) |µλj |(Rd \K) ≤ ε.

We conclude from (7.98) and (7.99) that

(7.100) lim
j→∞

∫
Rd

∑
m∈Z\{0}

f

(
x− 2πm

λj

)
dµλj (x) = 0

If we combine (7.97) and (7.100), then we have

(7.101)

∫
Rd
Ff(ξ)φ(ξ) dξ = (2π)d lim

j→∞

∫
Rd
f(x) dµλj (x).
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Again we use the fact that {µλ}λ>0 forms a bounded subset in M(Rd). From (7.101), we
conclude

(7.102)

∣∣∣∣∫
Rd
Ff(ξ)φ(ξ) dξ

∣∣∣∣ = (2π)d lim
j→∞

∣∣∣∣∫
Rd
f(x) dµλj (x)

∣∣∣∣ ≲ ∥f∥L∞ · sup
λ
∥µλ∥ = ∥f∥L∞ .

Thus, we obtain (7.95). □

Theorem 7.42. Let φ ∈ BC(Rd). Then φ is the Fourier transform of a positive finite measure
µ, if and only if

(7.103)

∫
Rd
Ff(ξ)φ(ξ) dξ ≥ 0

for all f ∈ C∞
c,+(Rd).

Proof. Necessity Necessity is clear. Given a function τ , let us denote τ̌(x) = τ(−x). Then

we have ∫
Rd
Ff(x)φ̌(x) dx =

∫
Rd
F̌f(x)φµ(x) dx

= (2π)
d
2

∫
Rd

ˇ[F−1Ff ](x)φµ(x) dx

= (2π)
d
2

∫
Rd
f̌(x) dµ(x) ≥ 0.

Sufficiency First, we prove φ(0) ≥ 0. For this purpose we take the Gauss function Φt(ξ) :=

exp(−t|ξ|)2, ξ ∈ Rd. Since FΦt(ξ) = c0 t
−d/2 exp(−t−1|ξ|2) with c0 ≥ 0 (see (7.115 for the

precise value of c0), we see that

φ(0) = lim
t↓0

π−d/2
∫
Rd
t−d/2 exp(−t−1|ξ|2)φ(ξ) dξ =

∫
Rd
FΦt(ξ)φ(ξ) dξ ≥ 0.

A normalization allows us to assume that φ(0) = 1.

A passage to the limit shows that (7.103) is valid for all f ∈ Cc,+(Rd) with Ff ∈ L1(Rd).
Keeping in mind that φ(0) ≥ 0, we let f ∈ Cc,+(Rd). Set M0 := supx∈Rd |f(x)|. We define a
function Kλ on Rd by

Kλ(ξ1, ξ2, · · · , ξd) :=
λd

(2π)d
sinc

(
λξ1
2

)
sinc

(
λξ2
2

)
· · · sinc

(
λξd
2

)
(ξ1, ξ2, · · · , ξd) ∈ Rd,

where sinc is the sinc function defined by sinc(t) =
sin t

t
for t ∈ R \ {0}. If λ > 0 is large

enough, then

(7.104) (2π)dM0 · F−1Kλ − f ∈ Cc,+

By inserting (7.104) to (7.103) and the fact that φ(0) = 1, we have

(7.105)

∫
Rd

{
(2π)dM0Kλ(ξ)−Ff(ξ)

}
φ(−ξ) dξ ≥ 0.

As λ→∞, we obtain

(7.106)

∫
Rd
((2π)dM0Kλ(ξ)−Ff(ξ))φ(−ξ) dξ → φ(0)M0 −

∫
Rd
Ff(ξ)φ(−ξ) dξ.

Consequently, it follows from (7.105) and (7.106) that

(7.107) 0 ≤
∫
Rd
Ff(ξ)φ(−ξ) dξ ≤ φ(0)M0 = φ(0) sup

x∈Rd
|f(x)| (f ∈ Cc,+(Rd)).
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Now we are in the position of applying Riesz’s representation theorem to the functional

f ∈ Cc,+(Rd) 7→
∫
Rd
Ff(ξ)φ(−ξ) dξ.

We can find a positive finite measure µ ∈M(Rd) with

(7.108)

∫
Rd
Ff(ξ) · φ̌(ξ) dξ =

∫
Rd
f(x) dµ(x)

for all f ∈ BC(Rd). From (7.108), we deduce φ = φµ. □

We have a good necessary and sufficient condition for bounded continuous functions to be
expressed as the Fourier transform of measures. A natural question arises: When the measure
is positive ?

To answer the question, we let M+(Rd) be the set of all positive measures and we present
the following definition.

Definition 7.43 (Positive definite functions). A function φ : Rd → C is said to be positive
definite, if

(7.109) {φ(ξj − ξk)}Nj,k=1

is positive definite for all finite sets {ξ1, ξ2, . . . , ξN}.

Positive definite functions can be characterized as the image of positive finite measures.

Theorem 7.44 (Bochner). A continuous function φ : Rd → C is positive definite if and only
if φ = φµ with µ ∈M+(Rd).

Proof. The sufficiency is clear. Let us prove the necessity.

Let k ∈ N. Set

φk(ξ) := φ(ξ) exp(−k−1|ξ|2)

for ξ ∈ Rd and

fk(x) :=

∫
Rd
φk(ξ)e

−ixξ dξ

for x ∈ Rd. Then let us establish that

(7.110) fk ≥ 0

and that

(7.111) F(fk dx)(ξ) =
∫
Rd
fk(x)e

ixξ dx = (2π)dφk(ξ)

Note that (7.111) follows from the inversion formula. For the proof of (7.110) we use positive
definiteness of φ and the fact∫

Rd
exp

(
−2

k
|x− y|2 − ia(x− y)

)
exp

(
−2

k
|y|2 − iay

)
dy ≃k,d exp

(
−1

k
|x|2 − iax

)
.
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Keeping them in mind, we proceed as follows :

fk(a) =

∫
Rd
φ(ξ) exp(−k−1|ξ|2 − iaξ)dξ

≃
∫
Rd
φ(ξ)

(∫
Rd

exp

(
−2

k
|ξ − y|2 − ia(ξ − y)

)
exp

(
−2

k
|y|2 − iay

)
dy

)
dξ

≃
∫∫

Rd×Rd
φ(ξ + η) exp

(
−2

k
|ξ|2 − iaξ

)
exp

(
−2

k
|η|2 − iaη

)
dη dξ

≃
∫∫

Rd×Rd
φ(ξ − η) exp

(
−2

k
|ξ|2 − iaξ

)
exp

(
−2

k
|η|2 − iaη

)
dη dξ

≃ lim
N→∞

N2n
∑
k,j∈Zd

φ

(
j

N
− k

N

)
exp

(
−2

k

∣∣∣∣ kN
∣∣∣∣2 − i aN k

)
exp

(
−2

k

∣∣∣∣ jN
∣∣∣∣2 − i aN j

)
,

which is positive since φ is positive definite.

Consequently (7.110) and (7.111) were established.

By the Banach Alaoglu theorem (see Theorem 9.27 again), we can take a subsequence
fk(j), j = 1, 2, . . . such that it converges weak-∗ to some positive µ ∈ M(Rd). Let us check
that µ is a measure we are looking for.

Since each fk is positive, so is µ. What remains to show is that the Fourier transform of µ
is φ. Let g ∈ S(Rd). Then

(7.112)

∫
Rd
g(ξ)φ(ξ) dξ = lim

j→∞

∫
Rd
g(ξ)φk(j)(ξ) dξ

by the dominated convergence theorem. Meanwhile, (7.111) gives us

lim
j→∞

∫
Rd
g(ξ)φk(j)(ξ) dξ = (2π)d/2 lim

j→∞

∫
Rd
g(ξ)F(fk(j) dx)(ξ) dξ.

Now we use the Fubini formula to obtain

lim
j→∞

∫
Rd
g(ξ)φk(j)(ξ) dξ = (2π)d/2 lim

j→∞

∫
Rd
F−1g(x)fk(j)(x) dx.

From the definition of the weak convergence and again by the Fubini theorem, we obtain

lim
j→∞

∫
Rd
g(ξ)φk(j)(ξ) dξ = (2π)d/2

∫
Rd
F−1g(x) dµ(x) =

∫
Rd
g(ξ)φµ(ξ) dξ.

Since g ∈ S(Rd) was taken arbitrarily, it follows that φ ≡ φµ. □

The next theorem is used to prove the central limit theorem in probability theory.

Theorem 7.45. Let µj ∈M, j = 1, 2, . . . be a sequence of Borel probability measures. Suppose
that φµj , j = 1, 2, . . . converges to φ pointwise and that φ is continuous at 0. Then µj converges
to some probability measure µ weakly.

Proof. We proceed in steps. First, we prove

Claim 7.46. The set {µj}∞j=1 is tight, that is,

(7.113) lim
R→∞

(
sup
j∈N

µj(Rd \B(R))

)
= 0.



A HANDBOOK OF HARMONIC ANALYSIS 127

Proof of Claim 7.46. We first compute the Fourier transform of φt(x) := exp(−t−1|x|2). It is
not so difficult to see

(7.114) Fφt(ξ) = C exp(−t|ξ|2).

To calculate the exact value of C = Ct, we note that C = (2π)−
d
2

∫
Rd
φt(x) = (2π)−

d
2

√
(πt)d.

Consequently we obtain

(7.115) Fφt(ξ) = F [exp(−t−1|x|2)](ξ) =

(√
t

2

)d
exp(−t|ξ|2) (ξ ∈ Rd).

We insert (7.115) to the formula

∫
Rd
F−1φt(x) dµj(x) = (2π)−d/2

∫
Rd
φt(ξ)φµj (ξ) dξ and obtain

(7.116)

∫
Rd

exp(−t|x|2) dµj(x) =
1√
(πt)d

∫
Rd

exp(−t−1|ξ|2)φµj (ξ) dξ.

Let ε > 0 be given. Then for large j, say j ≥ J , we have

(7.117)

∣∣∣∣∣
∫
Rd

exp(−t|x|2) dµj(x)−
1√
(πt)d

∫
Rd

exp(−t−1|ξ|2)φ(ξ) dξ

∣∣∣∣∣ < ε.

If t > 0 is smaller than some t0 > 0, then we have

(7.118)

∣∣∣∣∣ 1(√
πt
)d ∫

Rd
exp(−t−1|ξ|2)φ(ξ) dξ − 1

∣∣∣∣∣ < ε.

Consequently we obtain

(7.119)

∫
Rd

exp(−t|x|2) dµj(x) > 1− 2ε.

for all j ≥ J and 0 < t ≤ t0. Since

(7.120) µ(Rd \B(R)) ≤ exp(tR2)

∫
Rd

exp(−t|x|2) dµj(x) ≤ 2ε exp(tR2),

for R0 := t
− 1

2
0 we have µj(Rd \ B(R0)) ≤ 6ε, j ≥ J. Take R1 so large that, for every j < J ,

µj(Rd \B(R1)) ≤ 6ε. Thus letting R := R0 +R1, we see that

(7.121) µj(Rd \B(R)) ≤ 6ε

for all j ∈ N. The claim is now therefore proved. □

Now we refer back to the proof of Theorem 7.45. From Claim 7.46, we can take a convergent
subsequence for any subsequence. The uniqueness of the Fourier transform then shows that the
original sequence converges to some probability measure µ. □

To conclude this paragraph, we prove the Wiener theorem which parallels the Planchrel
theorem. In the theorem, we use the symbol

(7.122)
∑
x∈Rd

f(x)

for positive functions f : Rd → [0,∞). The summation α in (7.122) means that f(x) ≡ 0 on a
cofinite subset E and that

α = sup

{∑
x∈F

f(x) : F is a finite subset of Rd
}
.
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Theorem 7.47 (Wiener). Let µ ∈M . Then

(7.123)
∑
x∈Rd

|µ({x})|2 = lim
λ→∞

1

2λ

∫
B(λ)

|φµ(ξ)|2 dξ.

Proof. Let ν ∈M be defined by

(7.124) ν(E) :=

∫
Rd×Rd

χE(x− y) dµ(x) dµ(y).

Then by the definition of ν, we have

(7.125) ν{0} =
∫
Rd×Rd

χ{x=y}(x, y) dµ(x) dµ(y) =

∫
{µ{y}≠0}

µ{y} dµ(y) =
∑
x∈Rd

|µ({x})|2.

Furthermore, by using φν(ξ) = |φµ(ξ)|2 we have∫
B(λ)

|φµ(ξ)|2 dξ =
∫
B(λ)

φν(ξ) dξ =

∫
Rd

(∫
B(λ)

eiξx dξ

)
dν(x) = 2λ

∫
Rd

sinc(2λx) dν(x).

By the dominated convergence theorem, we have

(7.126) lim
λ→∞

1

2λ

∫
B(λ)

|φµ(ξ)|2 dξ = lim
λ→∞

∫
Rd

sinc(2λx) dν(x) = ν{0}.

If we combine (7.125) and (7.126), we obtain the desired result. □

8. Sobolev spaces

8.1. Weak derivative.

Definition 8.1. Let f ∈ L1
loc(Rd) and α ∈ N0

d. A weak partial α-derivative of f , if it exists,
is a locally integrable function g such that

(8.1)

∫
Rd
f(x)∂αφ(x) dx = (−1)|α|

∫
Rd
g(x)φ(x) dx

for all φ ∈ C∞
c (Rd).

The following lemma is easy to prove.

Lemma 8.2. Let f ∈ L1
loc(Rd) and α ∈ N0

d.

(1) The partial α-derivative of f , if it exists, is unique.
(2) If f ∈ C|α|, then ∂αf coincides with the usual partial α-derivative.

Proof. (1) follows from Theorem 4.35 and (2) can be obtained by carrying out integration by
parts. □

Example 8.3. Let φ ∈ C∞
c (Rd) and define ψ(x) := |x|φ(x) for x ∈ Rd. Then we have

(8.2) ∂jψ(x) = |x|∂jφ(x) +
xj
|x|
φ(x)

in the sense of weak derivatives.
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Proof. Let η ∈ C∞
c (Rd). For the sake of simplicity we can assume j = d. Then if we carry out

integration by parts, we obtain∫
|xd|>ε

ψ(x) · ∂dη(x) dx

=

∫
Rd−1

(ψ(x′ + εed)η(x
′ + εed)− ψ(x′ − εed)η(x′ − εed) ) dx′ −

∫
|xd|>ε

∂dψ(x) · η(x) dx.

If we let ε ↓ 0, then the left-hand side tends to

∫
Rd
ψ(x)∂dη(x) dx and the boundary terms of

the right-hand side cancels. Therefore∫
Rd
ψ(x)∂dη(x) dx = − lim

ε↓0

∫
|xd|>ε

∂dψ(x)η(x) dx = − lim
ε↓0

∫
Rd

(
|x|∂jφ(x) +

xj
|x|
φ(x)

)
η(x) dx.

Thus, we obtain (8.2), although ψ /∈ C1 ! □

8.2. Sobolev space Wm,p(Rd).

The aim of this section is very modest. We intend to define the Sobolev space Wm,p(Rd)
and investigate some elementary properties. We do not go into details, for example, the trace
theorem, the extension theorem and so on are not taken up here. We content ourselves with
making a brief view of the function spaces.

Sobolev space Wm,p(Rd). As we have seen before, C∞
c (Rd) is not complete, if we endow it with

the Lp(Rd)-norm. If p is finite, then Lp(Rd) is a completion of C∞
c (Rd) with the Lp(Rd)-norm.

The space L∞(Rd) is a natural extension of the Lp(Rd)-norm.

The fall of completeness is the case, if we endow C∞
c (Rd) with a norm given by

(8.3) ∥f∥Wm,p :=
∑
α∈N0

d

|α|≤m

∥∂αf∥p.

We can say that Wm,p(Rd), whose precise definition we are about to present, overcomes this
defect, if p <∞.

Definition 8.4 (The Sobolev spaces in Lp(Rd) with m derivatives). Let m ∈ N0 and let
1 ≤ p ≤ ∞. Then define

Wm,p(Rd)

:= {f ∈ Lp(Rd) : ∂αf exists in weak sense and belongs to Lp(Rd) for all α with |α| ≤ m}.

The norm of f ∈Wm,p(Rd) is defined by ∥f∥Wm,p :=
∑
α∈N0

d

|α|≤m

∥∂αf∥p.

Let 1 ≤ p ≤ ∞. From the viewpoint of Wm,p(Rd), we see that f ∈ Lp(Rd), if and only if
∂αf ∈ Lp(Rd) for all α ∈ N0

d with |α| ≤ m.

Theorem 8.5. The Sobolev space Wm,p(Rd) is a Banach space.

Proof. We leave the readers for proving that Wm,p(Rd) is a normed space. Let us see the
completeness. To do this, let {fj}j∈N be a Cauchy sequence. Then, as we have established
that Lp(Rd) is complete, for each α ∈ N0

d with length less than m, there exists gα so that
lim
j→∞

∂αfj = gα. If α = 0, then we write g := gα.
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Choose a test function φ ∈ C∞
c (Rd). Then we have

(8.4)

∫
Rd
g(x)∂αφ(x) dx = lim

j→∞

∫
Rd
fj(x)∂

αφ(x) dx

and

(8.5) (−1)|α| lim
j→∞

∫
Rd
∂αfj(x)φ(x) dx = (−1)|α|

∫
Rd
gα(x)φ(x) dx.

Indeed, to verify (8.4), we have, by the Hölder inequality,∣∣∣∣∫
Rd
g(x) · ∂αφ(x) dx−

∫
Rd
fj(x) · ∂αφ(x) dx

∣∣∣∣
≤
∫
Rd
|g(x)− fj(x)| · |∂αφ(x)| dx

≤
(∫

Rd
|g(x)− fj(x)|p dx

) 1
p

·
(∫

Rd
|∂αφ(x)|p

′
dx

) 1
p′

≤ ∥g − fj∥p · ∥∂αφ∥p′ .
In the same way we can verify (8.5). It is worth noting that we do not use the Lebesgue
convergence theorem. From the definition of the weak derivatives these four terms coincide,
which means the weak partial α-derivative of g exists and coincides with gα. Therefore, it
follows that g ∈Wm,p(Rd).

Once we obtain g ∈Wm,p(Rd), it is easy to see lim
j→∞

fj = g. Indeed,

(8.6) ∥fj − g∥Wm,p =
∑

|α|≤m

∥∂α(fj − g)∥p =
∑

|α|≤m

∥∂αfj − gα∥p → 0

as j →∞.

Thus, it follows that Wm,p(Rd) is complete. □
Exercise 86. Show that Wm,p(Rd) is a normed space.

As a special case, when p = 2, the space Wm,p(Rd) can be characterized in terms of the
Fourier transform.

Theorem 8.6. Let m ∈ N0. Then f ∈ L2(Rd) belongs to Wm,2(Rd) if and only if ⟨·⟩mF ∈
L2(Rd). Furthermore, we have

(8.7) ∥⟨·⟩mFf∥2 ∼ ∥f∥Wm,2

for all f ∈Wm,2(Rd).

Exercise 87. Prove Theorem 8.6 by using the Plancherel theorem.

Mollification and density. Now we are going to discuss the mollification and consider the dense
subspace of Wm,p(Rd).

Lemma 8.7. Let 1 ≤ p < ∞. Let φ ∈ C∞
c (Rd) be a positive function with integral 1. Then

for given f ∈ Wm,p(Rd) and t > 0, we set ft := φt ∗ f , where φt =
1

td
φ
( ·
t

)
. Then we have

lim
t↓0

ft = f in the topology of Wm,p(Rd).

Proof. Note that ∂ift = φt ∗ ∂if because f ∈ W 1,p(Rd) and the derivative in the sense of
Schwartz distributions and that of usual derivative coincide. Therefore, this lemma is true for
|α| = 1. In general case we have only to prove the lemma inductively. □
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Corollary 8.8. Let 1 ≤ p <∞. Then C∞
c (Rd) is dense in Wm,p(Rd).

Proof. By Lemma 8.7, we have only to approximate smooth elements in Wm,p(Rd)∩C∞(Rd).
Let f ∈ Wm,p(Rd) ∩ C∞(Rd). Choose a truncation function η ∈ C∞

c (Rd) that equals 1 on

B(1). Set fm(x) := f(x)η
( x
m

)
. Then by the Lebesgue convergence theorem fm tends to f in

Wm,p(Rd). □

Difference quotient and weak-partial derivative. Classically the differentiation was defined by
the limit, that is, it was given by the limit of the difference quotient. However, the weak
derivative we take up here seems to have nothing to do with the difference quotient. In this
paragraph, we investigate the connection between the difference quotient and the weak-partial
derivative.

Definition 8.9. Let h ∈ R \ {0} and i = 1, 2, . . . , d. Then define, for f ∈ L1
loc(Rd),

(8.8) Dh
i f(x) =

f(x+ hei)− f(x)
h

,

where ei = (δij)
d
j=1 is the j-th elementary vector.

Theorem 8.10. Let 1 < p <∞. Then f ∈ Lp(Rd) belongs to W 1,p(Rd) if and only if

(8.9) ∥Dh
i f∥p ≲ 1

for each h ∈ R \ {0} and i = 1, 2, . . . , d.

Proof. Suppose that ∥Dh
i f∥p ≤ c < ∞ for each h ∈ R \ {0} and i = 1, 2, . . . , d. Then by

the Banach-Alaoglu theorem (see Theorem 9.27 again) along with the duality Lp(Rd)-Lp′(Rd),
there exist a subsequence h1 > h2 > . . . > hj > . . .→ 0 and g1, g2, . . . , gd ∈ Lp(Rd) such that

(8.10) lim
j→∞

∫
Rd
D
hj
i f(x) · h(x) dx =

∫
Rd
gi(x) · h(x) dx

for all h ∈ C∞
c (Rd) and i = 1, 2, . . . , d. Then by change of variables we obtain

(8.11)

∫
Rd
f(x)∂ih(x) dx = − lim

j→∞

∫
Rd
f(x)D

−hj
i h(x) dx.

Therefore, letting j →∞, we obtain∫
Rd
f(x)∂ih(x) dx = − lim

j→∞

∫
Rd
D
hj
i f(x)h(x) dx = −

∫
Rd
gi(x)h(x) dx.

Therefore, it follows that f ∈W 1,p(Rd) and that its partial derivative ∂if coincides with gi.

Suppose instead that f ∈W 1,p(Rd). Let ft be defined in Lemma 8.7. Then we have

(8.12) Dh
i ft(x) =

∫ 1

0

∂ift(x+ hsei) ds.

By the Minkowski inequality, we have

(8.13) ∥Dh
i ft∥p ≤

∫ 1

0

∥∂ift(∗+ hsei)∥p ds = ∥∂ift∥p ≤ ∥∂if∥p.

Since ft → f in Lp(Rd), we have ∥Dh
i f∥p ≤ ∥∂if∥p <∞.

Therefore, the proof is now complete. □
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Composition. Now we consider the chain rule. What is totally different from the classical
analysis is that if f ∈W 1,p(Rd), then we have |f | ∈W 1,p(Rd). This property fails for the space
C1(Rd) because the limit of difference quotient comes into play.

Theorem 8.11. Let 1 < p < ∞. Assume that η : C → R is a C1 function with bounded
derivative and that η(0) = 0. Let f ∈W 1,p(Rd). Then η ◦ f ∈W 1,p(Rd).

Here if the function f(x) = ±∞, then it will be understood that η ◦ f(x) = 0 and below we
shall disregard such a point. We shall not allude to this point later.

Proof. η ◦ f ∈ Lp(Rd) To see this we note that |η(t)| ≤ sup
s∈R
|η′(s)|t. Using this inequality and

f ∈ Lp(Rd), we readily obtain η ◦ f ∈ Lp(Rd).

η ◦ f ∈W 1,p(Rd) Suppose that {fj}∞j=1 is a sequence of compactly supported functions

approximating f in W 1,p(Rd). A passage to a subsequence allows us to assume that {fj(x)}∞j=1

converges to f(x) for almost all x ∈ Rd. Let τ ∈ C∞
c (Rd) be a test function and fix k =

1, 2, . . . , d. Then the Lebesgue convergence theorem yields

(8.14)

∫
Rd
(∂kf(x) · η′(f(x))τ(x) dx = lim

j→∞

∫
Rd
(∂kfj(x) · η′(fj(x))τ(x) dx.

Now that fj is smooth, we are in the position of carrying out the usual integration by parts.
As a consequence we obtain∫

Rd
∂kf(x)η

′(f(x))τ(x) dx = − lim
j→∞

∫
Rd
η(fj(x))∂kτ(x) dx

Taking into account the inequality |η(s)− η(t)| ≲ |s− t|, we see that η ◦ fj converges to η ◦ f in
the Lp(Rd)-topology. Going through the same argument using the Hölder inequality as before,
we obtain ∫

Rd
∂kf(x)η

′(f(x))τ(x) dx = −
∫
Rd
η(f(x))∂kτ(x) dx.

Thus, we obtain ∂k(η ◦ f) = ∂kf · η′ ◦ f ∈ Lp(Rd). As a consequence η ◦ f ∈W 1,p(Rd). □

Corollary 8.12. Let 1 ≤ p <∞. Then, for every f ∈W 1,p(Rd), |f | belongs to W 1,p(Rd) and

(8.15) ∥ |f | ∥W 1,p ≤ ∥f∥W 1,p

for all f ∈W 1,p(Rd).

Proof. We set

ηu(t) :=


t2

2u
|t| ≤ u,

|t| − u

2
|t| ≥ u

and define sgn(t) := limu↓0 η
′
u(t). Then for every test function τ ∈ S(Rd), we have

(8.16)

∫
Rd

sgn(f(x))∂kf(x)τ(x) dx = lim
u↓0

∫
Rd
η′u(f(x))∂kf(x)τ(x) dx

by virtue of the dominated convergence theorem. Having approximated the integral with a
smooth function, we are again in the position of carrying out integration by parts. Hence we
obtain

(8.17)

∫
Rd

sgn(f) · ∂kf · τ = − lim
u↓0

∫
Rd
ηu ◦ f · ∂kτ.
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Finally by using the Lebesgue convergence theorem, we obtain∫
Rd

sgn(f(x))∂kf(x)τ(x) dx = −
∫
Rd
|f(x)|∂kτ(x).

Thus, we have ∂k|f | = sgn(f)∂kf . As a result we obtain the desired estimate. □

Sobolev embedding theorem. Suppose that f : R → R be a smooth function with the first
derivative integrable over R. Then we have

(8.18) f(x) =

∫ x

0

f(t) dt+ f(0)

and hence f is bounded. In this way if we have some information on the partial derivatives,
then we can say more about the function. The Sobolev embedding theorem quantifies such a
situation.

We write
Du := (∂x1u, ∂x2u, · · · , ∂xdu).

Theorem 8.13 (Gagliardo-Nirenberg-Sobolev inequality). Assume 1 ≤ p < d. Define q by

(8.19)
1

q
=

1

p
− 1

d
.

Then

(8.20) ∥u∥q ≲p,d ∥Du∥p
for all u ∈ C1

c .

Before we come to the proof, let us see what happens if we replace q by some other values.
Suppose that t > 0 and set ut(x) = u(tx). Then we have

(8.21) ∥ut∥q = t−
d
q ∥u∥q, ∥Dut∥p = t1−

d
p ∥Du∥p.

Therefore, (8.20) can only possibly true for q defined above. Let us make a helpful remark.
We really do need u to have compact support for (8.20) to hold, as the example u ≡ 1 shows.
However remarkably the constant here does not depend at all upon the size of the support of
u.

Now let us prove Theorem 8.13.

Proof. First assume p = 1. Since u has compact support, for each j = 1, 2, . . . , d and x ∈ Rd
we have

(8.22) u(x) =

∫ xj

−∞
uxi(x1, x2, . . . , xj−1, yj , xj+1, . . . , xd) dyj

and so

(8.23) |u(x)| ≤
∫
R
|Du(x1, x2, . . . , xj−1, yj , xj+1, . . . , xd)| dyj , (i = 1, 2, . . . , d).

Consequently

(8.24) |u(x)|
d
d−1 ≤

 d∏
j=1

∫
R
|Du(x1, x2, . . . , xj−1, yj , xj+1, . . . , xd)| dyj

 1
d−1

.

For each subset J ⊂ {1, 2, . . . , d}, we define AJ(x) uniquely so that

(8.25) A∅(x) = Du(x), AJ∪{k} =

∫
R
AJ(x1, x2, . . . , xk−1, yk, xk+1, . . . , xd) dyk
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whenever k ∈ {1, 2, . . . , d} \ J . In short, AJ (x) is obtained by integrating Du against all the
variables in J over R. Then (8.24) reads

(8.26) |u(x)|
d
d−1 ≤

d∏
j=1

A{j}(x)
1
d−1 .

We integrate this inequality with respect to x1 :∫
R
|u(x1, x2, . . . , xd)|

d
d−1 dx1 ≤

∫
R

d∏
j=1

Aj(x) dx1

= A{1}(x)
1
d−1 ·

∫
R

d∏
j=2

A{j}(x)
1
d−1 dx1

≤ A{1}(x)
1
d−1 ·

d∏
j=2

A{1,j}(x)
1
d−1 .

Note that in the product A{1}(x)
1
d−1 ·

d∏
j=2

A{1,j}(x)
1
d−1 d− 1 factors contain the variable x2. If

we integrate this inequality with respect to x2, then we obtain

(8.27)

∫
R
|u(x1, x2, . . . , xd)|

d
d−1 dx1 dx2 ≤ A{1,2}(x)

2
d−1 ·

d∏
j=3

A{1,2,j}(x)
1
d−1 .

by virtue of the Hölder inequality.

Repeating this procedure, we obtain

(8.28)

∫
R
|u(x1, x2, . . . , xd)|

d
d−1 dx1 dx2 . . . dxk ≤ A{1,2,...,k}(x)

k
d−1 ·

d∏
j=k+1

A{1,2,...,k,j}(x)
1
d−1

for all k = 1, 2, . . . , d. Therefore, it follows that

(8.29)

∫
R
|u(x1, x2, . . . , xd)|

d
d−1 dx1 dx2 . . . dxd ≤ A{1,2,...,d}(x)

d
d−1 = ∥Du∥1

d
d−1 .

Thus the proof is complete when p = 1.

Consider now the case that 1 < p < d. Then we set γ =
p(d− 1)

d− p
> 1. Since

γd

d− 1
= q, we

obtain (∫
Rd
|u|q
) d−1

d

≤
∫
Rd
γ · |u|γ−1|Du| ≤ γ

(∫
Rd
|u|q
) p−1

p

· ∥Du∥p.

Arranging this inequality, we obtain

(8.30) ∥u∥q ≤ ∥Du∥p.
This is the desired result. □

Function spaces are tools with which to describe the size and the smoothness of functions. Let
p, q,m ∈ [1,∞] and suppose that m is an integer. For example, Lq(Rd) measures the size. Since
the pointwise multiplication of L∞(Rd)-functions is closed in Lq(Rd), Lq(Rd) never measures
the smoothness of functions. However, Wm,p(Rd) can control somehow the smoothness of
functions. What counts about size and smoothness is that the control of smoothness can be
transformed into that of size. This aspect of these two quantities can be illustrated by the next
theorem.
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Theorem 8.14. Let m ∈ N and 1 ≤ p < d/m. Then define q by

(8.31) m− d

p
= −d

q
,

that is,

(8.32)
1

p
− m

d
=

1

q
.

Then, Wm,p(Rd) ↪→ Lq(Rd).

Proof. It suffices to prove the case that m = 1 because we can readily use the induction
argument. In this case we have to prove that

(8.33) ∥u∥q ≲ ∥u∥W 1,p

for all u ∈W 1,p(Rd). However, C∞
c (Rd) being dense in W 1,p(Rd), we have only to prove (8.33)

for u ∈ C∞
c (Rd). In this case Theorem 8.13 says more :

(8.34) ∥u∥q ≲ ∥Du∥p.
Therefore, the proof is now complete. □

Definition 8.15. In Wm,p(Rd) the quantity m − d

p
is referred to as the differential index of

functions.

Related exercises. To conclude this section let us take up some calculus concerning to the
differentiation.

Exercise 88. Let k ∈ N. Show that, for each problem, there exists a polynomial pk(x) ∈
Q[x1, . . . , xd] whose degree is indicated below so that equality holds.

(1) deg(pk) = k.

(8.35)
dk

dxk
e−x

2

= pk(x)e
−x2

.

(2) deg(pk) = k.

(8.36)
dk

dxk
⟨x⟩ = pk(x)⟨x⟩1−2k.

(3) deg(pk) = mk − k.

(8.37)
dk

dxk
(1 + |x|2)−m = pk(x)(1 + |x|2)−m(k+1).

Here m ∈ N.
(4) deg(pk) = k − 1.

(8.38)
dk

dxk
e−

1
x =

pk(x)

xk+1
e−

1
x .

for x > 0.

Notes and references for Chapter 4.

Section 5. Theorem 5.10 Theorem 5.15 Theorem 5.16 Theorem 5.24 Theorem 5.26 Theorem
5.29

Section 6.
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Section 7. Theorem 6.5

As for Theorem 6.6, Du Bois Reymond pointed out that there does exist a continuous function
such that the Fourier series diverges in a point. After that Fejér and Lebesgue presented different
proofs.

Fejér established the result for the convergence of the Fejér integral at a point having two-
sided limit. Theorem 6.8 is just an application of his result. Kolmogorov considered this type
of approximation by using the function space W r,∞(T) [272].

Theorem 6.9 Theorem 6.10 Theorem 6.11 Theorem 6.12 Theorem 6.13 is due to the work by
Jackson in 1912 and to the work by Bernstein in 1913.

The Shanonn-Someya sampling theorem (Theorem 6.14) is discovered initially by Whittacker
and Ogura. In 1915 Whittacker proposed a formulation of the theorem in terms of entire an-
alytic functions. In 1920 K. Ogura pointed out a mistake of his formulation [377]. K. Ogura
gave a correct proof of the Shanonn-Someya sampling theorem and Shanonn and Someya inde-
pendently discovered the theorem in terms of the band-limited distributions. For more details
we refer to [108].

Theorem 7.4

Theorem 7.6

Theorem 7.7

Theorem 7.8

Theorem 7.9

Theorem 7.11

Theorem 7.12

Theorem 7.13

Theorem 7.15

Theorem 7.17

Theorem 7.19

Theorem 7.20

Theorem 7.21

Theorem 7.22

Theorem 7.31

Theorem 7.33

Theorem 7.38

Theorem 7.39

Theorem 7.40

Theorem 7.41
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Theorem 7.42

Theorem 7.44

Theorem 7.45

Theorem 7.47

Section 8. We refer to [13] for details on Wm,p(Rd).

Theorem 8.5 Theorem 8.6 Theorem 8.10 Theorem 8.11 Theorem 8.13 was obtained by
Gagliard and Nirenberg in 1959.

In Theorem 8.14 when the domain is bounded and

(8.39) m− d

p
> −d

q
,

then the embedding is compact. This result is known as Rellich-Kondrachev results obtained
in 1930 and 1945.
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Part 5. Elementary facts of functional analysis

The aim of this in this section is to review functional analysis. In Chapter 5 we build up
theory on functional analysis. What is totally different from the usual book on functional
analysis is that we have already kept abundant examples in mind. In Section 10 we make a
view of the theory of Banach spaces. We develop theory of Hilbert spaces in Section 11. The
aim of this section is just to make a quick review of Hilbert space theory.

9. Normed spaces

In this section we investigate normed spaces. The definition of normed spaces is given by
the following.

Definition 9.1 (Normed spaces).

(1) A linear space X is said to be a normed space, if it comes with a function ∥ · ∥X : X →
[0,∞), which satisfies the following property. ∥ · ∥X : X → [0,∞) is said to be the
norm on a linear space X.
(a) Let x ∈ X. Then ∥x∥X = 0 implies x = 0.
(b) ∥a · x∥X = |a| · ∥x∥X for all a ∈ K and x ∈ X.
(c) Let x, y ∈ X. Then ∥x+ y∥X ≤ ∥x∥X + ∥ y∥X .

(2) Equip a normed space X with a topology induced by the norm, that is, a subset B is an
open set if for all x ∈ B there exists r = rx > 0 such that {y ∈ X : ∥x−y∥X < r} ⊂ B.

(3) If any Cauchy sequence in X converges, then X is said to be a Banach space.

Sometimes we write ∥ · ∥X for ∥ · ∥ when there is no possibility of confusion.

Exercise 89.

(1) Let (X,B, µ) be a measure space and 1 < p < ∞. Then show that Lp(µ) is a normed
space.

(2) Let (X, d) be a distance space. Then show that BC(X) is a normed space.

9.1. Linear operators on normed spaces.

In analysis, continuity is one of the key notion. When we deal with normed spaces, continuity
often takes place of boundedness. So, the notion of boundedness is very important.

Bounded operators. Since X carries the structure of a normed space, it is of importance to
consider linear mappings. What happens if a mapping is linear and continuous ? To answer
the question, we present a definition.

Definition 9.2 (Bounded mapping). A linear mapping from a normed space X to a normed
space Y is said to be bounded, if there exists a constant κ > 0 such that

(9.1) ∥Ax∥Y ≤ κ∥x∥X .
The infimum of such κ is called the operator norm of A and it is denoted by ∥A∥B(X,Y ). When
X = Y , then abbreviate it to ∥A∥B(X).

The following theorem is elementary in Banach space theory.

Theorem 9.3. Let X and Y be normed spaces. A linear mapping from A : X → Y is
continuous if and only if A is bounded.
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Proof. Assume A is continuous. The set {x ∈ X : Ax ∈ BY (1)} = A−1(BY (1)) an open set
containing 0 ∈ X by virtue of the continuity of A. Therefore, there exists η > 0 such that

(9.2) BX(η) ⊂ A−1(BY (1)).

Thus, from linearity of A together with (9.2), we obtain

(9.3) ∥Ax∥Y ≤
1

η
∥x∥X for all x ∈ X,

which implies A is bounded.

Assume A is bounded. Let κ be a constant in Definition 9.2. Since X is a metric space,
we have only to show {Axj}j∈N is convergent to Ax whenever {xj}j∈N is a sequence converges
to x. Since A is assumed linear and bounded, we obtain

(9.4) ∥Ax−Axj∥Y = ∥A(x− xj)∥Y ≤ κ∥x− xj∥X .

Letting j →∞, we conclude lim
j→∞

Axj = Ax. Therefore A is continuous. □

Example 9.4. Let (X,B, µ) be a σ-finite measure space and 1 ≤ p ≤ ∞. Suppose that f is a
µ-measurable function. Then

(9.5) Mf : g ∈ Lp(µ)→ f · g ∈ Lp(µ)

is a well-defined operator if and only if f ∈ L∞(µ).

Proof. If f ∈ L∞(µ), then it is clear that Mf (g) ∈ Lp(µ) whenever g ∈ Lp(µ). Assume instead
that f /∈ L∞(µ). Then for all M ∈ N, we can choose a measurable set AM ∈ B such that

|f(x)| ≥M on AM and that 0 < µ(AM ) <∞. Set gM (x) := sgn(f(x)) for x ∈ X. Then

(9.6) ∥Mgf∥pp =
∫
X

|gM (x) · f(x)|p dµ(x) =
∫
AM

|f(x)|p dµ(x) ≥Mpµ(AM ).

Thus, Mg cannot be bounded. □

Exercise 90. Let {Aj}j∈N and {Bj}j∈N be a sequence in B(X). Assume lim
j→∞

Aj = A and

lim
j→∞

Bj = B. Namely, assume that

lim
j→∞

∥Aj −A∥B(X) = lim
j→∞

∥Bj −B∥B(X) = 0.

Then show that lim
j→∞

AjBj = AB.

Exercise 91.

(1) As long as the definition makes sense, we define the Laplace transform by

(9.7) Lf(p) :=
∫ ∞

0

e−t pf(t) dt

for measurable functions f on (0,∞). Show that L is not L∞((0,∞))-bounded.
(2) We define the operator

(9.8) Lf(p) := p

∫ ∞

0

e−t pf(t) dt = pLf(p).

Show that L is L∞((0,∞))-bounded.
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Example 9.5 (Schur’s lemma). Suppose that (X,B, µ) and (Y, C, ν) are σ-finite measure spaces
and assume that K : X × Y → C is a measurable function satisfying

(9.9) M0 := sup
x∈X

∫
X

|K(x, y)| dµ(y), M1 := sup
y∈Y

∫
Y

|K(x, y)| dν(x) <∞.

Let 1 ≤ p ≤ ∞. Then

(9.10) TKf(y) :=

∫
X

K(x, y)f(x) dµ(x)

is a bounded Lp(µ)-Lp(ν) operator satisfying

(9.11) ∥TK∥Lp(µ)→Lp(ν) ≤M0
1−θM1

θ.

Indeed, if p = 1,∞, this is clear by assumption. If 1 < p <∞, we use interpolation. The proof
will be obtained in Chapter 16.

Example 9.6 (Schmidt operator). Suppose that (X,B, µ) and (Y, C, ν) are σ-finite measure
spaces and assume that K : X × Y → C is a measurable function satisfying

(9.12) ∥K∥L2(µ⊗ν) =

(∫∫
X×Y

|K(x, y)|2 dµ⊗ ν(x, y)
) 1

2

<∞.

Then

(9.13) TKf(y) :=

∫
X

K(x, y)f(x) dµ(x)

is a bounded L2(µ)-L2(ν) linear operator with norm estimate

(9.14) ∥TK ∥B(L2(µ),L2(ν)) ≤ ∥K∥L2(µ⊗ν).

Indeed, by the Hölder inequality we have∫
Y

|TKf(x)|2 dν(x) ≤
∫
Y

{∫
X

|K(x, y)|2 dµ(x) ·
∫
X

|f(x)|2 dµ(x)
}
dν(y)

= ∥K∥2L2(µ⊗ν) ·
∫
X

|f(x)|2 dµ(x).

This is the desired result.

Compact operators.

Let X,Y be Banach spaces. If the dimension is infinite, then the unit ball is not compact.
Even when the set is bounded, the set is not pre-compact. Therefore, it makes sense to consider
compactness in earnest.

Definition 9.7 (Compact operator). Let A : X → Y be a bounded linear operator. The
operator A is said to be compact, if A maps X1, the unit ball of X to a relatively compact
set. Denote by K(X,Y ) the set of all compact operators from X to Y . Also define K(X) :=
K(X,X).

Proposition 9.8. Let A be a finite rank operator, that is, Range (A) is a finite dimensional
subspace of Y . Then A is compact.

Proof. This is trivial because any bounded subset of a finite dimensional linear space is compact.
□

The next proposition implicitly implies that some element in B(X,Y ) is not approximated
by the norm topology by K(X,Y ).

Theorem 9.9. The space K(X,Y ) is a closed subspace of B(X,Y ) in the norm topology.
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Proof. Suppose that {Aj}∞j=1 is a sequence of compact operators converging to A ∈ B(X). To
prove that A is compact, it suffices to show that A(X1) is relatively compact in Y . Let ε > 0
be given. Then the convergence in norm topology gives us a large integer N with the following

property : For all y ∈ A(X1) we can find x ∈ X1 such that ∥ y − Ax∥Y <
ε

2
. Since AN is

compact, we can find x1, x2, . . . , xM such that

(9.15) AN (X1) ⊂ B
(
x1,

ε

2

)
∪B

(
x2,

ε

2

)
∪ . . . ∪B

(
xM ,

ε

2

)
.

From the property of N it follows that

(9.16) A(X1) ⊂ B (x1, ε) ∪B (x2, ε) ∪ . . . ∪B (xM , ε) .

This is the desired result. □
Exercise 92 (Approximation number). Let T : X → Y be a bounded linear operator. For each
n ∈ N, we define

(9.17) an(T ) := inf{∥T − S∥ : S ∈ B(X,Y ), dim(Im(S)) < n}.

(1) Show that {an(T )}n∈N is decreasing.
(2) Show that T is compact if and only if lim

n→∞
an(T ) = 0.

Here we content ourselves with seeing some examples of compact operators instead of going
into more details.

Example 9.10. The integral operator TK , presented in Example 9.6, is a compact operator
in L2(µ⊗ ν). Indeed, we can approximate K in L2(µ⊗ ν)-norm by the function of the form

(9.18) K̃ :=
k∑
j=1

aj χEj×Fj , k <∞.

Since TK̃ is a finite rank operator, it is compact by Proposition 9.8. Therefore, by virtue of
Theorem 9.9 TK is compact because it is a norm limit of such compact operators.

Exercise 93. Let X,Y, Z,W be Banach spaces. Show that ABC ∈ K(X,W ), whenever A ∈
B(X,Y ), B ∈ K(Y, Z) and C ∈ B(Z,W ).

Exercise 94. Let a = {aj}j∈N ∈ ℓ∞(N). Then for 1 ≤ p <∞, the mapping

(9.19) x = {xj}j∈N ∈ ℓp(N) 7→ {aj · xj}j∈N ∈ ℓp(N)

is compact if and only if lim
j→∞

aj = 0.

Closed operators. In this paragraph we deal with the linear mapping which is not necessarily
defined on X, that is, which is defined on a linear subspace of X.

In dealing with the partial differential equations it is indispensable that we use unbounded
operators. Among such nasty operators, we can say that of importance is the class called closed.
As an example, we shall see the pointwise multiplication operators and the differentiation
operators are closed.

Definition 9.11 (Closed operator). A mapping A is said to be a closed operator from X to
Y with domain D(A), if it satisfies the following conditions :

(1) D(A) is a linear subspace.
(2) A is a linear operator from D(A) to Y . D(A) is said to be the domain of A.
(3) The graph of A, defined by {(x,Dx) ∈ X × Y : x ∈ D(A)}, is closed.

If B is a linear operator that is an extension of A, then denote A ⊂ B.
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We remark that A : X → Y is a linear operator does not always mean D(A) = X.

Example 9.12. Let (X,B, µ) be a measure space and F a µ-measurable function. Let 1 ≤
p ≤ ∞. Define

D(MF ) := {f ∈ Lp(µ) : F · f ∈ Lp(µ)}, MF : D(MF )→ Lp(µ), MF (f) = F · f.

Then MF is a closed operator on Lp(µ).

Proof. To prove this, let us take a sequence f1, f2, . . . ∈ D(MF ) and assume that lim
j→∞

fj = f

and lim
j→∞

MF fj = g hold in Lp(µ). A passage to a subsequence allows us to assume that

lim
j→∞

fj(x) = f(x) and lim
j→∞

MF fj(x) = g(x) hold for µ-almost all x ∈ X. Since lim
j→∞

MF fj = g

takes place in Lp(µ), we have

(9.20) sup
j∈N
∥F · fj∥Lp(µ) = sup

j∈N
∥MF gj∥Lp(µ) <∞.

Thus, Fatou’s lemma gives

(9.21) ∥F · f∥Lp(µ) ≤ sup
j∈N
∥F · fj∥Lp(µ) <∞

together with the fact lim
j→∞

fj(x) = f(x) for µ-almost all x ∈ X. Thus, f ∈ D(MF ).

Another application of Fatou’s lemma gives

(9.22) sup
j≥J
∥F · f −F · fj∥Lp(µ) ≤ sup

j≥J
lim inf
k→∞

∥F · fk−F · fj∥Lp(µ) ≤ sup
j,k≥J

∥F · fk−F · fj∥Lp(µ).

Since the right-hand side of the above inequality tends to 0 as J →∞, we conclude F ·fj → F ·f
in Lp(µ) as j →∞. Since F · fj → g in Lp(µ) as j →∞, we conclude g = F · f =MF f . □

Exercise 95. Let X,Y, Z,W be Banach spaces. Suppose that we are given a closed operator
A : X → Y and isomorphisms B : W → X and C : Y → Z. Then CAB : W → Z is a closed
operator.

The following lemma characterizes closedness.

Lemma 9.13. Let A : X → Y be a linear operator whose domain is D(A), that is, A is a
linear mapping from a linear subspace D(A) to Y . Endow D(A) with a graph norm defined by

(9.23) ∥x∥D(A) := ∥x∥X + ∥Ax∥Y .
Then show that A is closed if and only if (D(A), ∥ · : D(A)∥) is a Banach space.

Proof. Assume that A is closed. Suppose we are given a Cauchy sequence {xj}j∈N in D(A).
Then we deduce {xj}j∈N is a Cauchy sequence in X and that {Axj}j∈N is convergent from the
definition of the graph norm of A. Therefore, letting x be a limit point of {xj}j∈N, we see that
x ∈ D(A) and lim

j→∞
Axj = Ax. This implies {xj}j∈N converges to x in the graph norm. As a

result (D(A), ∥ · : D(A)∥) is a Banach space.

Assume instead that (D(A), ∥ · ∥D(A)) is a Banach space. Suppose that {xj}j∈N is a se-

quence in D(A) such that it is convergent to x and that {Axj}j∈N is convergent. Then {xj}j∈N
is a Cauchy sequence of (D(A), ∥ · : D(A)∥). Therefore y := lim

j→∞
xj exists in D(A), which

implies that Ay = lim
j→∞

Axj . Of course the convergence in D(A) is stronger than X, so that

y = x. From the observation above we conclude x ∈ D(A) and Ax = lim
j→∞

Axj . Thus, A is

closed. □
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To conclude this section we introduce the notion of closable operators.

Definition 9.14. Let A : X → Y and B : X → Y be unbounded linear operators.

(1) B is said to be an extension of A, if D(A) ⊂ D(B) and Ax = Bx for all x ∈ D(A).
(2) A is closable, if A admits an extension to a closed operator.

9.2. Resolvent.

Let X be a Banach space.

Definition 9.15 (Resolvent). Let A be a closed operator on X. Then ρ(A) is the set of
all complex numbers λ such that there exists a unique bounded linear operator B satisfying
(A− λ)B = idX and B(A− λ) = idD(A). Below write this B as R(λ) = R(λ;A) = (A− λ)−1.
The spectrum set ρ(A) of A is the complement of ρ(A).

Lemma 9.16. The resolvent set σ(A) is not empty.

Proof. The function R is a bounded holomorphic non-constant function. Therefore, by virtue
of Lieuville’s theorem its domain ρ(A) cannot coincide with C. □
Proposition 9.17 (Resolvent equation). Let A be a closed operator. Then we have

(9.24) R(λ)−R(µ) = (λ− µ)R(λ)R(µ)
for all λ, µ ∈ ρ(A).

Proof. If X = C, then it could not be easier : Identify a with the multiplication operator and
we obtain

(9.25)
1

a− λ
− 1

a− µ
= (λ− µ) 1

a− λ
· 1

a− µ
.

The crux of the proof is to examine carefully the above calculation above. We use R(µ)(A−µ) =
idD(A) and (A− λ)R(λ) = idX to obtain

(9.26) R(λ)−R(µ) = R(µ)(A− µ)R(λ)−R(µ)(A− λ)R(λ) = (λ− µ)R(λ)R(µ).
This is the desired result. □

Keep to the same setting as Example 9.12. Let us calculate σ(MF ). To formulate it, we
need a definition.

Definition 9.18. Define

(9.27) Essrange(F ) := {λ ∈ C : µ(F−1(B(λ, r))) > 0 for all r > 0}.

Proposition 9.19. If µ is a measurable function, then σ(MF ) = Essrange(F ).

Proof. Suppose that λ /∈ Essrange(F ). Then

(9.28) G :=
1

a− F
∈ L∞(µ).

Therefore MF − λ has inverse. Suppose instead that λ ∈ ρ(MF ). Then there exists a linear
operator R such that

(9.29) (MF − λ)Rg = g.

for g ∈ Lp(µ). From (MF −λ)Rg = g for all g ∈ Lp(µ), we conclude µ{F = λ} = 0. Therefore,
by disregarding such a null set, we obtain

(9.30) Rg =
1

F − λ
· g.
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In order that this multiplication operator is bounded, the multiplier must belong to L∞(µ).
This implies λ /∈ Essrange(F ). □

9.3. Quotient topology and quotient vector spaces.

General theory on quotient topology. To begin with let us investigate some elementary facts
on general topology.

Definition 9.20. An equivalence relation of a set X is a subset R of X × X satisfying the
following. Below, for x, y ∈ X, x ∼ y means that (x, y) ∈ R.

(1) x ∼ x for all x ∈ X (Reflexivity).
(2) Let x, y ∈ X. Then x ∼ y implies y ∼ x (Symmetry).
(3) Let x, y, z ∈ X. Then x ∼ y and y ∼ z implies x ∼ z (Transivity).

In this case ∼ is an equivalence relation of X. Given an equivalence relation of X, we write

(9.31) [x] := {y ∈ X : x ∼ y} ∈ 2X

for x ∈ X and

(9.32) X/ ∼:= {[x] : x ∈ X} ⊂ 2X .

Definition 9.21. Let ∼ be an equivalence relation of a topological space X. Then the quotient
topology of X with respect to ∼ is the weakest topology such that

(9.33) p : X → X/ ∼, x 7→ [x]

is continuous. The mapping p is said to be the (canonical/natural) projection.

According to the definition, we see that U ⊂ X/ ∼ is open, if and only if p−1(U) is open.

As for this topology the following is elementary.

Theorem 9.22. Let X and Y be topological spaces and ∼ an equivalence relation of X. A
mapping f : X/ ∼→ Y is continuous, if and only if f ◦ p : X → Y is continuous.

Proof. Suppose f is continuous. Then f ◦ p is continuous since f and p are both continuous.

Conversely suppose that f◦p is continuous. Let U be an open set in Y . Then we have to show
f−1(U) in order to prove that f is continuous. Set V = p−1(f−1(U)). Since p−1(f−1(U)) =
(f ◦ p)−1(U) and f ◦ p is continuous, p−1(f−1(U)) is open. Therefore, from the remark just
above, we see that f−1(U) is open. □

Below we present an application of this theorem in order to be familiarized with the quotient
topology.

Example 9.23. We define an equivalence relation ∼ of C2 \ {0} by

(9.34) (a, b) ∼ (c, d)⇐⇒ a = k c, b = k d for some k ∈ C \ {0}.

Now it might be helpful to denote by [a : b] the equivalence class to which (a, b) ∈ C2 \ {0}
belongs, which immediately reminds us that this equivalence class is defined by ratio of two
complex numbers. Set CP 1 := (C2 \ {0})/ ∼ Define f : CP 1 → CP 1 by

(9.35) [a, b] 7→ [a2 : b2].

Note that this mapping is well-defined despite the ambiguity of the multiplicative constants.
We are to show that f is continuous.
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Proof. To prove this, we have only to show

(9.36) f ◦ p : C2 \ {0} → CP 1

is continuous. If we set

(9.37) F (a, b) = (a2, b2), (a, b) ∈ C2 \ {0},
then f ◦ p = p ◦ F . Since p and F are continuous, so is f ◦ p. Therefore f is continuous. □

Example 9.24. We equip X ×X with equivalence relation as follows :

(9.38) (x1, x2) ∼ (y1, y2)⇐⇒ x1 ∼ y1, x2 ∼ y2.
Then we have

(9.39) X ×X/ ∼ ≃ X/ ∼ ×X/ ∼ .

Exercise 96. Prove (9.39).

Exercise 97. We define an equivalence relation ∼ of Cd+1 \ {0} by
(9.40)
(a0, a1, . . . , ad) ∼ (b0, b1, . . . , bd)⇐⇒ a0 = k b0, a1 = k b1, . . . , ad = k bd for some k ∈ C \ {0}.
We write [a0, a1, . . . , ad] to denote the equivalence class (a0, a1, . . . , ad) belongs to as before.
Set CP d := (Cd+1 \ {0})/ ∼. Let m ∈ N. Then f : CP d → CP d, given by

(9.41) [a0, a1, . . . , ad] 7→ [a0
m, a1

m, . . . , ad
m],

is a continuous mapping.

The lift operator is an operator that will facilitate our discussion throughout : It will always
reduce the argument to the one when s = 0. Having proved the multiplier theorem, we can
prove boundedness of the lift operators.

Quotient normed space. Let X be a normed space and Y be a closed subspace. Set

(9.42) X/Y := {x+ Y : x ∈ X}.

We make X/Y into a normed space as follows :

Definition 9.25. The quotient space X/Y is a linear space whose operations are defined by

(9.43) (a, x+ Y ) ∈ K×X/Y 7→ a · (x+ Y ) := a · x+ Y ∈ X/Y
and

(9.44) (x+ Y, y + Y ) ∈ X/Y ×X/Y 7→ (x+ Y ) + (y + Y ) := (x+ y) + Y ∈ X/Y.
Equip the linear space X/Y with the norm

(9.45) ∥x+ Y ∥X/Y = inf{∥x′∥X : x− x′ ∈ Y }.

Proposition 9.26. The linear space X/Y defined above is a normed space whose topology
agrees with the quotient topology.

Proof. Here, we have to prove the following.

(1) The scalar multiplication does not depend on the particular choice of the representative.
(2) The definitions of the addition and the norm do not depend on the particular choice of

the representative.
(3) The set X/Y is a linear space.
(4) The mapping x+ Y 7→ ∥x+ Y ∥X/Y is a norm.
(5) The two topologies of X/Y coincide.
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The proofs being all routine, we content ourselves with proving that the addition is well-defined.
To do this, let x1, x2, x

′
1, x

′
2 ∈ X and assume that x+ Y = x′1 + Y and x2 + Y = x′2 + Y . Then

the matter is to show that (x1 + x2) + Y = (x′1 + x′2) + Y . This is equivalent to showing
x1+x2−x′1−x′2 ∈ Y under the assumption that x1−x′1, x2−x′2 ∈ Y , This is the case because
Y is a linear space. Therefore, the proof of our claim is complete. □

Proof. Complete the proof of Proposition 9.26 to fill the details of the assertions to check which
is listed above. □

9.4. Banach Alaoglu theorem.

The Banach Alaoglu theorem was taken up many times before. Let us formulate and prove
it. The proof is obtained by the axiom choice. Namely our proof here largely depends on the
Tychnov theorem, asserting that the product space of compact topological spaces is compact.

Theorem 9.27 (Banach Alaoglu-(1)). Let X be a normed space. Assume {xj∗}j∈N belongs to
the closed unit ball B in X∗. Then there exists a subsequence {xjk∗}k∈N convergent with respect
to weak-∗ topology. That is,

(9.46) lim
k→∞

xjk
∗(x) = x∗(x)

for all x ∈ X.

Proof. We define a compact space E by

(9.47) E :=
∏
x∈X

{z ∈ C : |z| ≤ ∥x∥X}.

Recall that the product topology, the topology of E , is the weakest topology such that the
projection {zx}x∈B 7→ zy is continuous for all y ∈ B.

Since xj
∗ belongs to the unit ball B ⊂ X∗, {xj∗(x)}x∈B ∈ E for all j ∈ N. Therefore we can

choose a subsequence {xjk∗}k∈N so that lim
k→∞

xjk
∗(x) exists for all x ∈ B. By homogeneity the

limit lim
k→∞

xjk
∗(x) exists for all x ∈ X. Therefore setting

(9.48) x∗(x) := lim
k→∞

xjk
∗(x),

then it follows that xjk
∗ → x∗ in the weak topology of X∗. □

9.5. Hahn-Banach theorem.

Apart from the topological structure of normed space, we are now going to prove a theorem
which has a strong flavor of algebra. The result does not invole any topological structure and
hence it appears very frequently.

Theorem 9.28 (Hahn-Banach theorem : real version). Let V be an R-vector space and p : V →
R a function satisfying

(9.49) p(u+ v) ≤ p(u) + p(v), p(αu) = αp(u)

for all α ≥ 0 and u, v ∈ V . Assume that l0 : W0 → R, defined on a subspace W0, is a linear
mapping satisfying

(9.50) l0(u) ≤ p(u)
for all u ∈W0. Then there exists a linear mapping L : V → R such that L|W0 = l0 and

(9.51) L(u) ≤ p(u)
for all u ∈ V .
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Proof. We define

(9.52) Z := {(l.W ) : W is a subspace of V, W0 ⊂W, l|W =W0, l0 satisfies (9.51)}.
Define a partial order of Z by

(9.53) (l1,W1)≪ (l2,W2)⇐⇒W1 ⊂W2 and l1 = l2|W1.

Assume that W is a proper subset. Choose v ∈ V \W and define

(9.54) W ′ := {av + w : a ∈ R, w ∈W}.
Choose α so that

(9.55) sup
u∈V

(l(u)− p(u− v)) ≤ α ≤ sup
u∈V

(p(u+ v)− l(u)) .

Then since any element w′ in W ′ can be written uniquely as w′ = av+w with some a ∈ R and
w ∈W , the definition

(9.56) l′(w′) = aα+ l(w)

makes sense.

If a > 0, then we obtain

(9.57) l(w′) = aα+ l(w) ≤ a
(
p
(w
a
+ v
)
− l
(w
a

))
+ l(w) = p(w + av) = p(w′).

If a < 0, then we have

(9.58) l(w′) = aα+ l(w) ≤ a
(
−p
(
−w
a
− v
)
+ l
(
−w
a

))
+ l(w) = p(w + av) = p(w′).

Therefore, (l′,W ′) is strictly larger than (l,W ).

Meanwhile Z is an inductive partially ordered set. By Zorn’s lemma Z has a maximal element
(L,W ). From the above observation and maximality of (L,W ), we conclude W = V . □
Theorem 9.29 (Hahn-Banach theorem : complex version). Let V be an C-vector space and
p : V → C a function satisfying

(9.59) p(u+ v) ≤ p(u) + p(v), p(αu) = |α| p(u)
for all α ∈ C and u, v ∈ V . Assume that l0 : W0 → R, defined on a subspace W0, is a linear
mapping satisfying

(9.60) l0(u) ≤ p(u)
for all u ∈W0. Then there exists a linear mapping L : V → R such that L|W0 = l0 and

(9.61) |L(u)| ≤ p(u)
for all u ∈ V .

Proof. We set g(u) := Re l0(u) and h(u) := Im l0(u) for u ∈ V . Since l(iu) = il(u), we obtain
g(iu) = Re il(u) = −Im l0(u) = −h(u). Therefore,
(9.62) l0(u) = g(u)− ig(iu)
for all u ∈ W0. Since g is R-linear, we can extend g to a R continuous linear functional G so
that G(u) ≤ p(u). Since p(−u) = p(u) for all u ∈ V , we have |G(u)| ≤ p(u). Define

(9.63) L(u) := G(u)− iG(iu) u ∈ V.
Then since G is an extension of g, we see that L is an extension of l0. Furthermore, since G
is R-linear, so is G. From the definition it follows that L(iu) = iL(u). It remains to prove
(9.61). To do this, choose a real number θ so that eiθL(u) ≥ 0. Now that C-linearlity is already
established, we obtain

(9.64) |L(u)| = eiθL(u) = ReL(eiθu) = G(eiθu) ≤ p(eiθu) = p(u).
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This is the desired result. □

Extension of linear mapping.

Theorem 9.30. Let Y be a closed subspace of a normed space X. Then a bounded functional
f : Y → X can be extended to a bounded functional F defined on X so that ∥F ∥X∗ = ∥ f ∥Y ∗ .

Proof. It suffices to use 9.29 for

(9.65) l0 = f, p = ∥ f ∥X∗ · ∥ · ∥X .

□

Norm attainer. Let X be a Banach space. Recall that we have defined

(9.66) ∥x∗∥X∗ = sup
x∈X1

|x∗(x)|,

where X1 denotes the unit ball of X. Therefore, we have, denoting by X∗
1 the unit ball of X∗,

(9.67) ∥x∥X ≥ sup
x∗∈X

|x∗(x)|.

The following theorem asserts the supremum above can be attained by some x∗ ∈ X∗
1 as well

as that the equality of the above formula holds.

Theorem 9.31 (Existence of the norm attainer). Let X be a normed space and x ∈ X. Then
x has a norm attainer. Namely, there exists x∗ ∈ X∗ with unit norm such that

(9.68) x∗(x) = ∥x∥X .

Proof. We set

(9.69) W0 := {k · x : k ∈ K}, l(k · x) := k ∥x∥X for k ∈ K, p(y) := ∥ y∥X for y ∈ X.

Then this triple satisfies the assumption of the Hahn-Banach theorem, whether K = R or
K = C. Therefore, l extends to a linear functional L on X satisfying

(9.70) |L(y)| ≤ ∥ y∥X .

We remark that if K = R, we are still able to conclude that |L(y)| ≤ p(y), because p(−y) = p(y).
Set x∗ := l. From (9.70), we see that x∗ ≤ 1. Since the equality is attained by x, we see that
(9.68) holds. □

Complemental space. If X is a finite dimensional linear space, then for any subspace Y there
exists a subspace Z such that X = Y ⊕Z. This is because, for example, the basis always exists.
However, this is not the case when X is a normed space of infinite dimension.

Definition 9.32. LetX be a normed space and Y be a closed subspace. Then a closed subspace
Z is said to be a complemental of Y , if X = Y ⊕ Z as a direct sum.

Lemma 9.33. If Y is a finite normed space, then any two norms are mutually equivalent.

Proof. Let {y1, y2, . . . , yk} be a basis of Y . We set

(9.71) S :=


k∑
j=1

αjyj :
k∑
j=1

|αj |2 = 1

 .
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Then since S is compact, the function y ∈ S 7→ ∥ y∥Y has both maximum and minimum which
are never 0. By homogeneity, we have

(9.72)

 k∑
j=1

|αj |2
1/2

∼

∥∥∥∥∥∥
k∑
j=1

αjyj

∥∥∥∥∥∥
Y

for all α1, α2, . . . , αk ∈ K. If we set

(9.73)

∥∥∥∥∥∥
k∑
j=1

αjyj

∥∥∥∥∥∥
Y0

:=

 k∑
j=1

|αj |2
1/2

,

then this is a norm of Y equivalent to the original norm of Y . □

Corollary 9.34. Any finite dimensional space of X is closed.

Proof. Prove Corollary 9.34. □

Theorem 9.35. If Y is a finite dimensional space of a normed space X, then Y has a com-
plemental space.

Proof. Let {y1, y2, . . . , yk} be a basis of Y . Then define a continuous functional y∗j : Y → K so
that y∗j (yk) = δjk.

By Lemma 9.33, if we keep to the same notation above, then we see there exists a constant
c > 0 such that

(9.74) ∥ y∗(y)∥∗ ≲ ∥ y∥Y0 ≲ ∥ y∥X
for all y ∈ Y . As a consequence y∗ is continuous. If we set

(9.75) Z =
k∩
j=1

Ker (y∗j ) =
{
x ∈ X : y∗j (x) = 0 for all j = 1, 2, . . . , k

}
,

then a simple algebraic argument shows that Z is a complemental space of Y . □

Exercise 98 (Herry’s theorem). The aim of this exercise is to consider extension of linear func-
tionals. Let X be a normed space and f1, f2, . . . , fd ∈ X∗. Suppose that f ∈ X∗ satisfies

(9.76)
d∩
j=1

Kerfj ⊂ Kerf,

where we define

(9.77) Kerg = g−1(0)

for g ∈ X∗.

(1) Let us set

(9.78) Y = {(f1(x), f2(x), . . . , fd(x)) : x ∈ X} ⊂ Rd.

Then show that the mapping

(9.79) T : (f1(x), f2(x), . . . , fd(x)) ∈ Y 7→ f(x) ∈ R

is well-defined.
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(2) Let S be an arbitrary extension of T . Use this S to establish that f can be written as

(9.80) f =
d∑
j=1

aj fj

for some constants a1, a2, . . . , ad.

10. Banach spaces and quasi-Banach spaces

Classically, to solve the Dirichlet problem, for example, it is enough to consider Banach
spaces or Hilbert spaces. However, a recent trend is that we go beyond the word of Banach
spaces. One of the reasons may be non-linearlity of functions. Suppose that f, g, h ∈ L2(Rd).
Then f · g · h ∈ L2/3(Rd) and L2/3(Rd) is not a Banach space. As this example shows, we are
faced to the necessity of considering quasi-Banach spaces.

10.1. Elementary properties.

Recall that a normed space X is said to be a Banach space, if it is complete in the following
sense : If {xj}j∈N is a sequence in X satisfying

(10.1) lim
K→∞

(
sup
j,k∈N

∥xj − xk∥X

)
= 0,

then {xj}j∈N converges to x.

In Chapter 3 we have struggled to prove that Lp(µ) with 1 ≤ p ≤ ∞ is a Banach space. For
example ℓ∞(N) is a Banach space. However, without learning the Lebesgue integral, we could
not go beyond such a trivial example.

Banach Steinhaus principle. The Banach Steinhaus principle is a tool to reduce the matter
to a dense subspace. Although the proof is simple, we frequently use this theorem for later
consideration.

Theorem 10.1 (Banach Steinhaus principle). Suppose that we are given a family of operator
{Tt}t>0 from a Banach space X to another Banach space Y . Assume that A := sup

t>0
∥Tt∥X→Y <

∞ and that there exists a dense set D ⊂ X so that lim
t↓0

Ttx exists. Then the limit lim
t↓0

Ttx exists

for all x ∈ X.

Proof. It suffices to prove

(10.2) lim
s,t↓0
∥Ttx− Tsx∥Y → 0

in view of the compactness of Y . Note that

∥Ttx− Tsx∥Y ≤ ∥Ttx− Ttx′∥Y + ∥Ttx′ − Tsx′∥Y + ∥Tsx′ − Tsx∥Y
≤ 2A ∥x− x′∥X + ∥Tty − Tsx′∥Y

for all x′ ∈ D. Thus, letting s, t ↓ 0, we obtain

(10.3) lim sup
s,t↓0

∥Ttx− Tsx∥Y ≤ 2A ∥x− x′∥X .

Since x′ ∈ D is arbitrary, and D is dense in X, we have

(10.4) lim sup
s,t↓0

∥Ttx− Tsx∥Y = 0.

This is the desired result. □
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Criterion of completeness. The following theorem is a nice criterion of the completeness. In
this book we encounter many Banach spaces. If we prove the completeness directly from the
definition, that is, if we intend to start with a Cauchy sequence and try to find the limit, then
we always have to go through the tedious argument. This theorem will save us such a tedious
discussion.

Theorem 10.2. Let X be a normed space. Then X is complete if and only if
∞∑
j=1

xj is con-

vergent whenever {xj}j∈N is a sequence in X satisfying

(10.5)

∞∑
j=1

∥xj∥X <∞.

Proof. Recall the proof of the fact that any absolutely convergent series in R converges. If X
is a Banach space, then the same argument as that for R works. The proof is omitted.

To prove the converse we assume that {xj}j∈N is a Cauchy sequence. For all N ∈ N, we can
choose LN so that

(10.6) ∥xj − xk∥X ≤ 2−N

for all j, k ∈ N with j, k ≥ LN . By replacing LN with L1 +L2 + . . .+LN , we can assume that
L1 < L2 < . . . < LN < . . ..

Consider a series

(10.7) xL1 +
∞∑
N=1

(xLN+1
− xLN ).

By assumption we have posed, the series converges to some x ∈ X. This is equivalent to saying
that lim

N→∞
xLN = x.

From (10.6) we deduce

(10.8) ∥xj − xLM ∥X ≤ 2−N

for all M ≥ N and j ≥ LN . Letting M →∞, we obtain

(10.9) ∥xj − x∥X ≤ 2−N

for all j ≥ LN . This implies lim
j→∞

xj converges to x. Thus, we have established that any Cauchy

sequence converges. □

Exercise 99. If {xj}∞j=1 is a sequence in a Banach space X such that
∑∞
j=1 ∥xj∥X < ∞, then

show that
∑∞
j=1 xj converges.

Dual spaces. As a special case of the linear mapping let us consider the case that the range is
the underlying field K.

Definition 10.3. Let X be a normed space. Then the dual space X∗ is a set defined as

(10.10) X∗ := {x∗ : X → K : x∗ is linear and continuous }.

That is, define X∗ := B(X,K).

Exercise 100. Let X be a normed space. Then show that X∗ is a Banach space.
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Reflexivity. Now we consider the dual of the dual. Reflexivity means that the dual of the dual
coincide the original Banach space. This is the case when the dimension is finite. However, if
the dimension is infinite, it can happen that the dual of the dual becomes strictly larger than
the original Banach space.

Definition 10.4. Define a natural mapping Q : X → X∗∗ by Qx(x∗) = x∗(x). The space X
is said to be reflexive, if Q is an isomorphism from X to X∗∗.

Remark 10.5. It is important that Q is an isomorphism in the definition of reflexivity. James
constructed a nonreflexive Banach space which is isomorphic to its bidual.

Exercise 101.

(1) Let Z ⊂ ℓ∞(N) be a subspace given by

(10.11) Z :=

{
a ∈ ℓ∞(N) : lim

j→∞

a1 + a2 + . . .+ aj
j

exists

}
.

Let us define

(10.12) ℓ(a) := lim
j→∞

a1 + a2 + . . .+ aj
j

for a ∈ Z and

(10.13) q(a) := lim sup
j→∞

a1 + a2 + . . .+ aj
j

, r(a) := lim inf
j→∞

a1 + a2 + . . .+ aj
j

for a ∈ ℓ∞. Show that Z is closed. Hint : Begin with proving that q and r are
continuous. Use the Hahn-Banach theorem to construct a linear mapping to which ℓ
extends and which is dominate by q.

(2) Prove that ℓ1(N) and ℓ∞(N) are not reflexive.
(3) Prove that a Banach space X is reflexive precisely when X∗ is reflexive.

Exercise 102. Suppose that (X,B, µ) is a σ-finite measure space. Use Theorem 4.39 to prove
that Lp(µ) is reflexive for all 1 < p <∞.

Weak-∗ topology. We now return to the setting that we are given a Banach space X. The space
X carries a topology induced by the norm. However, X is never locally compact with respect
to this topology, unless it is finite dimensional. Indeed, we have shown that the unit ball of
X is compact if and only if the dimension of X is finite. In this paragraph we consider the
topology of X∗. Of course the unit ball of X∗ is never compact as we have seen. However,
there are several topologies of use. In this paragraph we investigate the weak-∗ topology, under
which the unit ball of X∗ turns out compact.

Definition 10.6. The weak-∗ topology of X∗ is the topology generated by the following family.

(10.14) Ux,x∗,ε := {y∗ ∈ X∗ : |x∗(x)− y∗(x)| < ε},
where x, x∗ and ε run through X, X∗ and (0,∞) respectively.

Exercise 103. Show that {xj∗}j∈N is a sequence in X∗. Then it is convergent to x∗ ∈ X∗ in
weak-∗ topology, if and only if lim

j→∞
xj

∗(x) = x∗(x) for all x ∈ X.

Quasi-Banach spaces. We go into details of quasi-Banach spaces in order that we deal with
Lp(µ) for 0 < p < 1. Here we place ourselves in the setting of a measure space (X,B, µ).

Definition 10.7.

(1) A linear space X is said to be a quasi-normed space, if it comes with a function ∥ · ∥X :
X → [0,∞) with the following property. ∥ · ∥X : X → [0,∞) is said to be quasi-norm
of X.
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(a) Let x ∈ X. Then ∥x∥X = 0 implies x = 0.
(b) ∥a · x∥X = |a| · ∥x∥X for all a ∈ K and x ∈ X.
(c) There exists a constant c ≥ 1 such that ∥x+ y∥X ≲ ∥x∥X + ∥ y∥X .

(2) Equip X with the weakest topology such that the quasi-norm is continuous.
(3) If X is complete in the following sense, then X is said to be a quasi-Banach space : If
{xj}j∈N is a sequence in X satisfying

(10.15) lim
K→∞

(
sup
j,k≥K

∥xj − xk∥X

)
= 0,

then {xj}j∈N is convergent.

Banach spaces are quasi-Banach spaces by definition. A typical example of the quasi-Banach
space is, as we have seen, Lp(µ) with 0 < p < 1. The boundedness that we defined for Banach
spaces can be extended readily.

Exercise 104. As for Lp(µ) with 0 < p ≤ 1, show that we can take c = 2
1
p−1 in (10.15).

Definition 10.8. Let X and Y be quasi-Banach spaces. A linear mapping from A : X → Y is
said to be bounded, if

(10.16) ∥Ax∥Y ≲ ∥x∥X
for all x ∈ X.

The same can be said for quasi-Banach spaces about the boundedness of linear operators.

Theorem 10.9. Let X and Y be quasi-Banach spaces. A linear mapping from A : X → Y is
continuous if and only if A is bounded.

Proof. We have only to re-examine the proof of Theorem 9.3. □

Now we shall show that any quasi-Banach space can be equipped with a distance compatible
to the original topology.

Theorem 10.10 (Aoki, Rolewicz). Let X be a quasi-normed spaces. Let β be a constant
satisfying

(10.17) ∥x+ y∥X ≤ β(∥x∥X + ∥ y∥X)

for all x, y ∈ X. Let ρ =
log 2

log 2β
, that is, define ρ ∈ (0, 1] by (2β)ρ := 2. Then there exists a

metric function d so that

(10.18) ∥x∥ρX ≤ d(x) ≤ 2∥x∥ρX .

Proof. We define

(10.19) d(x) :=
1

2
inf

∑
j∈J

∥xj∥ρX : {xj}j∈J ⊂ X is finite and x =
∑
j∈J

xj

 .

Then it is easy to see that d is metric and 2∥x∥ρX ≥ d(x). Before we prove the reverse inequality

(10.20) ∥x∥ρX ≤ d(x),

we claim the following:
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Claim 10.11. We have

(10.21)

∥∥∥∥∥∥
J∑
j=1

xj

∥∥∥∥∥∥
ρ

X

≤ max
1≤j≤J

2νj∥xj∥ρX

for any finite sequence x1, x2, . . . , xJ ∈ X and any multiindex ν = (ν1, ν2, . . . , νJ) ∈ N0
J

satisfying

(10.22)
J∑
j=1

2−νj ≤ 1.

We prove this claim by induction on the length of ν. Suppose that |ν| = 1. Then the claim
is true, since ν1 ≥ 0.

Suppose that the claim is true for J0 − 1 with J0 ≥ 2. Suppose that we are given a finite
sequence x1, x2, . . . , xJ ∈ X and a multiindex ν = (ν1, ν2, . . . , νJ ) ∈ N0

J satisfying

(10.23)

J∑
j=1

2−νj ≤ 1.

By rearranging it in numerical order, it can be assumed that

(10.24) ν1 ≤ ν2 ≤ . . . ≤ νJ .

Then the key observation we have to make is that we can partition {1, 2, . . . , J} into a disjoint
union of J1 and J2 so that

(10.25)
∑
j∈J1

2−νj+1 ≤ 1,
∑
j∈J2

2−νj+1 ≤ 1.

Indeed, since the matter is dyadical, we have only to set J1 = {1, 2, . . . , j1}, where j1 is the

largest number

j1∑
j=1

2−νj ≤ 1

2
.

Then by induction assumption, we have

(10.26)

∥∥∥∥∥∥
∑
j∈J1

xj

∥∥∥∥∥∥
ρ

X

≤ max
j∈J1

2νj−1∥xj∥ρX ,

∥∥∥∥∥∥
∑
j∈J2

xj

∥∥∥∥∥∥
ρ

X

≤ max
j∈J2

2νj−1∥xj∥ρX .

Consequently we have∥∥∥∥∥∥
J0∑
j=1

xj

∥∥∥∥∥∥
ρ

X

≤ βρ
∥∥∥∥∥∥
∑
j∈J1

xj

∥∥∥∥∥∥
X

+

∥∥∥∥∥∥
∑
j∈J2

xj

∥∥∥∥∥∥
X

ρ

≤ (2β)ρmax

∥∥∥∥∥∥
∑
j∈J1

xj

∥∥∥∥∥∥
ρ

X

,

∥∥∥∥∥∥
∑
j∈J2

xj

∥∥∥∥∥∥
ρ

X


= 2max

∥∥∥∥∥∥
∑
j∈J1

xj

∥∥∥∥∥∥
ρ

X

,

∥∥∥∥∥∥
∑
j∈J2

xj

∥∥∥∥∥∥
ρ

X


≤ max
j=1,2,...,J0

2νj∥xj∥ρX .

Thus, the claim is established.
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Suppose again that we are given a finite number of collections x1, x2, . . . , xk ∈ X. Then we
set

(10.27) M :=
k∑
j=1

∥xj∥ρX .

Then we define νj ∈ N0 uniquely by

(10.28) 2−νj <
∥xj∥ρX
M

≤ 2−νj+1

Then since

k∑
j=1

2−νj ≤ 1, we are in the position of applying the claim :

(10.29)

∥∥∥∥∥∥
k∑
j=1

xj

∥∥∥∥∥∥
ρ

X

≤ max
1≤j≤k

2νj∥xj∥ρX ≤ 2M = 2

k∑
j=1

∥xj∥ρX .

Here for the second inequality we used (10.28). In view of (10.29), we can prove ∥x∥ρX ≤ d(x)
easily. □
Exercise 105. When X = Lp(µ), where (X,µ) is a σ-finite space, what can we say about the
constant ρ in Theorem 10.10 ?

A similar assertion to Theorem 10.2 still holds for quasi-Banach spaces.

Theorem 10.12. Let X be a quasi-normed space. Suppose that ρ > 0 and a metric function
d satisfies

(10.30) ∥x∥ρX ≤ d(x) ≤ 2∥x∥ρX .

Then X is complete if and only if

∞∑
j=1

xj is convergent whenever {xj}j∈N is a sequence in X

satisfying

(10.31)

∞∑
j=1

∥xj∥ρX <∞.

Exercise 106. Prove Theorem 10.12. Hint : We have only to mimic the proposition correspond-
ing to Lp(µ) with 0 < p ≤ 1.

Theorem 10.13. Let 0 < p ≤ 1. Abbreviate ℓq(N) to ℓq(N) for 0 < q ≤ ∞.

(1) Let a ∈ ℓ∞. Then b ∈ ℓp 7→
∞∑
j=1

aj · bj defines a bounded linear functional on ℓp.

(2) Conversely any continuous linear functional on ℓp can be realized with some a ∈ ℓ∞.

Proof. (1) is straightforward because ℓp is continuously embedded into ℓ1. Let us prove (2). Pick
a continuous linear functional Φ on ℓp. Let ej = {δjk}k∈N be the k-th elementary vector. We
define aj := Φ(ej) for each j ∈ N. Then the boundedness of Φ gives us that a = {aj}j∈N ∈ ℓ∞.

Given b = {bj}j∈N ∈ ℓp, we note that b =
∞∑
j=1

bj ej converges in ℓp by virtue of the monotone

convergence theorem. Therefore,

(10.32) Φ(b) =
∞∑
j=1

bj Φ(ej) =
∞∑
j=1

aj bj .

Thus, it follows that a realizes Φ. □
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Definition 10.14. Let X be quasi-Banach space. The space B(X) denotes the set of all
bounded linear operators on X.

10.2. Baire category theorem and its applications.

Baire’s category theorem. Here we list three theorems derived from the Baire category theorem.
Examples of the notions and the theorems here are taken up later in this book. Baire’s category
theorem is one of the most important theorems in general topology.

Theorem 10.15 (Baire’s category theorem). Let X be a complete metric space. Suppose that

Fj , j = 1, 2, . . . are closed sets with
∞∪
j=1

Fj = X. Then some Fj contains an interior point.

Proof. We may assume {Fj}∞j=1 is increasing by replacing Fj with F1∪F2∪ . . .∪Fj if necessary.
Assume that the interior of Fj is empty for all j ∈ N. Let y0 ∈ X and r0 = 1. We define a
sequence jk and a sequence of balls as follows. Let

(10.33) j0 := min {j ∈ N : Fj ∩B (y0, r0) ̸= ∅} <∞.
We remark that the set appearing in the definition of j0 is not empty because we are assuming

that
∞∪
j=1

Fj = X. By assumption Fj0 contains no interior point, which allows us to select a ball

B1 so that

(10.34) B1 ⊂
1

2
B(y0, r0) ∩ F cj0 .

Suppose that j0, j1, . . . , jk and B1, . . . , Bk+1 is defined. Then we define

(10.35) jk+1 := min {j ∈ N : Fj ∩Bk+1 ̸= ∅} .

We select Bk+2 so that its closure is engulfed by an open set
1

2
Bk+1 ∩ F cjk+1

. This is possible

because it cannot happen by assumption that
1

2
Bk+1 ⊂ Fjk+1

and hence
1

2
Bk+1 ∩ F cjk+1

is not

an empty set. This procedure does not terminate by assumption. Therefore,

∞∩
k=1

Bk ̸= ∅ is not

empty because X is complete. However,

∞∩
k=1

Bk never meets any Fj , j = 1, 2, . . ., since Fjk does

not intersect Bk+1. This contradicts to the assumption
∞∪
j=1

Fj = X. □

Open mapping theorem. Let us start with the definition. Let X and Y be Banach spaces,
although the triangle inequality is not necessary just for the definition of the openness of the
mapping.

Definition 10.16 (Open mapping). A mapping from X to Y is said to be open, if it maps
open sets in X to open sets in Y .

If A is an open and linear mapping from X to Y , then it is clear that A is surjective. Indeed
the image of A contains the unit ball of Y . However, the open mapping theorem asserts that
the converse is the case, which is far from trivial.

Theorem 10.17 (Open mapping theorem). Let A : X → Y be a bounded surjective linear
mapping. Then A is open.
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Proof. Let A : X → Y be a bounded surjective from X to Y .

Since ABX(k) is closed subset in Y for k ∈ N and
∪
k∈N

ABX(k) = X. By Baire’s category

theorem, ABX(k) has an interior point for some k. Multiplying k−1 to the above set if necessary,

we conclude that the same holds for k = 1. Since A{x ∈ X : ∥x∥X ≤ 1} is symmetric with

respect to 0, there is η > 0 such that BY (η) ⊂ ABX(1). Let y ∈ Y with ∥y∥Y < η. Then there

exists x1 ∈ X with ∥x1∥X ≤ 1 with ∥y − Tx1∥ <
η

2
. Inductively we can take x1, x2, . . . such

that

(10.36) ∥y − Tx1 − Tx2 − . . .− Txj∥Y < 2−jη, xj ∈ BX
(

1

2j

)

for every j ∈ N. Since x :=
∞∑
j=1

xj is convergent, we have y = Tx with ∥x∥X ≤ 2. Thus

BY (η) ⊂ ABX(2), which implies A is open. □

Exercise 107. Given a set ∆, ℓ1(∆) denotes as usual the Banach space of complex valued
functions λ on ∆ for which

∥λ∥1 =
∑
δ∈∆

|λ(δ)| <∞.

Let X be a Banach space, let M1,M2 be positive constants and let u be a mapping from a set
∆ to X such that

(a) ∥u(δ)∥ ≤M1 for all δ ∈ ∆,
(b) sup{|ψ∗(u(δ))| : δ ∈ ∆} ≥M2∥ψ∗∥ for all ψ∗ ∈ X∗.

Then prove the following:

(1) Show that the operator

Tλ =
∑
δ∈∆

λ(δ)u(δ)

is bounded from ℓ1(∆) to X.
(2) Show that

M2∥ψ∗∥ ≤ ∥T ∗ψ∗∥
for all ψ∗ ∈ X∗. Deduce from this that T ∗ is closed and injective.

(3) By using the open mapping theorem, show that T ∗ and T are surjective.
(4) Show that any f ∈ X is of the form

f =
∑
δ∈∆

λ(δ)u(δ)

for some λ ∈ ℓ1(∆) and that, if necessary, by replacing λ suitably, for any ε, we can
arrange

∥λ∥1 ≤
1

M2
∥f∥+ ε.

Closed graph theorem. Closed graph theorem is one of the basic tools in functional analysis,
which is a by-product of the Baire category theorem.

Theorem 10.18 (Closed graph theorem). A closed operator from X to Y with domain X is
bounded.
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Proof. Denote by Z a Banach space X endowed with the graph norm. Then Z ⊂ X in the
sense of continuous embedding and X = Z as a set. Thus we are in the position of applying
the open mapping theorem to the inclusion mapping ι : Y → X. This theorem tells us that ι
is a isomorphism. Therefore the norms of X and Y are mutually equivalent and in particular
∥Ax∥X + ∥x∥X ≲ ∥x∥X . This shows that A is continuous. □

Uniformly bounded principle. Finally we take up the uniformly bounded principle. Once we
obtain the open mapping theorem and the closed graph theorem, the proof is quite easy.

Theorem 10.19 (Uniformly bounded principle). Suppose that {Aλ}λ∈Λ is a family of bounded
linear mappings. Assume sup

λ∈Λ
∥Aλx∥Y <∞. Then we have sup

λ∈Λ
∥Aλ∥X→Y <∞.

Proof. Define a closed subset Xj of X by Xj :=

{
x ∈ X : sup

λ∈Λ
∥Aλx∥Y ≤ j

}
for j ∈ N. Then

X =
∞∪
j=1

Xj . Then the Baire category tells us that Xj contains a open set, if Xj is large. Since

Xj is symmetric, Xj contains 0 as an interior point. Therefore there exists η > 0 such that

∥x∥X < η implies ∥Aλ∥Y ≤ j. As a result we obtain sup
λ∈Λ
∥Aλ∥X→Y ≤ jη−1. □

11. Hilbert spaces

Banach spaces can be considered as a natural extension of Rd. However, they lose a rich
structure: inner product of Rd is used to measure angles of vectors. Hilbert spaces are Banach
spaces equipped with inner product compatible with the norms. Although the unit ball is not
compact even in Hilbert spaces, Hilbert spaces occur every field of mathematics.

Example 11.1.

(1) When we prove the Riemann-Roch theorem in Riemannian surfaces, a theorem in
algebraic geometry, we need function spaces called A2(Ω).

(2) When we prove the Hodge-decomposition theorem in differential geometry, Sobolev
spaces W 2,k(M) play an important role.

(3) In stochastic analysis, to consider stochastic integrals, we need to consider L2(P ) spaces
in connection with Brownian motions.

Here we concentrate on Hilbert spaces and consider their properties.

11.1. Definitions and elementary properties. Again we make the definition precise.

Definition 11.2. A Banach space (H, ∥ · ∥H) is said to be a Hilbert space, if it comes with a
mapping ⟨·, ·⟩ : H ×H → K, with the following properties for all x, y, z ∈ H and a ∈ K. And
⟨·, ·⟩ is said to be an inner product.

(1) ⟨x, x⟩ = ∥x∥H2 for all x ∈ H,

(2) ⟨x, y⟩ = ⟨y, x⟩ for all x, y ∈ H.
(3) ⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩ for all x, y, z ∈ H.
(4) ⟨a · x, y⟩ = a · ⟨x, y⟩.

Theorem 11.3. Let H be a Hilbert space and x, y ∈ H. Then we have

(11.1) | ⟨x, y⟩ | ≤ ∥x∥H · ∥y∥H
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and

(11.2) ∥x+ y∥H2 + ∥x− y∥H2 = 2
(
∥x∥H2 + ∥y∥H2

)
.

Exercise 108. Prove (11.1) and (11.2). Hint: To prove (11.1), we may assume ⟨x, y⟩ ∈ R by
multiplying eiθ, θ ∈ R if necessary. Consider the determinant of the function

(11.3) t ∈ R 7→ ⟨tx− y⟩2 ∈ [0,∞).

Theorem 11.4. Assume that H is a Banach space whose norm obeys the parallelogram law :

(11.4) ∥x+ y∥H2 + ∥x− y∥H2 = 2
(
∥x∥H2 + ∥ y∥H2

)
for all x, y ∈ H. Then H carries the structure of a Hilbert space whose inner product is given
as follows :

If K = R, ⟨x, y⟩ = 1

2

(
∥x+ y∥H2 − ∥x− y∥H2

)
.

If K = C, ⟨x, y⟩ = 1

4

(
∥x+ y∥H2 + i ∥x+ i y∥H2 − ∥x− y∥H2 − i ∥x− i y∥H2

)
.

Proof. We concentrate on the case when K = C.

Additivity of ⟨·, ·⟩. We shall prove

(11.5) ⟨x+ y, z⟩ = ⟨x, z⟩+ ⟨y, z⟩.
Since i · Re (⟨x, i · y⟩) = Im (⟨x, y⟩), we have only to prove

(11.6) Re (⟨x+ y, z⟩) = Re (⟨x, z⟩) + Re (⟨y, z⟩).
By using the assumption we obtain

8Re (⟨x+ y, z⟩)− 8Re (⟨x, z⟩)− 8Re (⟨y, z⟩)
= 2∥x+ y + z∥H2 + 2∥x− z∥H2 + 2∥ y − z∥H2

− 2∥x+ z∥H2 − 2∥ y + z∥H2 − 2∥x+ y − z∥H2

= 2∥x+ y + z∥H2 + ∥x+ y − 2z∥H2 − ∥x+ y + 2z∥H2 − 2∥x+ y − z∥H2.

Thus, the function F (x, y, z) = 8Re (⟨x + y, z⟩) − 8Re (⟨x, z⟩) − 8Re (⟨y, z⟩) depends only on
x+ y and z. Therefore, we obtain

(11.7) F (x, y, z) = F (x+ y, 0, z).

Since F (x+ y, 0, z) = 0, we obtain F (x, y, z) = 0.

Remaining property of the inner product It is easy to show

(11.8) ⟨x, x⟩ = ∥x∥H2, ⟨i · x, y⟩ = i · ⟨x, y⟩, ⟨x, y⟩ = ⟨y, x⟩
for all x, y ∈ H. Therefore, it remains to show

(11.9) ⟨a · x, y⟩ = a ⟨x, y⟩
for all x, y ∈ H with a ∈ R. If a ∈ N, this is just a consequence of additivity. If a = −1, this
can be derived from the definition of ⟨·, ·⟩. Suppose that a ∈ Q. Let m be the denominator of
a. Then since m · a ∈ Z, we have

(11.10) m ⟨a · x, y⟩ = ⟨ma · x, y⟩ = m · a ⟨x, y⟩.
Thus, (11.9) is valid for a ∈ Q. It remains to pass to the case when a ∈ R in general. To do
this, we note that the inner product is continuous. By using the continuity we obtain

(11.11) ⟨a · x, y⟩ = lim
j→∞

⟨
[2j a]x

2j
, y

⟩
= lim
j→∞

[2j a]

2j
⟨x, y⟩ = a ⟨x, y⟩.

Therefore, the remaining property that ⟨·, ·⟩ should satisfy is proved. □



160 YOSHIHIRO SAWANO

Exercise 109. Let H be a Hilbert space over C. The aim of this exercise is to generalize (11.2).

Suppose that k is an integer larger than 2 and set ω := exp

(
2πi

k

)
. Then show that

(11.12) ⟨x, y⟩H =
1

k

k−1∑
j=0

ωj∥x+ ωjy∥H2.

Exercise 110. Show that L1(0,∞) does not carry the structure of a Hilbert space compatible
with its original norm.

Definition 11.5. Let H be a Hilbert space and H0 and H1 its closed subspaces. Then H0 is
perpendicular to H1 if ⟨x, y⟩ = 0 for all x ∈ H0 and y ∈ H1. If in addition H = H0 +H1 as a
linear space, then denote H = H0 ⊕H1.

Until the end of this paragraph we assume that H is a Hilbert space.

Suppose that the subspaces H0 and H1 are perpendicular. Then H0 ∩H1 = {0}. Indeed, if
x ∈ H0 ∩H1, then we have

(11.13) ⟨x, x⟩ = 0.

Thus, x = 0. From this we conclude that x ∈ H admits a unique decomposition x = x1 + x2,
if H = H0 ⊕H1.

Theorem 11.6. Let H0 be a closed subspace of a Hilbert space H. Then there exists a unique
closed subspace H0

⊥ such that

(11.14) H = H0 ⊕H0
⊥.

The function space H0
⊥ is said to be the orthogonal complement of H0.

Proof. Existence of H0
⊥ We set H0

⊥ := {x ∈ H : ⟨x, y⟩ = 0 for all y ∈ H0}. We have to

show H = H0 + H0
⊥. Let x ∈ H. Then define y ∈ H0 so that it minimizes the distance

from x to H0. Such a point does exist. Indeed, let {yj}j∈N be a sequence in H0 such that
∥ yj − x∥H ↓ dist(x,H0). Note that (11.2) gives

(11.15) ∥ yj − yk∥H2 = 2∥x− yj∥H2 + 2∥x− yk∥H2 − ∥2x− yj − yk∥H2.

Since ∥2x− yj − yk∥H2 ≥ dist(x,H0), we have

(11.16) ∥ yj − yk∥H2 ≤ 2∥x− yj∥H2 + 2∥x− yk∥H2 − 4 dist(x,H0)
2.

Thus, {yj}j∈N is a Cauchy sequence. Since H0 is assumed closed, its limit still belongs to H0.
Therefore such a minimizer y ∈ H0 does exist. We have to show that z := x − y belongs to
H0

⊥. To do this let w ∈ H0 be chosen arbitrary. Then for every t ∈ R, we have

(11.17) ⟨z + tw, z + tw⟩ = t2⟨w,w⟩+ 2tRe (⟨z, w⟩) + ⟨z, z⟩

attains its minimum at t = 0, because y attains minimum the distance from x to H0. Therefore,
we obtain Re (⟨z, w⟩) = 0. Replacing t with i t and going through the same argument, we see
that Im (⟨z, w⟩) = 0 as well. Therefore ⟨z, w⟩ = 0 for all w ∈ H0. Thus, z ∈ H0

⊥ is established.

Uniqueness of H0
⊥ Assume that H = H0 ⊕K for some closed space K. Let x ∈ K. Then

for all y ∈ H0 we deduce ⟨x, y⟩ = 0 from the definition of ⊕. Thus K ⊂ H0
⊥. Conversely let

x ∈ H0
⊥. Decompose x along the decompositionH = H0⊕K, that is, split x by x = x0+x1 with

x0 ∈ H0 and x1 ∈ K. Since ⟨x0, x1⟩ = 0, we conclude 0 = ⟨x, x0⟩ = ⟨x0, x0⟩+⟨x1, x0⟩ = ⟨x0, x0⟩.
Thus, it follows that x0 = 0 and x = x1 ∈ K. As a consequence K = H0

⊥ is established. □
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One of the reasons why Hilbert spaces have rich structures is that any bounded linear
functional can be written by way of the inner product. Surprisingly enough, this can yield
again the duality L2(µ) to L2(µ).

Theorem 11.7 (Riesz’s representation theorem for Hilbert spaces). Suppose that f ∈ H∗.
Then there exists a unique x ∈ H such that

(11.18) f(y) = ⟨y, x⟩

for all y ∈ H.

Proof. Existence of such x ∈ H First of all we may assume f is nonzero. Otherwise 0 ∈ H is

an element we are looking for. Set H0 := Ker(f) := f−1({0}) := {y ∈ H : f(y) = 0}. Then H0

is closed, since f is assumed continuous. Therefore H admits an orthonormal decomposition
H = H0 +H0

⊥. Let z ∈ H0
⊥ \ {0}. If f(z) were 0, then we would have z ∈ H0 ∩H0

⊥ = {0}.
This is impossible. Therefore a normalization allows us to assume f(x) = 1. Then given y ∈ H,
we have y − f(y)z ∈ Ker(f). Therefore ⟨y − f(y)z, z⟩ = 0. From this formula, we conclude

(11.19) f(y) =
⟨y, z⟩
∥z∥H2

for all y ∈ H.

Thus, we have only to put x =
z

∥z∥H2
∈ H.

Uniqueness of x Suppose that x1, x2 ∈ H realizes f ∈ H∗. Then

(11.20) ⟨y, x1⟩ = ⟨y, x2⟩

for all y ∈ H. Rearranging the above formula as ⟨y, x1−x2⟩ = 0 for all y and setting y = x1−x2,
we conclude x1 − x2 = 0. Therefore the element representing f turned out to be unique. □

Here is another reason why Hilbert spaces are attractive. The norm has the following ex-
pressions.

Theorem 11.8. The operator norm of a linear operator A : H → H is given by the following
formula.

(11.21) ∥A∥H = sup
x,y∈H\{0}

| ⟨Ax, y⟩ |
∥x∥H∥ y∥H

.

Proof. The left-hand side is attained by the right-hand side, if we set y = Ax.

(11.22) R.H.S. ≥ sup
x∈H\{0}

| ⟨Ax,Ax⟩ |
∥x∥H∥ y∥H

= sup
x∈H\{0}

∥Ax∥H
∥x∥H

= ∥A∥H = L.H.S..

Meanwhile the right-hand side is less than or equal to the left-hand side by (11.1).

(11.23) R.H.S. ≤ sup
x∈H\{0}

∥Ax∥H · ∥ y∥H
∥x∥H · ∥ y∥H

= sup
x∈H\{0}

∥Ax∥H
∥x∥H

= ∥A∥H = L.H.S..

Thus, the both sides of (11.21) are identical. □

Theorem 11.9 (Adjoint operator). Let A ∈ B(H). Then there uniquely exists B ∈ B(H) such
that

(11.24) ⟨Ax, y⟩ = ⟨x,By⟩

for all x, y ∈ H. Furthermore the operator norm of B equals that of A.
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Proof. Existence of such B Let x be fixed. Then the functional

(11.25) y ∈ H 7→ ⟨y,Ax⟩ ∈ C
is bounded by virtue of Theorem 11.8. Therefore by the Riesz theorem there exists a unique
Bx such that

(11.26) ⟨y,Ax⟩ = ⟨y,Bx⟩.
The mapping x 7→ Bx is linear because of the uniqueness of the Riesz theorem. Indeed, if
x ∈ H and a ∈ C, we have

(11.27) ⟨y,Ba·x⟩ = ⟨y,A(a · x)⟩ = a⟨y,Ax⟩ = a⟨y,Bx⟩ = ⟨y, a ·Bx⟩.
By the uniqueness of the Riesz representation theorem, we see that a ·Bx = Ba·x. In the same
way we can prove Bx1+x2

= Bx1
+Bx2

for all x1, x2 ∈ H. Thus, the mapping x 7→ Bx is linear.
The norm of this linear mapping is given by

sup
x,y∈H\{0}

| ⟨Bx, y⟩ |
∥x∥H · ∥ y∥H

= sup
x,y∈H\{0}

| ⟨y,Bx⟩ |
∥x∥H · ∥ y∥H

= sup
x,y∈H\{0}

| ⟨y,Ax⟩ |
∥x∥H · ∥ y∥H

= sup
x,y∈H\{0}

| ⟨Ax, y⟩ |
∥x∥H · ∥ y∥H

= ∥A∥.
Thus, B ∈ B(H) is the operator we wish to find.

Uniqueness of B If C ∈ B(H) is another bounded linear operator, then

(11.28) ⟨ (B − C)x, y⟩ = ⟨Bx, y⟩ − ⟨Cx, y⟩ = ⟨x,Ay⟩ − ⟨x,Ay⟩ = 0.

Thus, the operator norm of B − C is 0 by Theorem 11.8. From this we conclude B = C. □

Theorem 11.9 justifies the following definition.

Definition 11.10. Let A ∈ B(H).

(1) The operator B obtained in Theorem 11.9 is said to be the adjoint of A.
(2) A is said to be self-adjoint, if A = A∗. Below denote by S(H) the set of all self-adjoint

operators in B(H).

11.2. Complete orthonormal system.

In Chapter 4 we have shown that any f ∈ L2(T) can be expanded as

(11.29) f(x) =
∞∑

j=−∞
aj e

ijx,

where {aj}j∈Z ∈ ℓ2(Z). Here the coefficient aj is determined uniquely by f . In this sense
{eijx}j∈Zd plays a role of basis. Unlike algebra, in considering basis we take infinite sum
provided the sum converges. Let us show that any separable Hilbert space enjoys the same
property.

Theorem 11.11. Let H be an infinite dimensional separable Hilbert space. Then there exists
a countable set {xj}j∈N such that any x ∈ H admits an expansion

(11.30) x =
∞∑
j=1

⟨x, xj⟩ · xj .
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Proof. Let {yk}k∈N be a countable dense subset. Set {xj}j∈N as a sequence obtained by
Schmidt’s orthonormalization. Let x ∈ H and J ∈ N.∥∥∥∥∥∥x−

J∑
j=1

⟨x, xj⟩ · xj

∥∥∥∥∥∥
H

≤

∥∥∥∥∥∥(x− yk)−
J∑
j=1

⟨x− yk, xj⟩ · xj

∥∥∥∥∥∥
H

+

∥∥∥∥∥∥yk −
J∑
j=1

⟨yk, xj⟩ · xj

∥∥∥∥∥∥
H

≤ ∥x− yk∥H +

∥∥∥∥∥∥yk −
J∑
j=1

⟨yk, xj⟩ · xj

∥∥∥∥∥∥
H

.

Note that yk ∈ Span(x1, x2, . . . , xJ ), provided J is large enough. Letting J →∞, we obtain

(11.31) lim sup
J→∞

∥∥∥∥∥∥x−
J∑
j=1

⟨x, xj⟩ · xj

∥∥∥∥∥∥
H

≤ ∥x− yk∥H.

Since k is arbitrary and {y1, y2, . . .} is dense in H, we see x =
∞∑
j=1

⟨x, xj⟩·xj , which is the desired

result. □

Corollary 11.12. Any separable Hilbert space is isomorphic to ℓ2(Z).

Definition 11.13. Let H be a separable Hilbert space. Then {xj}j∈N is said to be a complete
orthonormal system, or for short CONS, if it satisfies the following condition.

(1) ⟨xj , xk⟩ = δjk for all j, k ∈ Z.
(2) Any x ∈ H admits the following expansion :

(11.32) x =

∞∑
j=1

⟨x, xj⟩ · xj .

If {xj}j∈N satisfies (1) only, then it is said to be orthonormal system or for short ONS.

In other words we can say that the completeness is a condition that we cannot add elements
orthogonal to each element in the system any more.

Theorem 11.14 (Parseval’s formula). Let {xj}j∈N be an ONS. Then show that it is complete
if and only if

(11.33) ∥x∥H2 =
∞∑
j=1

| ⟨x, xj⟩ |2

for all x ∈ H.

Proof. It is straightforward to check that

(11.34)

∥∥∥∥∥∥x−
N∑
j=1

⟨x, xj⟩xj

∥∥∥∥∥∥
2

H

= ∥x∥H2 −
N∑
j=1

| ⟨x, xj⟩ |2.

Therefore, the assertion is immediate. □
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Examples of CONS. Below we exhibit examples of CONS.

Example 11.15 (Fourier series). Let tj = eijt ∈ L2(Td) for j ∈ Zd. Then {tj}j∈Zd is a CONS,
which we have been struggled to prove in Chapter 4.

In view of this example, the expansion t =
∞∑
j=1

⟨t, tj⟩ · tj for a CONS is called generalized

Fourier expansion.

Exercise 111. By using the Parseval formula, calculate the value of ζ(2) and ζ(4), where ζ is
the zeta function given by

(11.35) ζ(s) =
∞∑
j=1

1

js
, s > 0.

Theorem 11.16 (Legendre polynomial). Define a polynomial Pj of degree j by

(11.36) Pj(t) :=
1

2jj!

dj

dtj
(t2 − 1)j (t ∈ R)

for j ∈ N. The family

{√
j +

1

2
Pj

}
j∈N

forms a CONS on L2([0, 1]).

Proof of Theorem 11.16. Let j ≤ k. Then since Pj is a polynomial of degree j and
dl

dtl
(t2− 1)k

vanishes at t = 0, 1 whenever l < j, a repeated integration by parts gives us that∫ 1

−1

Pj(t)Pk(t) dt =
(−1)j

4j j!2

∫ 1

−1

dj

dtj
Pj(t)

dk−j

dtk−j
(t2 − 1)j dt =

(−1)jδjk(2j)!
4j j!2

∫ 1

−1

(1− t2)j dt.

The integral above can be calculated by means of the Gamma function :

(11.37)

∫ 1

0

(1− t2)j dt = 1

2

∫ 1

−1

(1− t2)j dt = j!222j+1

(2j + 1)!
.

Therefore, we obtain

(11.38)

∫ 1

−1

Pj(t)Pk(t) dt = δjk.

Therefore, we see that {Pj}j∈N is an ONS.

To see that this system is complete, we recall that {eijt}j∈N is dense in C([−1, 1]). Expand
eijt into the Taylor series. Then since the series converges absolutely, we conclude that the set
of all polynomials form a dense subset. □

Exercise 112. Prove (11.37).

Theorem 11.17 (Hermite polynomial). Define Hj(t) = exp(t2)
dj

dtj
exp(−t2) for j ∈ N. Then

the family

A =

{
1√

2jj!
√
π
Hj · exp

(
− t

2

2

)}
j∈N

forms a CONS on L2(exp(−t2)).
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Proof. Let j and k be integers such that j ≤ k. Then since Hj is a polynomial of degree j we
have ∫

R
Hj(t)Hk(t) exp(−t2) dt =

∫
R
Hj(t) ·

dk

dtk
exp(−t2) dt

= (−1)jδjk
∫
R

djHj

dtj
(t) exp(−t2) dt.

Since the leading term of Hj is (−2)jtj , it follows that

(11.39)

∫
R
Hj(t)Hk(t) exp(−t2) dt = 2jj!

∫
R
exp(−t2) dt = δjk2

jj! · π.

Therefore,

{
1√

2jj!
√
π
Hj · exp

(
− t

2

2

)}
j∈N

is an ONS.

To see that this system is complete, we take f ∈ L2

(
exp

(
− t

2

2

))
and assume that

(11.40)

∫
R
f(t)Hj(t) exp(−t2) dt = 0

for all j ∈ N. Then we have

(11.41)

∫
R
f(t)tj exp(−t2) dt = 0

for all j ∈ N. Define

(11.42) G(ξ) :=

∫
R
f(t) exp(−t2) eitξ dt.

Then we have

(11.43)

∫
R
t2k exp

(
− t

2

2

)
dt = 2k−1

∫
R
tk−

1
2 exp(−t) dt = 2k−1Γ

(
k +

1

2

)
.

Therefore, G(ξ) can be extended to a Taylor series convergent in a neighborhood of 0. Since

(11.44) G(k)(0) = ik
∫
R
f(t)tk exp(−t2) dt = 0,

we see that G = 0. Therefore, the Fourier transform of F (t) := f(t) exp(−t2) is zero and hence

f itself is zero. Therefore, it follows that

{
1√

2jj!
√
π
Hj · exp

(
− t

2

2

)}
j∈N

is a CONS. □

Theorem 11.18 (Laguerre polynomial). Let −1 < α <∞. Define

(11.45) Lαj (t) =
exp(t)t−α

j!

dj

dtj
(exp(−t)tj+α).

Then we have the family

H =

{√
j!

Γ(j + α+ 1)
Lαj

}
j∈N

forms a CONS on the weighted space L2([0,∞), e−ttα dt).

Proof. Let j ≤ k. Then it is the same that

(11.46)

∫ ∞

0

Lαj (t)L
α
k (t) exp(−t)tα dt = δjk

∫ ∞

0

dj

dtj
Lαj (t) exp(−t)tj+α dt.
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Observe that
dj

dtj
Lαj (t) = j! · (j + α)(j + α − 1) . . . (1 + α). Therefore, we see {Lαj }j∈N is an

ONS. To see that this is a CONS, take f ∈ L2([0,∞), e−ttα dt) which is orthogonal to any Lαj .
Extend f to R by setting 0 on (−∞, 0). We set

(11.47) F (s) :=

∫ ∞

0

f(t)e−4ttαeist dt = Rf(t)e−4ttαeist dt.

Then F is a holomorphic function on {s ∈ C : Re (s) > −1}. Furthermore F (j)(0) = 0. Hence
F is zero. This means the Fourier transform of f(t)e−4ttα is zero. Therefore, we conclude
f = 0. □
Theorem 11.19 (Chebychev polynomial). Let j ∈ N. Then define a polynomial Tj by

(11.48) Tj(cos t) = cos jt.

Then the family {Tj}j∈N forms a CONS on the weighted space L2

(
(−1, 1), dt√

1− t2

)
.

Proof. By change of variables we see at least that {Tj}j∈N is an ONS. To see that it is complete,

it suffices to establish that the system can approximate any function f ∈ L2

(
(−1, 1), dt√

1− t2

)
such that supp (f) ⊂ (−1 + ε, 1− ε) for some ε > 0. By virtue of the fact that {eijt}j∈Z forms
a dense subset in C([−π, π]), we can prove that {cos jθ}j∈N forms a dense subset in C([0, π]).
Therefore, the system is complete. □

11.3. Bounded linear operators defined on Hilbert spaces. Due to the rich structure of
Hilbert spaces, there are many good classes of bounded operators in Hilbert spaces. Operators
in such classes can be regarded as atoms in the sense that many things are reduced to such
operators.

Unitary operators. As we have seen before, the Fourier transform and its inverse preserve
L2(Rd)-norms. Such operators are unitary in the following sense:

Definition 11.20 (Unitary operators). Let H1 and H2 be Hilbert spaces. A unitary operator
U : H1 → H2 is a linear bijection that is norm preserving. Denote by U(H) the set of all
unitary operators in H.

A typical example of unitary operators is the Fourier transform F : L2(Rd)→ L2(Rd).

Exercise 113. Let T : Rd → Rd be a distance preserving mapping in the sense that

(11.49) ∥T (x)− T (y) ∥Rd = ∥x− y ∥Rd .
Assume in addition that T (0) = 0.

(1) Show that T is an injection.
(2) Show that T is linear and hence unitary.

Projection. In linear algebra, projection plays a central role. This can be applied in linear
algebra in Hilbert spaces.

Definition 11.21 (Projection). A self-adjoint bounded linear operator P ∈ B(H) is said to
be a projection if P 2 = P . Denote by P (H) the set of all projections in H.

Exercise 114. Let U ∈ U(H) and P ∈ P (H). Then show that U−1PU ∈ P (H).

Theorem 11.22 (Projection operator). Given a bounded operator A ∈ B(H), we denote
Range(A) := {Ax : x ∈ H}.
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(1) Let P ∈ P (H). Then Range(P ) is a closed subspace of H whose orthogonal complement
is Range(1− P ).

(2) Suppose that H0 is a closed subspace. Then given x ∈ H, we define projH→H0
(x) as

follows :

(11.50) projH→H0
(x) = x0,

where x = x0 + x1 with x0 ∈ H0 and x1 ∈ H0
⊥. Then proj (H → H0) ∈ P (H).

Proof. (1) Let {xj}j∈N be a sequence in Range(P ) that is convergent to x. Then, we can
express xj as xj = Pyj for some yj ∈ H. Using P 2 = P , we obtain

(11.51) Px = lim
j→∞

Pxj = lim
j→∞

P 2yj = lim
j→∞

Pyj = lim
j→∞

xj = x.

Using the self-adjointness of P and the fact P 2 = P , we obtain

(11.52) ⟨Px, (1− P )y⟩ = ⟨P (1− P )x, y⟩ = ⟨Px− P 2x, y⟩ = 0.

It is also easy to see H = Range(P ) ⊕ Range(1 − P ) Thus, we conclude Range(1 − P ) is an
orthonormal complement of Range(P ).

(2) We have to prove that P is self-adjoint because it is clear from the definition of P that
P 2 = P . Let x, y ∈ H. Split x and y by x = x0 + x1, y = y0 + y1 with x0, y0 ∈ H0 and
x1, y1 ∈ H0

⊥. Then we have

(11.53) ⟨Px, y⟩ = ⟨x0, y⟩ = ⟨x0, y0⟩ = ⟨x, y0⟩ = ⟨x, Py⟩.
Thus, P is self-adjoint. □

Definition 11.23. Let P,Q ∈ P (H). Then define an order P ≪ Q by Range(H) ⊂ Range(Q).

Proposition 11.24. Suppose {Hj}j∈N is a sequence of closed spaces.

(1) If {Hλ}λ∈Λ is decreasing, then we have

(11.54) lim
j→∞

proj (H → Hj)x = proj

H → ∩
j∈N

Hj

x

for all x ∈ H.
(2) If {Hj}j∈N is increasing, then we have

(11.55) lim
j→∞

proj (H → Hj)x = proj

H → ∪
j∈N

Hj

x

for all x ∈ H.

Proof. (1) If x ∈
∩
j∈N

Hj , then it is trivial that the equality holds. Suppose that x ⊥
∩
j∈N

Hj .

Then the equality trivially holds since both sides are zero. (2) The proof is similar. □

Hilbert-Schmidt class.

Let us now define the Hilbert-Schmidt class.

Lemma 11.25. Let {xj}j∈N be a CONS of H. Assume that

(11.56) M =

∞∑
j=1

⟨T ∗T xj , xj⟩ =
∞∑
j=1

∥T xj∥H2
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is finite. Then for every CONS {yj}j∈N, the quantity
∞∑
j=1

⟨T ∗T yj , yj⟩ converges to M .

Proof. By the Planchrel theorem, we have

M =
∞∑
j=1

∞∑
k=1

|⟨T xj , xk⟩|2 =
∞∑
j=1

∞∑
k=1

|⟨xj , T ∗ xk⟩|2 =
∞∑
k=1

∥T ∗ xk∥H2.

Using the Planchrel theorem once more, we obtain

M =
∞∑
k=1

∞∑
j=1

|⟨T ∗ xk, yj⟩|2 =
∞∑
k=1

∞∑
j=1

|⟨xk, T yj⟩|2 =
∞∑
j=1

|⟨T yj⟩|2.

This is the desired result. □

Earlier, we considered compact operators. However, it is not sufficient to consider compact
operators. Sometimes, it may be useful to consider how different from the finite rank operators
they are. One of such an attempt is to introduce the class of Hilbert-Schmidt operators.

Definition 11.26. Let {xj}j∈N be a CONS in H. Then define

(11.57) S(H) :=
{
T ∈ B(H) : ∥T∥S(H) <∞

}
.

where

(11.58) ∥T∥S(H) =

 ∞∑
j=1

⟨T ∗Txj , xj⟩

 1
2

.

Proposition 11.27. If T ∈ S(H), then we have

(11.59) ∥T∥B(H) ≤ ∥T∥S(H).

Proof. Let x ∈ H. Then we have

⟨T x, T x⟩ =
∞∑

j,k=1

⟨T xj , T xk⟩ · ⟨xj , x⟩ · ⟨x, xk⟩

≤
∞∑

j,k=1

| ⟨T xj , T xk⟩ | · | ⟨xj , x⟩ | · | ⟨x, xk⟩ |

≤
∞∑

j,k=1

∥T xj∥H∥T xk∥H | ⟨xj , x⟩ | · | ⟨x, xk⟩ |

=

 ∞∑
j=1

∥T xj∥H · | ⟨xj , x⟩ |

2

≤

 ∞∑
j=1

∥T xj∥H2

 ∞∑
j=1

| ⟨xj , x⟩ |2


≤ S(H)2∥x∥H2.

This is the desired result. □

Let us denote by K(H) the set of all compact operators in B(H).

Corollary 11.28. One has S(H) ⊂ K(H) for Hilbert spaces H.
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Proof. Take T ∈ S(H) arbitrarily. Let PN := proj(H → {x1, x2, . . . , xN}). Then we have by
Proposition 11.27 that

(11.60) ∥T − T PN∥B(H) ≤ ∥T − T PN∥S(H) =

 ∞∑
j=N+1

∥T xj∥H2

 1
2

→ 0.

Therefore, T PN being compact, so is T . □

Proposition 11.29. The space S(H) is closed under taking adjoint and the adjoint operation
preserves the norm.

Proof. Let T ∈ S(H) and consider its polar decomposition : T = W S, where S =
√
T ∗T is a

positive self-adjoint operator and W is a partial isometry. Then we have

(11.61) ∥T ∗∥2S(H) =

∞∑
j=1

⟨W S SW xj , xj⟩ =
∞∑
j=1

⟨SW xj , S W xj⟩ ≤
∞∑
j=1

⟨S xj , S xj⟩,

because {W xj}j∈N forms an orthonormal system, although it can happen that it is not com-
plete. Hence it follows that

(11.62) ∥T ∗∥2S(H) ≤
∞∑
j=1

⟨S xj , S xj⟩ =
∞∑
j=1

⟨S2xj , xj⟩ =
∞∑
j=1

⟨T ∗T xj , xj⟩ = ∥T∥2S(H) <∞.

Hence T ∗ is in the Schmidt class. Changing the role of T and T ∗ it follows that

(11.63) ∥T ∗∥2S(H) ≤ ∥T∥
2
S(H)

and hence ∥T∥S(H) = ∥T ∗∥S(H). □

Proposition 11.30. Let T0 ∈ B(H) and T1 ∈ S(H). Then we have T0 T1, T0 T1 ∈ S(H).

Proof. It suffices to show that T1 T0 ∈ S(H) because we have established that S(H) is closed
under adjoint in Proposition 11.29. Indeed,

∥T0 T1∥2S(H) =
∞∑
j=1

⟨ (T0 T1)∗T0 T1xj , xj⟩ =
∞∑
j=1

∥T0 T1xj∥H2 ≤ ∥T0∥2B(H)

∞∑
j=1

∥T1xj∥H2 <∞,

which proves the assertion. □

We conclude this section with an example.

Example 11.31. Let (X,M, µ) and (Y,N , ν) be a σ-finite measure space. Assume that
K : X × Y → C is anM⊗N -measurable function such that

(11.64) M =

∫
X×Y

|K(x, y)|2 dµ(x) dν(y) <∞.

Then the operator

(11.65) Tf(y) :=

∫
X

K(x, y)f(x) dµ(x) (y ∈ Y )

is belongs to S(H) and it satisfies ∥T∥S(H) ≤M .



170 YOSHIHIRO SAWANO

Proof. First we remark that the integral defining Tf(y) is finite for ν-almost every y ∈ Y .
Furthermore, we have∫

Y

|Tf(y)|2 dν(y) ≤
∫
Y

(∫
X

|f(x)|2 dµ(x) ·
∫
X

|K(x, y)|2 dµ(x)
)
dν(y)

≤M2

∫
X

|f(x)|2 dµ(x).

Hence T ∈ B(L2(X), L2(Y )). With this in mind, let {ej}j∈N be a CONS. Then we have

∞∑
j=1

⟨T ej , T ej⟩ =
∞∑
j=1

∫
Y

(∫
X

K(x, y)ej(x) dµ(x) ·
∫
X

K(x′, y)ej(x′) dµ(x
′)

)
dµ(y)

=
∞∑
j=1

∫
X×X×Y

K(x, y)ej(x)K(x′, y)ej(x′) dµ(x) dµ(x
′) dν(y)

=
∞∑
j=1

∫
X×X

ej(x)ej(x′)

(∫
Y

K(x, y)K(x′, y) dµ(y)

)
dµ(x) dµ(x′).

Here our calculation is justified because the integral converges absolutely. □

Closed operators and adjoints (on Hilbert spaces).

Now let us investigate closed operators on Hilbert spaces. Recall that we have defined closed
operators in Definition 9.11. Let H,H1,H2 be Hilbert spaces throughout.

Let us begin with defining adjoint operators. Note that due to the sesquilinearity of inner
product, we need to start again from the definition.

Definition 11.32. Assume that A : H1 → H2 is an unbounded operator such that D(A) is
dense in H1. Then define

D(A∗) := { y ∈ H2 : there exists v ∈ H1 such that ⟨x, v⟩H1 = ⟨Ax, y⟩H2 for all x ∈ D(A)}
A∗y := v, y ∈ D(A∗) if ⟨x, v⟩H1 = ⟨Ax, y⟩H2 for all x ∈ D(A).

Lemma 11.33. Let A be an unbounded operator. Then we have

(11.66) D(A∗) = {y ∈ H2 : |⟨Ax, y⟩H2
| ≤My∥x∥H1

for all x ∈ H1}.

Proof. Easy by using the Riesz representation theorem. □

Proposition 11.34. Let A : H1 → H2 be a closed operator. Then we have

H2 = R(A)⊕N(A∗).

Proof. We have

y ∈ R(A)⊥ ⇐⇒ ⟨y,Ax⟩H2 = 0 for all x ∈ D(A)

⇐⇒ y ∈ D(A∗) and A∗y = 0

⇐⇒ A∗y = 0.

Therefore, we conclude that R(A)⊥ = N(A∗). Since H2 = R(A)⊕R(A)⊥, we have the desired
result. □

Corollary 11.35. Let A : H1 → H2 be a densely defined closed operator. Then

(11.67) H1 ⊕H2 = {(x,Ax) : x ∈ D(A)} ⊕ {(−A∗y, y) : y ∈ D(A∗)} .
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Proof. Let us define T : H1 → H1 ⊕ H2 by D(T ) = D(A) and Tx = (x,Ax) for x ∈ D(A).
Then T is a closed operator. Note that

N(T ∗) = {(u, v) ∈ D(T ∗) : T ∗(u, v) = 0}
= {(u, v) ∈ D(T ∗) : ⟨T ∗(u, v), x⟩H1 = 0 for all x ∈ D(T )}
= {(u, v) ∈ D(T ∗) : ⟨u, x⟩H1 + ⟨v,Ax⟩H2 = 0}
= {(−A∗v, v) : v ∈ D(A∗)} .

Thus, we have only to apply Proposition 11.34. □

Theorem 11.36. Let A : H1 → H2 be a densely defined closed operator. A∗ is densely defined
and A∗∗ = A.

Proof. Let z ∈ D(A∗)⊥. Then we have

(11.68) (0, z) ∈ {(−A∗y, y) : y ∈ D(A∗)}⊥ .

By virtue of Corollary 11.35, we have

(11.69) (0, z) ∈ {(x,Ax) : x ∈ D(A)} ,

which implies that z = 0. □

Proposition 11.37. Let A : H1 → H2 be a densely closed operator. Assume in addition that
0 ∈ ρ(A). Then we have 0 ∈ ρ(A∗) and (A−1)∗ = (A∗)−1 : H1 → H2.

Proof. It is easy to see that A∗ : H2 → H1 satisfies

(11.70) N(A∗) = {0}, R(A∗) = H1.

because by Corollary 11.35

(11.71) N(A∗) = R(A)⊥ = H2
⊥ = {0}, R(A∗)⊥ = N(A∗∗) = N(A) = {0}.

Now that R(A) = H2 and R(A∗) = H1, we have

(11.72) ⟨x,A−1y⟩H1 = ⟨(A∗)−1x, y⟩H2 ,

which gives (A−1)∗ = (A∗)−1. □

Symmetric and self-adjoint operators.

Definition 11.38. Let A be an unbounded operator on H.

(1) A is said to be symmetric if A ⊂ A∗.
(2) A is said to be self-adjoint, if A = A∗.

Proposition 11.39. Let S : H → H be an injective self-adjoint operator. Then R(S) =
D(S−1) is dense in H and S−1 : H → H is a self-adjoint operator.

Proof. First, let us prove that R(S) = D(S−1) is dense in H. To this end, we let y ∈ R(S)⊥ =
D(S−1)⊥. Then we have

(11.73) ⟨y, Sx⟩H = 0

for all x ∈ D(S). This implies that

(11.74) y ∈ D(S∗) and S∗y = 0.

Since S = S∗, we conclude Sy = 0. By assumption S is injective. Thus, we have y = 0.



172 YOSHIHIRO SAWANO

Let us calculate D((S−1)∗).

D((S−1)∗) =
{
x ∈ H : ∃z ∈ H such that ⟨x, S−1y⟩H = ⟨z, y⟩H for all y ∈ D(S−1)

}
= {x ∈ H : ∃z ∈ H such that ⟨x, y⟩H = ⟨z, Sy⟩H for all y ∈ D(S)}
= R(S∗) = R(S) = D(S−1).

Also, if x ∈ D(S−1), then we deduce that x = S z, that is, (S−1)∗z = z = S−1x. □

The following theorem is due to von Neumann.

Theorem 11.40 (von Neumann). Let H1 and H2 be Hilbert spaces. Let A : H1 → H2 be a
densely defined closed operator. Then A∗A is a self-adjoint operator.

Proof. It is easy to see that A∗A is symmetric. Indeed, if x, y ∈ D(A∗A), then we have

(11.75) ⟨A∗Ax, y⟩H1 = ⟨Ax,Ay⟩H2

because Ax ∈ D(A∗), y ∈ D(A). Since Ay ∈ D(A∗), x ∈ D(A), it follows that

(11.76) ⟨Ax,Ay⟩H2 = ⟨x,A∗Ay⟩H1 .

Hence, we obtain A∗A is symmetric.

Let us set S = 1 +A∗A. Since we have established in Corollary 11.35 that

(11.77) H1 ⊕H2 = {(x,Ax) : x ∈ D(A)} ⊕ {(−A∗y, y) : y ∈ D(A∗)} ,

we see that S : D(A∗A)→ H1 is a bijection. We also have

(11.78) ∥x∥H1 ≤ ∥Sx∥H1

for all x ∈ H1.

Once we prove that S is self-adjoint, we will have been proved that A∗A is self-adjoint.

Observe that ⟨S−1x, y⟩H1 = ⟨x, S−1y⟩H1 for all x, y ∈ H1. Indeed, to check this, we have
only to write the above formula by using u, v ∈ D(S) such that x = Su, y = Sv and use the
fact that S ⊂ S∗. Since S−1 was proved to be self-adjoint, we see that S is self-adjoint. □

Theorem 11.41. Let T : H1 → H2 be a densely defined operator. Then we have

(11.79) H1 ⊕H2 = {(v, Tv) ∈ H1 ⊕H2 : v ∈ D(T )} ⊕ {(−T ∗w,w) ∈ H1 ⊕H2 : v ∈ D(T ∗)}.

Proof. Let (x, y) ∈ {(v, Tv) : v ∈ D(T )}⊥ ∩ {(−T ∗w,w) : v ∈ D(T ∗)}⊥. Then we have

(11.80) ⟨x, v⟩+ ⟨y, Tv⟩ = 0, v ∈ D(T ).

Thus, we have y ∈ D(T ∗) and x = −T ∗y. Similarly, x ∈ D(T ) and y = Tx. Hence we have
(I + T ∗T )x = 0. From this we conclude x = 0 and y = 0. Hence (11.79) follows. □

Polar decomposition of bounded linear operators. We conclude this section with the polar de-
composition of bounded linear operators. With this result, a lot of things are reduced to
considering isometries and self-adjoint operators. Again we let H0 and H1 Hilbert spaces.

Definition 11.42. A bounded linear operator W ∈ B(H0, H1) is said to be a partial isometry,
if W ∗W is identity on Ker(T )⊥.

Exercise 115. Let W ∈ B(H0,H1) be a partial isometry. Show the following.
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(1) There exist orthonormal systems {xj}j∈J1 ⊂ H0, {x̃j}j∈J2 ⊂ H0 and {ỹj}j∈J3 ⊂ H1

such that

(11.81) {xj}j∈J1 ∪ {x̃j}j∈J2
is a CONS of H0 and

(11.82) {W xj}j∈J1 ∪ {ỹj}j∈J3
is a CONS of H1.

(2) The adjoint W ∗ ∈ B(H1,H0) is a partial isometry as well.

Theorem 11.43. Any T ∈ B(H) admits the following decomposition : T is decomposed as
T =W S, where S ∈ S(H) is a positive element and W is a partial isometry.

Proof. Let us define S :=
√
T ∗ T . Then S is a positive element in S(H). Let us claim that T

is an injection if and only if S is. Indeed, if we let x, y ∈ H, then we have

∥S(x− y)∥H2 = ⟨S x− S y, S x− S y⟩
= ⟨S(x− y), S(x− y)⟩
= ⟨S2(x− y), x− y⟩
= ⟨T ∗ T (x− y), x− y⟩
= ∥T (x− y)∥H2.

Therefore, the operator

(11.83) w : T x 7→ S x

is a well-defined injection defined on {T x : x ∈ H}. Furthermore, going through a similar
argument as above, we see that it preserves the norm. Therefore, this mapping w extends to a
partial isometry W0 such that W0 T = S. Therefore, T = W ∗

0 S is our desired decomposition.
□

11.4. Reproducing kernel Hilbert spaces.

As examples of Hilbert spaces, we can list reproducing kernel Hilbert spaces. With repro-
ducing kernel Hilbert spaces, we are convinced that Hilbert spaces do carry a rich structure.

Let us present the definition.

Definition 11.44. A complex-valued Hilbert spaceH is said to be a reproducing kernel Hilbert
space, if there exists a function K : E × E → C with the properties listed below, where E is a
set.

(1) For every s ∈ E, K(·, s) ∈ H.
(2) ⟨K(·, s),K(·, t)⟩ = K(t, s)
(3) {K(·, s) : s ∈ E} spans a dense subspace in H.

The kernel K is said to be the reproducing kernel of H.

By the second condition, we have

(11.84) K(t, s) = ⟨K(·, s),K(·, t)⟩ = ⟨K(·, t),K(·, s)⟩ = K(s, t) (s, t ∈ E).

Lemma 11.45. The reproducing kernel K in a reproducing kernel Hilbert space H, if there
exists, is unique.
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Proof. A passage to the limit allows us to have

(11.85) ⟨f,K(·, t)⟩ = f(t)

for all f ∈ H. Suppose that K∗ : E × E → C is another kernel. Then we have

(11.86) K∗(t, s) = ⟨K∗(·, s),K(·, t)⟩ = ⟨K(·, t),K∗(·, s)⟩ = K(s, t) = K(t, s).

Therefore, the kernel is unique. □
Lemma 11.46. Suppose that H is a reproducing kernel Hilbert space with reproducing kernel
K. Then K is positive definite, that is, {K(xi, xj)}i,j=1,··· ,K is positive definite for all finite
subsets {x1, x2, . . . , xK}.

Proof. Let a1, . . . , aK ∈ C be arbitrary scalars. Then we have

K∑
i=1

K∑
j=1

aiaj K(xi, xj) =
K∑
i=1

K∑
j=1

aiaj ⟨K(·, xj),K(·, xi)⟩

=

⟨
K∑
j=1

aj K(·, xj),
K∑
i=1

aiK(·, xi)

⟩
H

≥ 0,

which shows the positive definiteness. □
Example 11.47. Let w : (0,∞)→ (0,∞) be a continuous function such that w−1 is integrable
over (0, R] for any R > 0. Then define

(11.87) HK(w) = {f : (0,∞)→ C : f is absolutely continuous and ∥f∥HK(w) <∞},
where the norm is given by

(11.88) ∥f∥HK(w) =

(∫ ∞

0

|f ′(t)|2 w(x) dx
) 1

2

.

Then HK(w) is a reproducing kernel Hilbert space whose reproducing kernel K(s, t) is given
by

(11.89) K(s, t) =

∫ min(s,t)

0

w(ξ)−1 dξ.

Proof. We can prove with ease that HK(w) is a normed space whose norm obeys the the
parallelogram law. Therefore, for the proof that HK(w) is a Hilbert space, it suffices to show
that HK(w) is complete. The key estimate is

(11.90) |f(t)| ≤
(∫ t

0

w(s)−1 ds

)
· ∥f∥HK(w).

By using this inequality we can prove in particular that any Cauchy sequence {fk}k∈N converges
locally uniformly to a continuous function f . It is not so hard to show that f is a limit of the
Cauchy sequence.

Let us show that the kernel is given by (11.89). By the fundamental theorem of calculus we

have
∂K

∂s
(s, t)

∣∣∣∣
s=ξ

= χ(0,t)(ξ)w(ξ)
−1. Let f ∈ HK(w). Then from the definition of the inner

product of HK(w), we have

⟨f,K(·, t)⟩HK(w) =

∫ ∞

0

∂K

∂s
(s, t)

∣∣∣∣
s=ξ

· f ′(ξ)w(ξ) dξ =
∫ t

0

f ′(ξ) dξ = f(t),

because f(0) = 0 by definition. Therefore, we conclude that the kernel is given by (11.89). □
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Notes and references for Chapter 5.

We refer to [69, 71] for further facts. Below we describe how each theorem came about.

Section 9. Theorem 9.3

Theorem 9.9

Theorem 9.27

Banach proved Theorem 9.28 in [88].

Theorem 9.29

Theorem 9.30 was obtained by Hahn (1922) and Banach (1927) independently (see [226] and
[88] respectively). Later, after the paper [88], Banach became aware of Hahn’s paper [226] and
acknowledged the priority of Hahn.

Theorem 9.31

Theorem 9.35

Theorem 10.1

Section 10. Theorem 10.2

Theorem 10.9

Theorem 10.10 is called the Aoki-Rolewicz theorem. We refer to [83, 411] for their indepenent
proofs.

Theorem 10.12

Theorem 10.13

Theorem 10.15 was obtained by Baire [87].

Theorem 10.17 has a history. In the late 1920s S. Banach proved Theorem 10.17. In 1932 in
his monograph, Théorie des opérations liéaires, he published this result. The proof we presented
here is due to Schauder in 1930 [432].

Theorems 10.18 and 10.19 are also obtained in the monograph of S. Banach in 1932 [89].

Section 11. Theorem 11.3

Theorem 11.4 is due to Jordan and Von Neumann [262].

Theorem 11.6

Theorem 11.7

Theorem 11.8

Theorem 11.9

Theorem 11.11

Theorem 11.14

Theorem 11.16
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Theorem 11.17

Theorem 11.18

Theorem 11.19

Theorem 11.22

Theorem 11.43

Theory of reproducing kernel dates back to [84]. An important theory connecting with the
reproducing kernel Hilbert spaces is theory of Bergman spaces in complex analysis. For details
we refer to [22].
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Part 6. Maximal operators and singular integral operators

Part 7. Maximal operators

This part is the heart of this book. In this part we make a detailed look of Hardy-Littlewood
maximal operators and singular integral operators. To explain Hardy-Littlewood maximal
operators, we place ourselves in the setting of Lebesgue measure dx on Rd for the time being.
The history of the Hardy-Littlewood maximal operator dates back to

G. H. Hardy and J. E. Littlewood, A maximal theorem with function-theoretic
applications, Acta Mathematica 54 (1930), 81–116

and the original definition is as follows. Denote by It(R) the set of all open intervals containing
t ∈ R. The Hardy-Littlewood maximal operator M is defined by

Mf(t) = sup
t∈It(R)

1

|I|

∫
I

|f(s)| ds

for measurable functions f : R → C. The original aim was to apply it to the functions on the
unit disk ∆(1) on the complex plane.

Denote by Bx(Rd) the set of all open balls containing x ∈ Rd. A natural passage to the
higher dimension is

Mf(x) = sup
B∈Bx(R)

1

|B|

∫
B

|f(y)| dy

for measurable functions f : Rd → C, which is made originally by

N. Wiener, The ergodic theorem, Duke Mathematical Journal 5 (1939), 1-18.

His purpose was to apply it to the ergodic theory.

However, recently, the Hardy-Littlewood maximal operator is used in many mathematical
contexts.

The first example is closely related to PDE.

Example 11.48. Let Iα be a fractional maximal operator given by

Iαf(x) =

∫
Rd

f(y)

|x− y|d−α
dy (x ∈ Rd)

for positive measurable function f : Rd → [0,∞]. Let 1 ≤ p < d

α
and define q so that

1

q
=

1

p
−α
d
.

Then Hedberg showed in 1972 that

Iαf(x) ≲Mf(x)
p
q ∥f∥Lp1−

p
q (x ∈ Rd).

The next example is from Fourier analysis and theory of function spaces.

Example 11.49. Let R > 0. Denote by S ′(Rd)B(R) the set of all elements f ∈ S ′(Rd) whose
Fourier transform is supported in the open ball B(R) = {y ∈ Rd : |y| < R}.

Then the Plancherel-Polya-Nikolskij theorem asserts that

sup
y∈Rd

|f(x− y)|
(1 +R|y|)n/η

≤ CM [|f |η](x)1/η

for η > 0. This theorem turns out to be important in conjunction with the theory of function
spaces.
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The next example is closely related to theory of probability.

Example 11.50. Let f ∈ L1
loc(Rd). Then consider

fj ≡
∑
m∈Zd

(∫
2−jm+[0,2−j)d

f(z)
dz

|2−jm+ [0, 2−j)d|

)
χ2−jm+[0,2−j)d .

Note that fj is obtained by the averaging procedure of f with respect to the dyadic grid
Dj = {2−jm+ [0, 2−j)d}m∈Zd . Then it is easy to show that

|fj | ≤ CMf

with constant independent of j and f .

This type of estimate is important when we consider the limit of fj as j →∞. The topic taken
up in this section is used and expanded in various directions. This part is devoted to making
more precise what was dealt in Part 0. In Section 12 we shall deal with the Hardy-Littlewood
maximal operators. Starting from the definitions and elementary properties, we collect some
auxiliary but important results : Covering lemmas play a crucial role everywhere in harmonic
analysis. Covering lemmas take many kind of forms and appear in the proofs. First we take
up the 5r-covering lemma. After building up a fundamental theory about Hardy-Littlewood
maximal operators, we shall make a view of covering lemmas and of how it is used. In Section
13 we shall present non-trivial examples, where the Hardy-Littlewood maximal operator plays
a powerful role.

12. Maximal operators

In this section we shall make a systematic treatment of the Hardy-Littlewood maximal
operators. As we have seen in Chapter 1, what lies behind the weak-(1, 1) boundedness is the
covering lemma like Lemma 1.4.

12.1. Definition of Hardy-Littlewood maximal operators and elementary properties.

For a Lebesgue measurable function f : Rd → R ∪ {±∞} or f : Rd → C define the centered
Hardy-Littlewood maximal operator by

(12.1) M ′f(x) = sup
r>0

1

|B(x, r)|

∫
B(x,r)

|f(y)| dy = sup
r>0

mB(x,r)(|f |) (x ∈ Rd).

Denote by B(x) the set of all open balls containing x. For a Lebesgue measurable function f
define the uncentered Hardy-Littlewood maximal operator by

Mf(x) = sup
B∈B(x)

1

|B|

∫
B

|f(z)|dz = sup
B∈B(x)

mB(|f |) (x ∈ Rd).

Definition 12.1. For a Lebesgue measurable function f : Rd → R ∪ {±∞} or f : Rd → C
define the centered Hardy-Littlewood maximal operator by

M ′f(x) = sup
r>0

1

|B(x, r)|

∫
B(x,r)

|f(y)| dy = sup
r>0

mB(x,r)(|f |).

Denote by B(x) the set of all open balls containing x. For a Lebesgue measurable function f
define the uncentered Hardy-Littlewood maximal operator by

(12.2) Mf(x) = sup
B∈B(x)

1

|B|

∫
B

|f(z)|dz = sup
B∈B(x)

mB(|f |).
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Here and below by “measurable function ” we mean a measurable function taking its value
in R ∪ {±∞} or C.

The following lemma is trivial but in more complicated situation we have to take into account
the difference between these Hardy-Littlewood maximal operators. Detailed readers can solve
exercises in 12.3.

Lemma 12.2. For any measurable function f we have

(12.3) M ′f(x) ≤Mf(x) (x ∈ Rd).

Exercise 116. Explain briefly why (12.3) holds.

We now prove the reverse estimate of (12.3).

Lemma 12.3. For any measurable function f we have

(12.4) Mf(x) ≤ 2dM ′f(x) (x ∈ Rd).

Proof. To prove (12.4) it is sufficient from the definition of sup defining Mf that we prove

(12.5) mB(|f |) ≤ 2dM ′f(x)

for any ball B containing x. Let B∗ = B(x, 2r(B)), a ball centered at x of radius 2r(B). Then
a geometric observation shows B∗ engulfs B. Since the volume of a ball B is proportional to
r(B)d, we conclude that

(12.6) |B∗| = 2d|B|.
Therefore, it follows that

mB(|f |) =
1

|B|

∫
B

|f(y)| dy ≤ 2d

|B∗|

∫
B∗
|f(y)| dy ≤ 2dmB∗(|f |) ≤ 2dM ′f(x),

proving (12.5). □

In order to discuss the measurability of the Hardy-Littlewood maximal functions, we recall
a terminology describing continuity of functions.

Definition 12.4. Let X be a topological space. A function f : X → R ∪ {∞} is said to be
lower semicontinuous, if the set

(12.7) {x ∈ X : f(x) > λ}
is open in X for every λ ∈ R.

Exercise 117. Explain why any lower semicontinuous function on Rd is Borel-measurable.

The following lemma ensures the measurability of the Hardy-Littlewood maximal operators.

Lemma 12.5. The Hardy-Littlewood operators M ′f,Mf are lower semicontinuous.

Exercise 118. Prove Lemma 12.5. Hint : Use continuity of integral, if necessary.

In view of these lemmas we are tempted to confuse these Hardy-Littlewood maximal opera-
tors and we do so. Unless it is not specified, there is no harm in confusing these guys.

Lemma 12.6 (Subadditivity of the Hardy-Littlewood maximal operators). Let f, g be mea-
surable functions and a ∈ K. Then we have

M [f + g](x) ≤Mf(x) +Mg(x), M [af ](x) = |a|Mf(x) (x ∈ Rd).

The same can be said for M ′.
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Exercise 119. Prove Lemma 12.6.

In functional analysis the boundedness of the operator is often of importance. A very simple
result is given below.

Theorem 12.7 (L∞(Rd)-boundedness of the Hardy-Littlewood maximal operator). For all
f ∈ L∞ ∥M ′f∥∞ ≤ ∥f∥∞.

Exercise 120. Prove Theorem 12.7, returning to the definition.

Exercise 121 (Translation and dilation invariance). Let a ∈ Rd and k ∈ R \ {0}. Then show
that

(12.8) M [f(· − a)](x) ≡Mf(x− a), M [f(k·)](x) ≡Mf(kx) (x ∈ Rd).

We calculate an indicator function of the unit ball in order that the reader can be familiar
with the definition.

Example 12.8. Here we consider d = 1. Define f := χ[−1,1]. Then a simple calculation gives
us

M ′f(t) = sup
r>0

∫
[t−r,t+r]

χ[−1,1](y) dy

2r
= sup

r>0

|[t− r, t+ r] ∩ [−1, 1]|
2r

= min

{
1,

2

1 + |t|

}
for t ∈ R, Thus, in particular, M ′f is not an L1(R)-function:∫ ∞

−∞
M ′f(t) dt =∞.

Thus we have to accept that M ′ does not send L1(R) function to L1(R).

Furthermore we have the following.

Proposition 12.9. Suppose that f is a nonzero measurable function. Then M ′f is never an
integrable function.

Proof. Fix a ball B(x, r) so large that K :=

∫
B(x,r)

|f(y)| dy > 0. By taking r sufficiently large

we may assume that x = 0.

A simple calculation similar to the above case leads us to the inequality

(12.9)
Krd

rd + |x|d
≲M ′f(x).

This disproves M ′f ∈ L1(Rd). □

12.2. 5r-covering lemma.

Motivated by the above example and Proposition 12.9, a question arises.

Problem 12.10. Where do M and M ′ send the L1(Rd) functions?

We try to answer this problem. Since (12.8) is almost the only example, where we can
calculate the exact value of the maximal operators, we need some indirect approaches.

The covering lemma is one of the basic tools in harmonic analysis. Although the statement
are referred to as a lemma, this lemma is one of the most important tools in harmonic analysis.
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Theorem 12.11 (5r-covering lemma). Let (X, d) be a metric space. Suppose we are given a
family of balls {B(xλ, rλ)}λ∈Λ with bounded diameter : Assume that R := sup

λ∈Λ
rλ < ∞. Then

we can take a disjoint subfamily of {B(xλ, rλ)}λ∈Λ0 such that

(12.10)
∪
λ∈Λ

B(xλ, rλ) ⊂
∪
λ∈Λ0

B(xλ, 5rλ).

Proof. Special case Assume first that

(12.11)
R

2
≤ inf
λ∈Λ

rλ ≤ R.

In this case the proof is easy and depends on the geometrical structure of Rd. The proof is
strict but very intuitive. We proceed in the following way. Take a maximal disjoint subfamily
{B(xλ, rλ)}λ∈Λ0 . This is the desired subfamily. In fact, if B(xλ, rλ) and B(xρ, rρ) meet (λ, ρ ∈
Λ), then by assumption (12.11) we have B(xρ, rρ) ⊂ B(xλ, 5rλ) and B(xλ, rλ) ⊂ B(xρ, 5rρ).
Thus any maximal disjoint subfamily satisfies the requirement of the theorem.

General case Let us remove the additional assumption (12.11). This procedure to pass to

the general case does not depend on the geometrical structure of Rd.

Let us define subfamilies of the balls inductively.

We define

(12.12) B1 :=

{
B(xλ, rλ) :

R

2
≤ rλ ≤ R.

}
.

Suppose that B1,B2, . . . ,Bk and Λ1,Λ2, . . . ,Λk are defined. We define Bk+1 as follows :

Bk+1 :=

B(xλ, rλ) :
R

2k+1
≤ rλ ≤

R

2k
and B(xλ, rλ) is not contained in

k∪
j=0

∪
B∈Λj

5B.

 .

It can happen that Bj , j ∈ N is empty. If Bk+1 is not empty, then we use the special case above

to obtain Λk+1 such that {Bλ}λ∈Λk+1
is disjoint and

∪
B∈Bk+1

B ⊂
∪

λ∈Λk+1

5Bλ. Suppose that

λ0 ∈ Λj0 and λ1 ∈ Λj1 with j0 < j1. Because Bλ1 is not contained in 5Bλ0 , Bλ1 ∩ Bλ0 ̸= ∅.

Therefore, if we set Λ0 =
∞∪
j=1

Λj , then {Bλ}λ∈Λ0 is disjoint.

Let λ ∈ Λ. Choose an integer j ∈ N so that
R

2j
≤ r(Bλ) ≤

R

2j−1
. Assume Bλ is not contained

in

j−1∪
k=1

∪
ρ∈Λk

5Bρ and j ≥ 2, then from the definition of Λj and Bj , we obtain Bλ ⊂
∪
ρ∈Λj

5Bρ.

Therefore, we obtain

(12.13) Bλ ⊂
j∪

k=1

∪
ρ∈Λk

5Bρ,

if j ≥ 2. The case when j = 1 can readily incorporated to (12.13) from the definition of Λ1 and
B1. As a consequence, the condition

(12.14)
∪
λ∈Λ

B(xλ, rλ) ⊂
∪
λ∈Λ0

B(xλ, 5rλ)

was achieved. □
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12.3. Weak-(1, 1) boundedness of the Hardy-Littlewood maximal operators.

In this subsection we will answer the question posed in beginning of this section.

Theorem 12.12 (Weak-(1,1) estimate). The Hardy-Littlewood maximal operator M ′ is weak-
(1, 1) bounded. More quantitatively, we have

(12.15) |{M ′f > λ}| ≤ 5d

λ

∫
Rd
|f(x)| dx

for all measurable functions f on Rd.

Proof. Fix λ > 0. We define Eλ = {Mf > λ}. For all x ∈ Eλ, by its definition there exists
rx > 0 such that

(12.16) mB(x,rx)(|f |) > λ.

By Theorem 12.11 there exist x1, x2, . . . such that

(12.17)
∪
x∈Eλ

B(x, rx) ⊂
∪
j

B(xj , 5rxj ) and {B(xj , rxj )}j is disjoint.

Using this covering {B(xj , 5rxj )}∞j=1, we have

(12.18) |Eλ| ≤

∣∣∣∣∣∣
∪
j

B(xj , 5rxj )

∣∣∣∣∣∣ ≤
∑
j

|B(xj , 5rxj )|.

If we invoke (12.16), then we have

(12.19) |Eλ| ≤
∑
j

5d

λ

∫
B(xj ,rxj )

|f(x)| dx ≤ 5d

λ

∫
Rd
|f(x)| dx.

This is the desired result. □

Exercise 122. Reexamine the proof of Theorem 12.12 to show that we are able to replace M ′

with M in the theorem.

Exercise 123. Let A := {Aλ}λ∈Λ be a family of subsets of a metric space (X, d). Then A is

disjoint, if and only if,
∑
λ∈Λ

χAλ ≤ 1.

Theorem 12.13 (Lp-boundedness of the Hardy-Littlewood maximal operator). Let 1 < p ≤
∞. Then

(12.20) ∥Mf∥p ≲p ∥f∥p
for all f ∈ Lp(Rd).

Proof. Let f ∈ Lp(Rd). Then we have

(12.21)

∫
Rd
Mf(x)p dx =

∫ ∞

0

p λp−1| {Mf > λ} | dλ = 2p
∫ ∞

0

p λp−1| {Mf > 2λ} | dλ.

Given λ > 0, we estimate the measure of the set {Mf > 2λ} at height λ. We now split f by
f1 + f2 with f1 := χ{|f |≤λ} · f and f2 := χ{|f |>λ} · f .

Then taking into account Mf1 ≤ λ, we obtain | {Mf > 2λ} | ≤ | {Mf2 > λ} |. Apply the
weak-(1, 1) inequality to obtain

(12.22) | {Mf2 > λ} | ≲ 1

λ

∫
Rd
|f2(x)| dx =

1

λ

∫
Rd
χ{(y,ρ)∈Rd+1

+ : |f(y)|>ρ}(x, λ)|f(x)| dx.
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If we put these observations together, then we have∫
Rd
Mf(x)p dx ≲

∫ ∞

0

λp−2

(∫
Rd
χ{(x,λ)∈Rd+1

+ : |f(x)|>λ}(x, λ)|f(x)| dx
)
dλ

=

∫∫
Rd+1

+

χ{(x,λ)∈Rd+1
+ : |f(x)|>λ}(x, λ)λ

p−2|f(x)| dx dλ

≃p
∫
Rd

(∫ ∞

0

χ{(x,λ)∈Rd+1
+ : |f(x)|>λ}(x, λ)λ

p−2|f(x)| dλ
)
dx

≃p
∫
Rd

(
|f(x)|

∫ |f(x)|

0

λp−2 dλ

)
dx

≃p
∫
Rd
|f(x)|p dx.

Therefore M is Lp(Rd)-bounded. □

The following theorem supplements the weak-(1, 1) boundedness.

Theorem 12.14 (Kolmogorov’s inequality). Suppose that (X,µ,B) is a finite measure space.
Let S be a weak-(1, 1) bounded operator, that is, there exists a constant M > 0 such that

(12.23) µ { |Sf | > λ } ≤ M

λ

∫
X

|f(x)| dµ(x)

for all f ∈ L1(µ). Then we have

(12.24)

∫
X

|Sfδ|dµ ≲M µ(X)1−δ∥f∥δL1(µ)

for all 0 < δ < 1.

For the proof it is convenient to establish the following beforehand.

Lemma 12.15. Let A,B > 0 and η1, η2 > 0. Then we have

(12.25)

∫ ∞

0

min(Aℓ−η1 , Bℓη2)
dℓ

ℓ
≃ A

η2
η1+η2 B

η1
η1+η2 .

Proof of Lemma 12.15. If we carry out the change of variables

(12.26)
A

B
ℓ = λ,

we obtain∫ ∞

0

min(Aℓ−η1 , Bℓη2)
dℓ

ℓ
≃ A

η2
η1+η2 B

η1
η1+η2

∫ ∞

0

min

((
A

B

) η1
η1+η2

ℓ−η1 ,

(
A

B

)− η2
η1+η2

ℓη2

)
dℓ

ℓ

≃ A
η2

η1+η2 B
η1

η1+η2

∫ ∞

0

min(λ−η1 , λη2)
dλ

λ

≃ A
η2

η1+η2 B
η1

η1+η2 .

This is the desired result. □

Proof of Theorem of 12.14. The proof is simple. The key idea is to apply (12.24) of the left-
hand side after writing the integral in question with the distribution formula. Our present
assertion (12.24) can be summarized as follows, if we take into account the finiteness of X.

(12.27) µ { |Sf | > λ} ≲ min

{
1

λ

∫
X

|f(x)|dµ(x), µ(X)

}
.
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Indeed, if we use (12.27) and Lemma 12.15, we obtain∫
|Sf(x)|δ dµ(x) =

∫ ∞

0

δ λδ−1µ { |Sf | > λ} dλ

≲δ
∫ ∞

0

λδ−1 min

{
1

λ

∫
X

|f(x)|dµ(x), µ(X)

}
dλ.

A direct calculation of the above integral of the most right-hand side shows∫
X

|Sf(x)|δ dµ(x) ≲δ µ(X)1−δ∥f∥δL1(µ).

This is the desired result. □

13. Applications and related topics

13.1. Density argument.

Here we give an important principle of harmonic analysis. Density argument in functional
analysis often means the Banach Steinhaus principle. But in harmonic analysis, the density
argument means the following theorem.

Theorem 13.1. Let I be an open interval containing 0 and let (X,B, µ) be a measure space.
Suppose that {Tt}t∈I is a family of the mapping from the set of measurable functions to mea-
surable functions. Let

(13.1) T̃ f(x) := sup
t∈I
|Ttf(x)| (x ∈ X).

Assume that the estimate, called the weak-Lp(µ) estimate,

(13.2)
∣∣∣{x ∈ X : T̃ f(x) > λ

}∣∣∣ ≲ 1

λp

∫
X

|f(x)|p dx

holds. Then

Y :=

f ∈ Lp(µ) : lim
t↓0
t∈I

Ttf(x) = f(x) µ-a.e.x ∈ X


Z :=

f ∈ Lp(µ) : lim
t↓0
t∈I

Ttf(x) exists µ-a.e.x ∈ X


are closed in Lp(µ).

Proof. For the proof we take sequence {fj}j∈N convergent to f in the Lp(µ)-topology. Then
we have to prove that
(13.3)

Ŷ :=

x ∈ X : lim sup
t↓0
t∈I

|Ttf(x)− f(x)| > 0

 , Ẑ :=

x ∈ X : lim sup
t,s↓0
t,s∈I

|Ttf(x)− Tsf(x)| > 0


have measure 0. By the monotonicity of the measure it suffices to prove
(13.4)

Ŷ :=

x ∈ X : lim sup
t↓0
t∈I

|Ttf(x)− f(x)| > ε

 , Ẑ :=

x ∈ X : lim sup
t,s↓0
t,s∈I

|Ttf(x)− Tsf(x)| > ε


have measure 0 for all ε > 0 instead of proving (13.3) directly.
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The proofs are similar, so that we will prove that Ỹ is not charged by µ.

Note that

{
x ∈ X : lim sup

t↓0
|Ttfj(x)− fj(x)| >

ε

2

}
= ∅, because fj ∈ Ỹ . As a consequence

we have {
x ∈ X : lim sup

t↓0
|Ttf(x)− f(x)| > ε

}

⊂

{
x ∈ X : lim sup

t↓0
|Tt(f − fj)(x)− (f − fj)(x)| >

ε

2

}
.

If we invoke our assumption (13.2), then we obtain

µ

{
x ∈ X : lim sup

t→0
|Ttf(x)− f(x)| > ε

}
≤ µ

{
x ∈ X : lim sup

t→0
|Tt(f − fj)(x)− (f − fj)(x)| >

ε

2

}
≲ 1

λp

∫
X

|f(x)− fj(x)|p dµ(x).

Tending j →∞ in the above inequality, we have

(13.5) µ

{
x ∈ X : lim sup

t→0
|Ttf(x)− f(x)| > ε

}
= 0.

This is the result that we wish to prove. □
Exercise 124. Show that µ(Z̃) = 0, where Z̃ is given by (13.4).

13.2. Application to the Lebesgue differentiation theorem. We prove Lebesgue’s differ-
ential theorem.

Theorem 13.2. For a locally integrable function f we have

(13.6) lim
r→0

1

|B(x, r)|

∫
B(x,r)

f(y) dy = lim
r→0

mB(x,r)(f) = f(x)

for almost every x ∈ Rd.

Exercise 125. Prove that, if f ∈ C, then (13.6) is true.

Proof. For the proof we may assume that f ∈ L1(Rd) by using the trunction. Let

(13.7) Trf(x) = mB(x,r)(f) (r > 0).

Since M is weak-(1, 1) and strong-(p, p), so is the maximal operator T̃ . Then we can use the
above theorem to conclude that the functions for which (13.6) holds form a closed subspace in
L1(Rd).

Thus, noticing that C(Rd) ∩ L1(Rd) is dense in L1(Rd), we have the desired result. □
Corollary 13.3. For a locally integrable function f we have

(13.8) |f(x)| ≤Mf(x) dx-almost everywhere.

Proof. Indeed, we have, for x ∈ Rd satisfying (13.6), that

(13.9) |f(x)| =
∣∣∣∣limr↓0 mB(x,r)(f)

∣∣∣∣ = lim
r↓0

∣∣mB(x,r)(f)
∣∣ ≤ lim sup

r↓0
mB(x,r)(|f |) ≤Mf(x).

Thus, the proof is complete. □
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Exercise 126.

(1) Suppose that we are given a finite collection of cubes Q1, Q2, · · · , QN . Then if we
relabel them, we can take L ≤ N to arrange that Q1, Q2, · · · , QL be disjoint and that
N∪
j=1

Qj ⊂
L∪
j=1

3Qj , where 3Qj denotes the triple of Qj .

(2) Show that |{Mf > λ}| ≤ 3d

λ
∥f∥1 for all f ∈ L1(Rd), where Mf is given by

(13.10) Mf(x) = sup
x∈Q :Q:cube

1

|Q|

∫
Q

|f(y)| dy.

(3) Let f ∈ L1(Rd). Then there exists a set E of measure 0 such that

(13.11) lim
Q→x

1

|Q|

∫
Q

f(y) dy = f(x)

holds for all x ∈ E. Here (13.11) means that for all ε > 0 there exists δ > 0 such that

(13.12)

∣∣∣∣ 1

|Q|

∫
Q

f(y) dy − f(x)
∣∣∣∣ < ε

whenever Q is a cube such that x ∈ Q and that ℓ(Q) < δ.
(4) Extend this result to the case when f ∈ L1

loc(Rd) in general.

Exercise 127. Let f : R → R be a locally integrable function. Assume that there exists a
constant L such that

(13.13)

∫ b

a

f(x) dx = L(b− a)

for all −∞ < a < b <∞. Then show that f(x) = L for a.e. x ∈ R.

Exercise 128. Let 1 ≤ p < ∞ and w, u : Rd → (0,∞) be measurable functions. We define
Lp(w) as follows :

(13.14) Lp(w) := {f : Rd → C : ∥f∥Lp(w) <∞},

where

(13.15) ∥f∥Lp(w) :=

(∫
Rd
|f(x)|p w(x) dx

) 1
p

.

We say that Lp(w) ⊂ Lp(u) if

(13.16) ∥f∥Lp(u) ≤ c0 ∥f∥Lp(w).

Show that Lp(w) ⊂ Lp(u), if and only if there exists a constant c1 > 0 such that u(x) ≤ c1 w(x)
for a.e. x ∈ Rd. Show as well that if this is the case, we can take c1 so that c0 = c1

1
p .

13.3. Application to the approximation to the unit.

We also consider an application for the approximation to the unit.

The notation below is valid only in this subsection. But it is frequently used in the book on
harmonic analysis.

Notation . For a function g on Rd, we set gt(x) :=
1

td
g
(x
t

)
for t > 0.



A HANDBOOK OF HARMONIC ANALYSIS 187

Proposition 13.4. Suppose that τ is a radial positive and integrable function on Rd. Assume
that ρ is a function satisfying

(13.17) ρ(|x|) = τ(x) for all x ∈ Rd, ρ is decreasing, τ ∈ L1(Rd).

Then we have and for all t > 0 that

(13.18) |τt ∗ f(x)| ≤ ∥τ∥1Mf(x).

for all f ∈ Lp(Rd), 1 ≤ p ≤ ∞.

By the monotone convergence theorem we may assume that ρ is a step function with the
same property as (13.17).

In this case we can write ρ =
d∑
j=1

aj · χB(Rj), where aj ≥ 0 and 0 < R1 < . . . < Rn. Using

this decomposition we have

|τt ∗ f(x)| ≤
d∑
j=1

aj
td

∫
B(tRj)

|f(x− y)| dy =
d∑
j=1

aj |B(Rj)| ·mB(x,tRj)(|f |)

If we majorize the average by the maximal operator then we obtain

|τt ∗ f(x)| ≤

 d∑
j=1

aj |B(Rj)|

 ·Mf(x) =

(∫
Rd
τ(y) dy

)
·Mf(x).

Thus we are done.

Corollary 13.5. Under the assumption of the above proposition we have

(13.19) lim
t→0

τt ∗ f(x) =
∫
Rd
τ(y) dy · f(x)

for almost all x ∈ Rd.

Proof. Apply Theorem 13.1 and Proposition 13.4, keeping in mind that the assertion is trivial
if f ∈ S(Rd). □

We now reconsider the Fourier transform of L1(Rd) functions.

Theorem 13.6. Assume that f ∈ L1(Rd) satisfies Ff ∈ L1(Rd). Then we have

(13.20) F−1(Ff)(x) = F(F−1)f(x) = f(x)

for almost all x ∈ Rd.

Proof. If f ∈ S(Rd), we have proved this assertion. The same proof holds. Reexamine the
proof of Theorem 7.9. Notice that the above corollary shows that the operation t→ 0 in (7.16)
is available. □

Exercise 129. Let 1 < p ≤ ∞. Suppose that u : Rd+1
+ → K is a harmonic extension of

f ∈ Lp(Rd). That is,

(13.21) u(x, t) = cd

∫
Rd

t

(|y|2 + t2)
d+1
2

f(x− y) dy.

Then show that u(x, t)→ f(x) for almost every x ∈ R.
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Lebesgue point of a function.

Theorem 13.7. Suppose that f is a locally integrable function on Rd. Then we have for almost
all x ∈ Rd.

(13.22) lim
r→0

1

rd

∫
B(x,r)

|f(x)− f(y)| dy = 0.

Proof. It is the same as Theorem 13.2. Recall the proof of Theorem 13.2. The same reasoning
can be used. □
Definition 13.8. A point for which (13.22) holds are called Lebesgue point of the function.

Exercise 130. Show that the assumption that f is locally integrable is absolutely necessary by
using Example 3.61.

Finally having proved the differentiation theorem, we prove (4.87), which was left open in
Chapter 3. Let us recall (4.87).

Proposition 13.9. Suppose that φ is a positive smooth function satisfying

(13.23) supp (φ) ⊂ B(1),

∫
φ(y) dy = 1.

Then, for all locally integrable functions f : Rd → C we have

(13.24) φt ∗ f(x) =
1

td

∫
Rd
φ
(y
t

)
f(x− y) dy → f(x) as t ↓ 0

for any Lebesgue point in x ∈ Rd. In particular, given a locally integrable function f , (13.24)
holds for almost all x ∈ Rd.

Proof. Indeed,

|φt ∗ f(x)− f(x)| ≤
1

td

∫
Rd
φ
(y
t

)
|f(x)− f(x− y)| dy ≤ ∥φ∥∞

td

∫
B(x,t)

|f(x)− f(x− y)| dy → 0

as t ↓ 0. □

Harmonic extension and the non-tangential limit. Let us now consider the Poisson equation on
the half space Rd+.

Proposition 13.10. Let Γ(x, t) :=
cd t

(|x|2 + t2)
n+1
2

, where cd is a normalization constant taken

so that

(13.25)

∫
Rd

Γ(x, t) dx = 1

for all t > 0. Given a function f : Rd → C, we define

(13.26) u(x, t) = uf (x, t) = Γ(∗, t) ∗ f(x) x ∈ Rd, t > 0

as long as it makes sense. Establish the following.

(1) Let 1 ≤ p ≤ ∞. Then ∥u∥Lp(Rd+1) ≤ ∥f∥Lp(Rd).
(2) Show that uuf (∗,t)(x, s) = uf (x, t+ s) t, s > 0, x ∈ Rd.
(3) Let 1 ≤ p <∞. Show that, for every f ∈ Lp(Rd), lim

t→0
u(·, t) = f in Lp(Rd).

(4) Show that, for every f ∈ BC(Rd), lim
t→0

u(∗, t) = f in BC(Rd).

(5) Let f ∈ Lp(Rd) with 1 ≤ p ≤ ∞. Show that u ∈ C∞(Rd+1
+ ).

(6) ∆u(x, t) = 0 on Rd+1
+ . Here ∆ is a Laplacian on Rd+1

+ .
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13.4. Dyadic maximal operator.

The CZ-decomposition is one of the key tools used in this book throughout.

Dyadic maximal operator.

In this subsection we define a dyadic maximal operator to investigate singular integral op-
erators. To define a dyadic maximal operator, we define dyadic cubes. Dyadic cube plays an
important role in harmonic analysis.

Definition 13.11. One defines the set of all dyadic cubes as

(13.27) Qd =
{
Q ⊂ Rd |Q =

[
k1
2j
,
k1 + 1

2j

)
× . . .×

[
kn
2j
,
kn + 1

2j

)
, k1, . . . , kn ∈ Z, j ∈ Z

}
.

It will be helpful to define the j-th generation of them.

(13.28) Qdj =
{
Q ⊂ Rd |Q =

[
k1
2j
,
k1 + 1

2j

)
× . . .×

[
kn
2j
,
kn + 1

2j

)
, k1, . . . , kn ∈ Z,

}
.

Exercise 131. Let d = 1. Then display the family Qd0 in the real line R.

The following lemma is almost trivial. But it is important.

Lemma 13.12. Suppose that Q,R ∈ Qd meet. Then we have either Q ⊂ R or R ⊂ Q.

Exercise 132. Below we shall sketch the proof of Lemma 13.12. Supply its details for d = 1.
Symmetry reduces the matter to two cases. Furthermore we can reduce one dimensional case.
Case 1 : l(Q) = l(R). In this case we have Q = R.
Case 2 : l(Q) < l(R). Then we have Q ⊊ R.

We define a dyadic maximal operator.

Definition 13.13. For a locally integrable function f , we set

Ejf(x) := Ej [f ](x) :=
∑
Q∈Qdj

mQ(f) · χQ(x)

Mdyadicf(x) := sup
j∈Z

Ej [ |f | ](x)

for x ∈ Rd. That is for a locally integrable function Ejf(x) is defined as a mean of f ∈ L1
loc(Rd)

over Q ∈ Qdj containing x.

Lemma 13.14. Suppose that f is an integrable function. Then we have

(13.29) lim
j→∞

Ejf(x) = 0.

Proof. Indeed,

(13.30) |Ejf(x)| ≤
1

2jd

∫
Rd
|f(y)| dy

for all j ∈ Z and x ∈ Rd. □

Theorem 13.15. Let f be a locally integrable function. Take λ > 0. Then there are disjoint
dyadic cubes Qj such that

(13.31) {x ∈ Rd : Mdyadicf(x) > λ} =
∪
j

Qj , λ ≤ mQj (|f |) ≤ 2dλ.
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Proof. For the proof we set Eλ = {Mdyadicf > λ}. By definition of the dyadic maximal operator

we have Eλ =
∪
j∈Z
{Ej [ |f | ] > λ}.

Note that there exists j∗ so that Ej [ |f | ](x) ≤ λ for all j ≤ j∗ by virtue of Lemma 13.14.
Thus, we can partition Eλ into a disjoint union :

(13.32) Eλ =
∪
j∈Z
{x ∈ Rd : Ej [ |f | ](x) > λ,Ek[ |f | ](x) ≤ λ for all k < j}.

By Lemma 13.12 we can partition

(13.33) {x ∈ Rd : Ej [ |f | ](x) > λ,Ek[ |f | ](x) ≤ λ for all k < j}
into a union of Qjm ∈ Qj with m = 1, 2, . . . , jM . If we rearrange Qjm’s, we can obtain a partition
of Eλ.

Eλ =
∑
j

Qj .

If x ∈ Qj = Qj0m, then we have

1

|Qj |

∫
Qj

|f(y)| dy = Ej0 |f |(x) > λ.

and denoting Q∗
j ∈ Qj0−1 by the unique dyadic cube containing Qj

1

|Q∗
j |

∫
Q∗
j

|f(y)| dy = Ej0−1|f |(x) ≤ λ.

The last formula implies that

1

2d|Qj |

∫
Qj

|f(y)| dy ≤ mQ∗
j
(|f |) = Ej−1|f |(x) ≤ λ.

Thus we have the desired results. □

Calderón-Zygmund decomposition.

Now we turn to the Calderón-Zygmund decomposition. We keep to the setting of Rd.

Theorem 13.16 ((dyadic) Calderón-Zygmund decomposition). Given an L1(Rd)-function f
and a positive constant λ, there exist dyadic cubes Qj and L1(Rd)-functions g, {bj}j with the
following properties.

(1) [Decomposition]

(13.34) f = g +
∑
j

bj .

(2) [Good part]

(L∞-estimate) |g(x)| ≤ 2dλ(13.35)

(L1-estimate)

∫
Rd
|g(x)| dx ≤

∫
Rd
|f(x)| dx.(13.36)

(3) [Bad part]

(13.37) moment condition

∫
Rd
bj(y) dy = 0.

(4) [Support condition]

(13.38) supp (bj) ⊂ Qj for all j.
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Proof. For the proof note that in the previous section we have taken a family of disjoint dyadic
cubes {Qj}j with

(13.39) λ ≤ 1

|Qj |

∫
Qj

|f(y)| dy ≤ 2dλ

and {
x ∈ Rd : Mdyadicf(x) > λ

}
=
∪
j

Qj .

We shall construct bj as follows : We put

(13.40) bj(x) := χQj (x)

(
f(x)− 1

|Qj |

∫
Qj

f(y) dy

)
.

Once we have defined the bj , g is determined automatically by

g := f −
∑
j

bj .

By the definitions of g and bj , (13.36) follows. All we have to verify is the formula (13.35).

Suppose that x ∈ Qj . In this case we have, by disjointness of {Qj}j ,

(13.41) g(x) =
1

|Qj |

∫
Qj

f(y) dy.

By (13.39) we have |g(x)| ≤ 2dλ.

Suppose instead that x /∈
∪
j Qj . In this case by Corollary 13.3 we have

(13.42) |g(x)| = |f(x)| ≤Mdyadicf(x) ≤ λ.

Thus all the requirements were verified. □

In the next corollary, we verify that the integrability property of f carries over to that of bj .

Corollary 13.17. Assume in addition that f ∈ L1(Rd) ∩ L2(Rd). Then each bj belongs to
L1(Rd) ∩ L2(Rd) and the convergence

(13.43) f = g +
∑
j

bj

takes place in L1(Rd) ∩ L2(Rd).

Proof. The good part g belongs to L1(Rd) ∩ L∞(Rd) and hence L1(Rd) ∩ L2(Rd). Once we
assume f ∈ L1(Rd)∩L2(Rd), disjointness of the support of the bj gives us bj ∈ L1(Rd)∩L2(Rd)
for each j and the desired convergence. □

We also have the local version of the above theorem. The construction being identical, we
leave the proof for the readers.

Exercise 133. Suppose that Q is a cube. Bisect Q to obtain 2d cubes. Let us name them

Q
(1)
1 , Q

(1)
2 , . . . , Q

(1)

2d
. Set

(13.44) Q(1) = {Q(1)
j : 1 ≤ j ≤ 2d}.

Now bisect each cube Q ∈ Q(1) to obtain Q
(2)
1 , Q

(2)
2 , . . . , Q

(2)

22d
. Set

(13.45) Q(2) := {Q(2)
j : 1 ≤ j ≤ 22d}.
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Repeat this procedure and then at the k-th stage we obtain 2kd cubes :

(13.46) Q
(k)
1 , Q

(k)
2 , . . . , Q

(k)

2kd

Set, as before,

(13.47) Q(j) := {Q(k)
j : 1 ≤ j ≤ 2kd}.

(1) We define the corresponding maximal operator

(13.48) MQ,dyadicf(x) = sup
j∈N

Ej [ |f | ](x),

where f is an integrable function on Q. Show that

(13.49) | {x ∈ Q : MQ,dyadicf(x) > λ} | ≤ 1

λ

∫
Q

|f(x)| dx.

(2) Mimic the proof of Theorem 13.16 to state and prove the analogue for Q.
(3) (After reading Section 23.) Given an integrable function f on Q, we define

(13.50) Ejf(x) =
∑

Q∈Q(j)

mQ(f) · χQ.

Describe Ej in terms of the conditional expectation of the probability space

(
Q,

dx

|Q|

)
.

Remark 13.18. Observe that the CZ-theory works if we replace dx with a Radon measure µ
satisfying the doubling condition

(13.51) µ(2Q) ≲ µ(Q)

for all cubes Q with positive µ-measure.

13.5. Other covering lemmas and some related exercises.

When the underlying measure is the Lebesgue measure, then analysis of maximal operator
is not so hard as we saw before. Several generalizations are also available, where the situations
are close to the model case of the Lebesgue measure.

So what happens, for example,

(1) on the graph ?
(2) on the Gauss measure setting ?

Here the Gauss measure is the weighted measure given by dγ = exp(−π|x|2) dx.

In general, when we consider such a thing, we need a covering lemma or stopping time. Here,
we employ a covering lemma.

A covering lemma is a tool with which to cover a set in an efficient way.

Here the word “efficient” varies according to the situation. In this section we state covering
lemmas used in harmonic analysis.

Besicovitch’s covering lemma. The results needed later is the following, called Besicovitch’s
covering lemma.

Theorem 13.19 (Besicovitch). Let {Bλ}λ∈Λ be a family of balls. Suppose the diameters of
balls {Bλ}λ∈Λ are bounded.

(13.52) R = sup
λ∈Λ

r(Bλ)
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Then there exists an integer N depending only on the dimension that has the following property :

We can pick N disjoint subfamilies

(13.53) G1,G2, . . . ,GN
so that, A, the set of centers of balls {Bλ}λ∈Λ belong to a ball in some Gj.

Proof. We may assume that A is bounded. We use the 5r-covering lemma to the family

(13.54) Λ∗
0 :=

{
λ : λ ∈ Λ, r(Bλ) >

9R

10

}
.

Then we obtain a countable family of balls {Bλ}λ∈Λ0 satisfying two conditions below :

(1)
∪
λ∈Λ∗

0

1

5
Bλ ⊂

∪
λ∈Λ0

Bλ,

(2)

{
1

5
Bλ

}
λ∈Λ0

is disjoint.

Since we assume A is bounded, ♯Λ0 is finite. Label and arrange {Bλ}λ∈Λ0 in numerical order :

Then we obtain a subfamily B1, B2, . . . , BN(1) of {Bλ}λ∈Λ such that
∪
λ∈Λ∗

0

1

5
Bλ ⊂

N(1)∪
j=1

Bλ and

that

{
1

5
Bj

}N(1)

j=1

is disjoint. This is the first generation of the balls.

Let A1 = A \
N(1)∪
j=1

Bλ and Λ∗∗
1 := {λ ∈ Λ : c(Bλ) ∈ A1}. Observe sup

λ∈Λ∗∗
1

r(Bλ) ≤
9R

10
. There-

fore, we are in the position of applying the above observation to {Bλ}Λ∗∗
1
. As a consequence

we can find BN(1)+1, BN(1)+1, . . . , BN(2) from {Bλ}Λ∗∗
1

with the following properties.

(1) If λ ∈ Λ satisfy r(Bλ) ≥
81R

100
, then there exists ρ ∈ Λ0 ∪ Λ1 so that c(Bλ) ∈ Bρ,

(2)
1

5
BN(1)+1,

1

5
BN(1)+1, . . . ,

1

5
BN(2) is disjoint.

Note that
1

5
Bj and

1

5
Bk are disjoint, if j ∈ Λ0 and k ∈ Λ1. Indeed, c(Bk), the center of Bk,

does not belong to Bj and
81

100
r(Bj) ≤ r(Bk) ≤

100

81
r(Bj). This is the second generation of

the balls.

Repeating this procedure we can find a sequence of balls {Bj}j∈J from {Bλ}λ∈Λ so that it
satisfies the following properties.

(1) J = {1, 2, . . . , j0} or J = N.
(2) If i, j ∈ J satisfies i < j, then r(Bj) ≤

10

9
r(Bi).

(3) A ⊂
∪
j∈J

Bj .

(4) lim
j→∞

r(Bj) = 0.

(5)

{
1

5
Bj

}
j∈J

is disjoint.
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Let k ∈ N. Then we set

(13.55) Ik := {j ∈ N : j < k, Bj ∩Bk ̸= ∅}, Kk := {j ∈ Ij : rj ≤ 3rk}.

Let j ∈ Kk. Then we have
9

10
rk ≤ rj ≤ 3rk, Since

{
1

5
Bj

}
j∈J

is disjoint, it follows that

Kk ≤ cd, where cd is a constant depending only on the dimension d.

Let j1, j2 ∈ Ik \Jk. If the generation of Bj1 and Bj2 are different, then Bj1 and Bj2 meet in a
point and c(Bj) lies sufficiently close to the boundary of Bj1 and Bj2 . A geometric observation
therefore shows the angle ∠c(Bj1)c(Bj)c(Bj2) ≥ θ0 > 0, where θ0 is an absolute constant
independent of the family and even of d !

For each j ∈ Ik \ Jk consider a point at which Bj and the segment c(Bj)c(Bk) meet. Then
the observation of the above paragraph says that such intersection points are torn apart. Even
from this observation, we see the number of generations to which balls in Ik \ Jk are bounded
by a number depending on d.

Of course for each generation the number of balls that can intersect Bk is also bounded by
a number depending on d. Therefore Ik \ Jk is majorized in number by a constant cd.

In view of this observation we conclude that the number of Ik is bounded by a constant
independent of k, say Md.

We define a mapping σ : N → {1, 2, . . . ,Md + 1} as follows : First we set σ(j) = j for
j ≤Md + 1. If j ≥Md + 2, then we define inductively

(13.56) σ(j) := min{l = 1, 2, . . . ,Md + 1 : Bj ∩Bm = ∅ for all m ∈ σ−1(l) with m ≤ j − 1}.
We remark that by the pigeon hole principle the set appearing in the above formula is not
empty. Thus, we have {{Bj}j∈σ−1(l)}Md+1

l=1 is the desired family. □
Exercise 134. Let µ be a Radon measure. We set

(13.57) Mµf(x) := sup
r>0

1

µ(B(x, r))

∫
B(x,r)

|f(y)| dµ(y).

Prove that

(13.58) µ{Mµf > λ} ≤ N

λ

∫
Rd
|f(x)| dµ(x),

where N is a covering constant in Theorem 13.19.

Exercise 135 (After solving Exercise 134). Generalize (13.6) to L1
loc(µ).

Modified Hardy-Littlewood maximal operator. The covering lemma below can be found in [424],
whose proof is omitted.

Theorem 13.20. Let (X, d) be a metric space. For all k > 1 there exists an integer N = Nk,
depending only on the dimension and k, that satisfies the following :

Let {B(xλ, rλ)}λ∈L be a family of balls in Euclidean space. Suppose that

(13.59) sup
λ∈L

rλ <∞.

Then we can take disjoint subfamilies

(13.60) {B(xρ, rρ)}ρ∈L1 , {B(xρ, rρ)}ρ∈L2 , . . . , {B(xρ, rρ)}ρ∈LN

such that
∪
λ∈L

B(xλ, rλ) ⊂
∪

j=1,...,N

∪
ρ∈Lj

B(xρ, krρ).
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Exercise 136. Admit Theorem 13.20. Suppose that we are given a Radon measure µ. Write Bx
for the set of all open balls containing x. Let k ≥ 1 and define

(13.61) M ′
k,µf(x) := sup

B=B(y,r)∈Bx

1

µ(k B)

∫
B(y,r)

|f(z)| dµ(z).

Prove that, for k > 1,

(13.62) µ{M ′
k,µf > λ} ≤ Nk

λ

∫
Rd
|f(z)| dµ(z).

In particular if µ satisfies the doubling condition, that is, there exists a constant c0 > 0 so that

(13.63) µ(B(x, 2r)) ≤ c0 µ(B(x, r)),

then we have

(13.64) µ{M ′
1,µf > λ} ≤ c0N

λ

∫
Rd
|f(z)| dµ(z).

Remark that the doubling condition was proposed initially by Coifman and Weiss [147].

1-dimensional case. In R we have a following wonderful covering lemma. Denote by I(R) the
set of all closed intervals in R.

Theorem 13.21 (1-dimensional case). Suppose that {Ij}j∈J is a family in I(R). Then there
exist J1, J2 ⊂ J such that

(13.65)
∪
j∈J

Ij ⊂
∪

j∈J1∪J2

Ij

and that {Ij}j∈Jk is disjoint (k = 1, 2).

Exercise 137. Imagine that we are given three intervals meeting at one point. Observe that
one of them is already covered by the remaining two intervals, so that we can delete it. With
this in mind, prove Theorem 13.21.

Exercise 138. Now suppose that we are given a Radon measure µ on R. Write It(R) for the
set of all open intervals containing t ∈ R. Define the uncentered Hardy-Littlewood maximal
operator associated with µ by

(13.66) Mµf(t) := sup
I∈It(R)

1

µ(I)

∫
I

|f(s)| dµ(s).

Keeping Theorem 13.21 in mind, prove that

(13.67) µ{Mµf > λ} ≤ 2

λ

∫
R
|f(s)| dµ(s).

Exercise 139. Assume further that µ = dx. By considering the sequence {χ(0,k−1)}k∈N prove
that we cannot replace 2 in (13.67) by any number strictly less than 2.

From this example, we see that d = 1 is a special case in harmonic analysis.

Exercise 140. Returning to the setting of Rd coming with a Radon measure µ = ex
2

dx. Show
that Nk in (13.62) blows up (tends to ∞) as k ↓ 1.
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5r-covering lemma revisited. Next we place ourselves in the setting of a separable metric mea-
sure space (X, d). Recall that a metric measure space (X, d) is said to be separable, if there
exists a countable dense subset X0.

Lemma 13.22 (A variant of 5r-covering lemma). Suppose we are given a family of N balls
{B(xj , rj)}Nj=1 in a metric space (X, d). Then we can extract a subfamily {B(xj , rj)}j∈A such
that

(1) {B(xj , rj)}j∈A is disjoint.

(2)

N∪
j=1

B(xj , rj) ⊂
∪
j∈A

B(xj , 3rj).

Exercise 141. Prove Lemma 13.22 by induction on ♯A.

Exercise 142. Envisage three situations in which we are given a metric measure space (X, d)
coming with a Radon measure µ.

Vitali’s covering lemma. We now take up Vitali’s covering lemma, which will be used to inves-
tigate that an increasing function on R is differentiable almost everywhere.

Definition 13.23 (Vitali covering). Let A be a set. A family of closed balls {Bλ}λ∈Λ is said
to be a Vitali covering. For all x ∈ A and ε > 0, there exists λ ∈ Λ such that x ∈ Bλ and
diam(Bλ) < ε.

Theorem 13.24 (Vitali). Let A be a measurable set and {Bλ}λ∈Λ be its Vitali covering. Then
there exists a disjoint subfamily {Bλ}λ∈Λ0 such that

(13.68)

∣∣∣∣∣A \ ∪
λ∈Λ0

Bλ

∣∣∣∣∣ = 0.

Proof. We can assume that A is bounded and that sup
λ∈Λ

diam(Bλ) ≤ 1.

Let λ1 ∈ Λ be taken so that

(13.69) diam(Bλ1) >
1

2
sup
λ∈Λ

diam(Bλ).

Suppose we have selected λ1, λ2, . . . , λk so that Bλ1 , Bλ2 , . . . , Bλk are disjoint. Then choose
λk+1 so that it fulfills the following conditions.

(1) Bλ meets A.
(2) Bλ1 , Bλ2 , . . . , Bλk+1

are disjoint.

(3) If Bλ intersects none of Bλ1 , Bλ2 , . . . , Bλk , then

diam(Bλ) ≤ 2diam(Bλk+1
).

Stop this procedure when the family Bλ1 , Bλ2 , . . . , Bλk engulfs A. In this way inductively we
have obtained a family of balls Bλ1 , Bλ2 , . . . , BλJ .

The proof is complete once we prove

(13.70) A \
N∪
j=1

Bλ1
⊂

J∪
j=N+1

5Bλj
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for all N ∈ N. Because we assume that A is bounded and each ball of the subfamily meets A.
Therefore, we obtain

(13.71) lim
N→∞

∣∣∣∣∣∣
J∪

j=N+1

5Bλj

∣∣∣∣∣∣→ 0,

proving

∣∣∣∣∣∣A \
∞∪
j=1

Bλ1

∣∣∣∣∣∣ = 0.

Suppose that x ∈ A \
N∪
j=1

Bλ1 . Then there exists λ ∈ Λ such that x ∈ Bλ and

(13.72) diam(Bλ) < min(diam(Bλ1), diam(Bλ2), . . . , diam(BλN ))

Since the subfamily is disjoint, there exists j ≥ N + 1 so that

(13.73) diam(Bλj ) <
1

4
diam(Bλ).

This implies Bλ intersects some ball Bλk with diam(Bλ) <
1

2
diam(Bλk). A geometric observa-

tion shows that Bλ ⊂ Bλk . □

Linderöf’s covering lemma. Next we take up Linderöf’s covering lemma.

Theorem 13.25 (Linderöf). Suppose that {Bλ}λ∈Λ is a family of balls in a separable metric
space (X, d). Then we have the union is already covered by a countable subfamily.

Proof. Suppose that X0 is a countable dense subset. Let x ∈
∪
λ∈Λ

Bλ. Then we can choose

rx > 0 so that

(13.74) x ∈ B(x, 2rx) ⊂ Bλ.

Since X0 is dense in X, we can pick px ∈ X0 so that d(x, px) < rx. Choose a rational number
qx ∈ Q between d(x, px) and rx. Then we have

(13.75) x ∈ B(x, qx) ⊂ B(x, 2rx) ⊂ Bλ.

Given x0 and q ∈ Q, choose λ(x0, q) so that B(x0, q) ⊂ Bλ(x0,q), if it is possible. Collect Bλ
such that λ = λ(x0, q) for some x0 ∈ X0 and q ∈ Q. This is the desired family. □

Whitney covering lemma. Suppose that F is a non-empty closed set and O = F c is its comple-
ment. We can “cover” O by a collection of balls that are essentially disjoint, and whose sizes
are comparable to their distances from the set F .

In the general setting we consider here, things are not quite as elegant and we need to begin
by fixing a pair of positive constants c∗ and c∗∗ (with 1 < c∗ < c∗∗), which will not depend
on the particular set F under consideration. Using them, for any ball B we define the balls
B∗ := c∗B and B∗∗ = c∗∗B.

Theorem 13.26 (Whitney covering lemma). Given F , a closed non-empty set, there exists a
collection of balls

(13.76) B1, B2, . . . , Bk, . . .
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so that

(13.77) χO ≤
∞∑
j=1

χBj ≤
∞∑
j=1

χB∗
j
≤ N χO, B

∗∗
j ∩ F ̸= ∅ for all j ∈ N.

Proof. Let us consider Bx = B(x,
√
c∗c∗∗dist(x, F )) for each x ∈ O. Set B = {Bx}x∈O. Choose

a maximal collection {Bj}j∈N ⊂ B satisfying

(13.78)
1

3
Bj ∩

1

3
Bk = ∅.

We claim that

(13.79) χO ≤
∞∑
j=1

χBj .

Indeed, let x ∈ O. Then there exists j ∈ N such that δBx ∩ δBj ̸= ∅ from the maximality. In
this case, we have

(13.80) dist(x, F ) +
1

3
dist(x, F ) +

1

3
dist(c(Bj), F ) < dist(c(Bj), F ),

which gives us

(13.81) dist(x, F ) < 2dist(c(Bj), F ).

We also have

(13.82) |x− c(Bj)| <
1

3
(dist(x, F ) + dist(c(Bj), F )) < dist(c(Bj), F )).

Meanwhile the pointwise estimate

(13.83)

∞∑
j=1

χB∗
j
≤ N χO

is a direct consequence that dist(Bj , F ) ≃ c(Bj). □

Exercise 143. Let Ω be an open set in Rd. Assume that Ω is a proper subset of Rd. Show that
there exists a smooth function D : Ω→ R such that

(13.84) D(x) ≃ d(x), sup
x∈Ω

d(x)|α|−1|∂αD(x)| <∞

for all α ∈ N0
d, where d(x) = dist(x,Rd \ Ω).

13.6. Non-tangential maximal operator.

Definition.

Let F : Rd+1
+ → C be a function (which is not always measurable) and a > 0.

Set the cone of aperture a by

(13.85) Γa(x) := {(y, t) ∈ Rd+1
+ : |x− y| < at}.

For simplicity we write Γ(x) := Γa(x).

We set the non-tangential maximal function F ∗
a by

(13.86) F ∗
a (x) := sup

(y,t)∈Γa(x)

|F (y, t)|.

We abbreviate F ∗
1 (x) to F

∗(x).
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Lemma 13.27. Let a > 0. Suppose that F is a complex valued function on Rd+1. Then F ∗
a is

upper-semicontinuous. That is, for all λ > 0 we have

(13.87) Oλ := {F ∗
a > λ}

is an open set. In particular F ∗
a is measurable.

Proof. Let x ∈ Oλ. Then there exists (y, t) ∈ Γa(x) such that

(13.88) |F (y, t)| > λ.

We write down (y, t) ∈ Γa(x) explicitly : |x− y| < at. If x′ ∈ Rd satisfies

(13.89) |x′ − x| < at− |x− y|,
then we have |x′ − y| < at. Thus we obtain B(y, at) ⊂ Oλ. □

γ-density point.

Definition 13.28. Let A be a closed subset on Rd. A point x ∈ Rd has global γ-density with
respect to A, if

(13.90)
|B(x, r) ∩A|
|B(x, r)|

≥ γ

for all r > 0.

Let A∗ be the points of global γ-density with respect to A ; then A∗ is closed. Indeed, by
Lebesgue’s convergence theorem, we see lim

y→x
|B(y, r)∩A| = |B(x, r)∩A|, which shows that A∗

is closed.

We can say that A does not have global γ-density with respect to A, if

(13.91)
|B(x, r) ∩Ac|
|B(x, r)|

> 1− γ.

Thus, if we set O = Ac and O∗ = (A∗)c, then we have O∗ := {M [χO] > 1− γ}.

By virtue of the weak-(1, 1) property of the Hardy-Littlewood maximal operator M , we
obtain

(13.92) |O∗| = | {M [χO] > 1− γ} | ≲ |O|
1− γ

.

The following lemma ensures us that it does not count what value we take for the aperture.

Theorem 13.29. Let a ≥ b > 0. Then

(13.93) | {F ∗
a > α} | ≲d (1 + ab−1)d | {F ∗

b > α} |
for all α > 0. In particular, we have

(13.94)

∫
Rd
F ∗
b (x)

p dx ≤
∫
Rd
F ∗
a (x)

p dx ≲d (1 + ab−1)d
∫
Rd
F ∗
b (x)

p dx.

Proof. We let O = {F ∗
b > α} and show that {F ∗

a > α} is contained in the complement of the
set of points of global γ-density of A := Oc, provided we take γ slightly less than 1. Indeed,
suppose F ∗

a (x) > α for a given x. Then there exists (y, t) ∈ Γa(x) with |F (y, t)| > α. Now
B(y, bt) ⊂ O, therefore O ∩B(x, a+ b) ⊃ B(y, bt) and

(13.95)
|O ∩B(x, a+ b)|
|B(x, a+ b)|

≥ bd

(b+ a)d
.
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Thus

(13.96)
|A ∩B(x, a+ b)|
|B(x, a+ b)|

≤ 1− bd

(b+ a)d
,

and x /∈ A if γ = 1 − bd

2(b+ a)d
. Therefore by the weak-(1, 1) boundedness of the Hardy-

Littlewood maximal operator

(13.97) | {F ∗
a > α} | ≤ |(A∗)c| ≲ |Ac| = | {F ∗

b > α} |.
The proof of the theorem is now complete. □

Carleson measure. In connection with the non-tangential maximal operator, we consider the
Carleson measure.

Definition 13.30.

(1) Let B be a ball in Rd. Then define

(13.98) B̃ := B × (0, r(B)) ⊂ Rd+1
+ .

The set B̃ is called the Carleson box of B.
(2) A measure ν : Rd+1

+ is said to be a Carleson measure, if there exists a constant c > 0

such that ν(B̃) ≤ c |B|. The smallest admissible value of c is called the Carleson
constant and is denoted by ∥ν∥Carleson.

Theorem 13.31. Let O be an open set in Rd. If we define

(13.99) Õ := {(x, t) ∈ Rd+1
+ : B(x, t) ⊂ O},

then we have

(13.100) ν(Õ) ≤ 3d ∥ν∥Carleson|O|.

Proof. Let us consider

(13.101) ÕR := {(x, t) ∈ Rd × (0, R) : B(x, t) ⊂ O}
for R > 0. In view of separability of Rd×(0, R) we can find a countable sequence {B(xj , rj)}∞j=1

of balls such that

(13.102) ÕR =
∞∪
j=1

˜B(xj , rj), rj ≤ R.

Let N be fixed. Then by the 5r-covering lemma, we have

(13.103)
N∪
j=1

˜B(xj , rj) ⊂
MN∪
k=1

˜B(xjNk , 3rjNk ),

MN∪
k=1

χB(x
jN
k
,r
jN
k

) ≤ 1

for some sequence 1 ≤ jN1 ≤ jN2 ≤ · · · ≤ jNMN
≤ N . With the help of this covering, we obtain

ν

 N∪
j=1

˜B(xj , rj)

 ≤ ν(MN∪
k=1

˜B(xjNk , 3rjNk )

)

≤
MN∑
k=1

ν( ˜B(xjNk , 3rjNk ))

≤ ∥ν∥Carleson

MN∑
k=1

|B(xjNk , 3rjNk )|

≤ 3d∥ν∥Carleson|O|.
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This is the desired result. □

Recall that Γ(x) = Γ1(x) = {(y, t) : |x− y| < t} ⊂ Rd+1
+ for x ∈ Rd.

Proposition 13.32 (Carleson embedding). Let ν be a Carleson measure on Rd+1
+ . Then for

every positive Borel measurable function F we have

(13.104)

∫
Rd+1

+

F (x, t) dν(x, t) ≤ 3d∥ν∥Carleson

∫
Rd

(
sup

(y,t)∈Γ(x)

F (y, t)

)
dx.

Proof. We write F ∗(x) := sup
(y,t)∈Γ(x)

F (y, t). By the distribution formula we have

∫
Rd+1

+

F (x, t) dν(x, t) =

∫ ∞

0

ν{(x, t) ∈ Rd+1
+ : F (x, t) > λ} dλ.(13.105)

If we set O = {F ∗ > λ} ⊂ Rd, then it follows immediately from the definition of F ∗ that O is
an open set. Furthermore we have

(13.106)
{
(y, t) ∈ Rd+1

+ : F (y, t) > λ
}
⊂ Õ.

Indeed, let F (y, t) > λ. In order to show that (y, t) ∈ Õ, we need to prove B(y, t) ⊂ O. Let
z ∈ B(y, t), that is, (y, t) ∈ Γ(z). Then we have

(13.107) F ∗(z) = sup
(w,s)∈Γ(z)

F (w, s) > F (y, t).

As a result, we have B(y, t) ⊂ O, or equivalently, (y, t) ∈ Õ, proving (13.106).

From (13.106), we deduce

(13.108) ν
{
(y, t) ∈ Rd+1

+ : F (y, t) > λ
}
≤

∣∣∣∣∣
{

sup
(y,t)∈Γ(x)

F (y, t) > λ

}∣∣∣∣∣ ≤ 3d∥ν∥Carleson|O|.

If we insert (13.108) to (13.105), then we obtain the desired result. □

Corollary 13.33. Suppose that ν is a Carleson measure Assume that φ : Rd → R is an
integrable function such that, for all x ∈ Rd, the estimate |φ(x)| ≤ (1+ |x|)−d−ε holds for some
ε > 0. Set φt := t−dφ(·/t) for t > 0. If 1 < p <∞, then

(13.109)

∫
Rd+1

+

|φt ∗ f(x)|p dν(x, t) ≲d,p,ε ∥ν∥Carleson

∫
Rd
|f(x)|p dx.

Proof. We let F (x, t) = sup
(y,t)∈Γ(x)

|φt ∗ f(y)|. We deduce a pointwise estimate F (x) ≲ε Mf(x)

from Proposition 13.32. Consequently, we obtain (13.109) by the Lp(Rd)-boundedness of the
Hardy-Littlewood maximal operator M ; more precisely,∫

Rd+1
+

|φt ∗ f(x)|p dν(x, t) ≤ 3d∥ν∥Carleson

∫
Rd+1

+

sup
(y,t)∈Γ(x)

|φt ∗ f(y)|p dν(x, t)

≲ ∥ν∥Carleson

∫
Rd+1

+

Mf(x)p dν(x, t)

≲ ∥ν∥Carleson

∫
Rd
|f(x)|p dx,

proving (13.109). □
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Notes and references for Chapter 7. This chapter contains elementary theorems for maximal
operators. The author has referred to [10, 16, 57, 58].

As for the interpolation technique used in this book, we refer to [113, 116] for more infor-
mation. Caldeón-considered the interpolation functors in [111].

Section 12. Theorem 12.7

Theorem 12.11

The theory of the Hardy-Littlewood maximal operator in particular Theorems 12.12 and
12.13 goes back to the paper by G. Hardy and J. Littlewood [227] and by Wiener [494] in 1930,
where they placed themselves in the periodic setting. G. Hardy and J. Littlewood considered
the case when n = 1 and N. Wiener generalized the result to the higher dimensional case. See
[471] for a good account of the history of the Hardy-Littlewood maximal operator.

As we have seen in Theorem 12.13, the Lp(Rd)-norm of the uncentered ball maximal operator
was less than

(13.110)

(
p · 2p · 3d

p− 1

) 1
p

, 1 < p <∞.

As for the Lp(Rd)-bounds of the centered maximal operator M ′, given by (12.1), more can be
said : In [460] Stein established that there exists a constant cp independent of d such that

(13.111) ∥M ′f ∥p ≤ cp ∥ f ∥p
where M now denotes the centered ball maximal operator.

Let us now consider the weak-(1, 1) estimates. In general we denote by MB the maximal
operator with respect to an open, convex and symmetric set B in Rd. The precise definition is

(13.112) MBf(x) = sup
r>0

1

|r B|

∫
r B

|f(x− y)| dy.

In [457] Stein showed that

(13.113) ∥ {MBf > λ} ∥ ≲ d log d

λ
∥ f ∥1,

where the implicit constant in ≲ is independent of d.

There are a huge amount of results on the size of the constants in Theorems 12.12, 12.13.
Let us set

αM ′ := sup{|{M ′f > 1 }| : ∥f∥1 = 1}
αM := sup{|{Mf > 1 }| : ∥f∥1 = 1}

βp,M ′ := sup{∥M ′f∥p : ∥f∥p = 1}
βp,M := sup{∥M ′f∥p : ∥f∥p = 1}

for 1 < p < ∞. A naive estimate is that 1 < αM ′ ≤ αM ≤ 2dαM ′ < ∞ and 1 < βp,M ′ ≤
βp,M ≤ 2dβp,M ′ <∞ for 1 < p <∞. However, we can say even more.

Carlesson proved that αM ′ ≤ 2d [132]. If d = 1, Melas proved that

(13.114) αM ′ =
11 +

√
61

12
.

For related results we refer to [78]. The key to the proof of the weak-(1, 1) boundedness is that
we discretize the L1(Rd)-functions. This technique is firstly taken up in [340]. This technique
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yields interesting inequalities. For example, Menarguez and Torrea proved

(13.115)

∣∣∣∣∣∣
x ∈ R :

∣∣∣∣∣∣
N∑
k=1

∑
j∈Z

bjk e
ijx

x− aj

∣∣∣∣∣∣ > λ


∣∣∣∣∣∣ ≤ C

λ

N∑
k=1

∑
j∈Z
|bjk|

for λ > 0 and b1, b2, . . . , bk ∈ C [341]. For the related result we refer to [318], where Loomis

proved that the inequality in (13.115) can be replaced by equality if j = 0 and bjk = δj0 for all
k = 1, 2, . . . , N and j ∈ Z.

As for the non-homogeneous space, we refer to [471]. Grafakos and Smith established that
βp,M is a solution to the following equation

(13.116) (p− 1)βp,M
p − pβp,Mp−1 − 1 = 0,

if d = 1.

See [26, 211] for the one sided Hardy-Littlewood maximal operators given by

Mrf(t) := sup
r>0

1

r

∫ t+r

t

|f(s)| ds

M lf(t) := sup
r>0

1

r

∫ t

t−r
|f(s)| ds

for t ∈ R.

Theorem 12.14

Section 12.3. We refer to [374, 424, 471, 474] for discussions of the boundedness of the Hardy-
Littlewood maximal operators on nonhomogeneous spaces.

Section 13. Theorem 13.1

Using the culmination of our work, we can prove the differential theorem with ease. For
different approach of Theorem 13.2 we refer to [69], for example.

Proposition 13.4 is due to Stein.

Theorem 13.6

Theorem 13.7

Theorem 13.15

Theorem 13.16

Theorem 13.19

Theorem 13.20

Theorem 13.21

Theorem 13.24

Theorem 13.25

Exercise 143 was from

Whitney used Theorem 13.26 in [492]. He used it to investigate the differential properties of
functions.
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Theorem 13.29

Theorem 13.31
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Part 8. Singular integral operators

In this part, which is another heart of this book as well as Chapter 7, we take up singular

integral operators. Suppose that f ∈ L1(Rd). Then the operator Tg(x) :=

∫
Rd
f(x− y)g(y) dy

is Lp(Rd)-bounded for all 1 ≤ p ≤ ∞ by virtue of Hausdorff-Young inequality (4.82). However,
what happens if we remove the assumption f ∈ L1(Rd). In many aspects in harmonic analysis,
it can often happen that the kernel is not an L1(Rd)-function.

Sections 14–17 are devoted to the singular integral operators. If we change our viewpoint,
the Hausdorff Young inequality shows that the convolution operator f → g ∗ f is a bounded
operator provided g enjoys nice integrability. However, what is amazing is that the boundedness
is still available, if g is not sufficiently integrable. We shall take full advantage of the cancellation
property of the integral kernel g. The Hilbert transform is a prototype of such “singular” integral
operators which we shall take up in Section 14. After investigating the Hilbert transform, we
intend to extend our result to the Riesz transform. The Riesz transform is one of the key
singular integral operators used in partial differential equations such as Navier-Stokes equations.
When we convert partial differential equations into the integral form, the Riesz transform
often comes into play. In Section 16 we re-examine the proof of the boundedness of singular
integral operators and we sharpen the assumption. This refinement of our results are essential
for our later applications. The Calderön-Zygmund theory is a theory of (especially) singular
integral operators and their maximal operators such as wavelet theory and so on. The crux
is to decompose the functions into “good” part and “bad” part. The good part belongs to
L1(Rd) ∩ L∞(Rd) and hence it could not be nicer, while the bad part is decomposed further
into a countable sum of “not so bad ” functions. In Section 17 we consider another type of
singular integral operators called fractional integral operators and we discuss the difference
between the Hilbert transform and the fractional integral operators.

14. Hilbert transform

As we saw in Section 1, the Hilbert transform on the torus was a key tool for the theory of
convergence of Fourier series. The aim of Section 14 is to prove the following theorem about
the Hilbert transform. Therefore, throughout Section 14, we place ourselves in the real line R.

Theorem 14.1. Let f ∈ Lp(R) with 1 ≤ p <∞.

(1) The limit

(14.1) Hf(t) :=
1

π
lim
ε↓0

∫
|u|>ε

f(t− u)
u

du

exists for almost all t ∈ R.
(2) If p = 2, then we have ∥Hf∥2 = ∥f∥2.
(3) If 1 < p <∞, then ∥Hf∥p ≤p ∥f∥p for all f ∈ Lp(R).
(4) If p = 1, then

(14.2) | { |Hf | > λ} | ≲ 1

λ
∥f∥1

for all λ ∈ R.

The transform (14.1) is called the Hilbert transform.
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The mapping f 7→ Hf is called Hilbert transform (on the real line) and it is a prototype of
singular integral operators. The proof of this theorem is long and it has a long history. Here
we content ourselves with giving the detailed proof apart from historical remarks. Before we
investigate the properties of the operator H, let us make it clear what space H acts on. Denote
by Meas the set of all measurable functions modulo the almost everywhere equivalence with
respect to the Lebesgue measure.

In this chapter we always place ourselves in the setting of R coming with the Lebesgue
measure dt. Therefore, the measure is sometimes omitted.

Given a set of finite measure E, a measurable function f defined on E and λ > 0, we define

(14.3) pλ,E(f) := |E ∩ { |f | > λ} |.
Recall that Meas is the set of all measurable functions on R. We equip Meas with a topology
generated by {pλ,E}, where λ runs over all positive real numbers and E over the set of all
subsets of finite measures. Then we can regard Lp(R), 1 ≤ p ≤ ∞ at least as a subset of Meas,
which we do not allude to in what follows.

In view of the definition of the Hilbert transform, it is natural to define its truncation:

(14.4) Hεf(t) =

∫
|u|>ε

f(t− u)
u

du (ε > 0)

for f ∈ Lp(R) with 1 ≤ p <∞. Of course this integral exists for all t ∈ R.

Example 14.2. Let f = χ[−1,1] and ε < 1. Then we have

Hεf(t) =

∫
|u|>ε, |t−u|<1

du

u

=

∫
u>ε, t−1<u<t+1

du

u
+

∫
u<−ε, t−1<u<t+1

du

u

=

∫
max(ε,t−1)<u<t+1

du

u
+

∫
t−1<u<min(t+1,−ε)

du

u
.

Note that the first integral is not zero only when ε < t+1. Similarly, the second integral is not
zero only when t− 1 < −ε. Thus,

Hεf(t) = χ(ε−1,∞)(t) log
t+ 1

max(ε, t− 1)
+ χ(−∞,1−ε)(t) log

min(t+ 1,−ε)
t− 1

(t ∈ R).

Letting ε ↓ 0, then we have

Hf(t) = χ(−1,∞)(t) log
t+ 1

max(0, t− 1)
+ χ(−∞,1)(t) log

min(t+ 1, 0)

t− 1
(t ∈ R).

When t > 2, then the above calculation shows

Hf(t) = log
t+ 1

t− 1
∼ t−1,

Thus, Hf /∈ L1(R).

Sometimes it is convenient to use the smooth truncation. That is, let η : R→ R be an even
function such that

(14.5) χR\[−2,2] ≤ η ≤ χR\[−1,1].

Then define the smooth truncation of the Hilbert transform by

(14.6) H̃εf(t) =

∫
R
η

(
t

ε

)
f(t− u)

u
du.

As for these two truncated Hilbert transforms, we have the following.
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Lemma 14.3. Let f ∈
∪

1≤p<∞

Lp(R) and ε > 0. Then

(14.7) |H̃εf(t)−Hεf(t)| ≲Mf(t)

for all t ∈ R. Here the implicit constant does not depend on ε.

Proof. Indeed, by the triangle inequality, we obtain

|H̃εf(t)−Hεf(t)| =
∫
ε<|u|<2ε

(
1− η

(
t

ε

))
|f(t− u)|
|u|

du ≤ 1

ε

∫
ε<|u|<2ε

|f(t− u)| du ≲Mf(t),

proving the lemma. □

In view of Lemma 14.3, we see that the two operators Hε and H̃ε are equivalent: Suppose
that we have proved

(14.8) ∥H̃εf∥p ≲p ∥f∥p, f ∈ Lp(R)

for all 1 < p <∞. Then by virtue of the pointwise estimate (14.7) it follows that

(14.9) ∥Hεf∥p ≲p ∥f∥p, f ∈ Lp(R)

for all 1 < p <∞. Conversely (14.9) implies (14.8).

14.1. Strong-(2, 2) estimate.

Keeping the above observations in mind, let us begin with the simplest case:

Assume p = 2.

Let aε(t) :=
1

πt
χ(−∞,−ε)∪(ε,∞)(t). Since Hε is a convolution operator generated by aε, it

suffices to deal with its Fourier transform and investigate its L∞(R)-norm.

Lemma 14.4. There exists M > 0 such that

(14.10) |Faε(τ)| ≤M

for all τ ∈ R and ε > 0.

Proof. Observe that

(14.11) aε · χ[−R,R] → aε

in the topology of S ′(Rd). Taking this into account, we write the Fourier transform out in full :
(14.12)

Faε(τ) =
√

1

2π
lim
R→∞

∫
(−R,−ε)∪(ε,R)

eiuτ

u
du =

√
2

π
lim
R→∞

∫ R

ε

sinuτ

u
du =

√
2

π

∫ ∞

ε

sinuτ

u
du.

Recall that a ∈ R 7→
∫ a

0

sinuτ

u
du is bounded. Here it will be understood that

(14.13)

∫ ∞

ε

sinuτ

u
du = lim

R→∞

∫ R

ε

sinuτ

u
du,

although the integral does not converge absolutely. Therefore, the assertion is immediate. □
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Theorem 14.5. Let ε > 0. Then

(14.14) ∥Hεf∥2 ≲ ∥f∥2
for all f ∈ L2(R). Furthermore, if f ∈ S(Rd)(R), then the limit lim

ε↓0
Hεf(t) = Hf(t) exists for

all t ∈ R and we have

(14.15) ∥Hf∥2 = ∥f∥2 for all f ∈ S(Rd)(R).

Proof. To prove the first assertion, we may assume that f ∈ S(Rd)(R). Once we assume
f ∈ S(Rd)(R), the assertion is immediate by the Plancherel theorem and Lemma 14.4. To

obtain the second assertion, we remark that p.v.
1

t
∈ S ′(Rd)(R). Therefore, the existence of the

limit is clear. Reexamine the calculation of the proof of Lemma 14.4. Then we see that
(14.16)

Hf(t) = lim
ε↓0

Hεf(t) = lim
ε↓0
F−1
τ

(
2i

π

∫ ∞

ε

sinuτ

u
du · Ff(τ)

)
(t) = iF−1

τ (sgn · Ff(τ))(t),

where F−1
τ denotes the Fourier transform with respect to the variable τ and the convergence

takes place in the L2(R)-topology as well as we have the pointwise convergence. In view of this
equality, we conclude (14.15). □

14.2. Weak-(1, 1) estimate.

The key tool for the proof of the boundedness of the singular integral operators is the CZ-
decomposition.

Weak-(1, 1) boundedness. With the Calderón-Zygmund decomposition in mind, let us state the
weak-(1, 1) boundedness.

Theorem 14.6 (Kolmogorov). The following inequality holds:

(14.17) | {t ∈ R : |Hεf(t)| > λ} | ≲ 1

λ
∥f∥1,

where the implicit constant in ≲ are independent of f and ε.

Proof. Form the Calderón-Zygmund decomposition of f at height λ. Then we obtain a sequence
of disjoint dyadic cubes {Qj}j , L1(R) ∩ L∞(R)-function g and a sequence of L1(R) ∩ L2(R)-
functions {bj}j satisfying the five conditions listed below :

(1) |g(t)| ≤ λ, (2)
∫
R
|g(t)| dt ≤ 2

∫
R
|f(t)| dt,

(3) supp (bj) ⊂ Qj , (4)
∫
R
bj(t) dt = 0, (5)

∑
j

|Qj | ≤
1

λ
.

Here, for the sake of simplicity we set b := f − g. We first decompose

(14.18) | { |Hεf | > λ} | ≤ | { |Hεg| > λ/2} |+ | { |Hεb| > λ/2} |.

The good part is easy to estimate. Now that we established the L2(R)-boundedness of H, we
have ∣∣∣∣{t ∈ R : |Hεg(t)| >

λ

2

}∣∣∣∣ ≤ 4

λ2

∫
R
|Hεg(t)|2 dt ≲

1

λ2

∫
R
|g(t)|2 dt.

By virtue of (1), we obtain∣∣∣∣{t ∈ R : |Hεg(t)| >
λ

2

}∣∣∣∣ ≲ 1

λ

∫
R
|g(t)| dt ≲ 1

λ

∫
R
|f(t)| dt.
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To obtain this estimate, we used the Chebychev inequality for the first inequality. The sec-
ond inequality holds by virtue of the L2(R)-boundedness of the Hilbert transform H. The
remaining inequality can be obtained by the properties (1) and (2) of the Calderón-Zygmund
decomposition. We turn to the “bad part”. First, we delete the influence of cubes. Speaking
precisely, we proceed

(14.19) | { |Hεb| > λ/2} | ≤ (2d)d
∑
j

|Qj |+

∣∣∣∣∣∣
R \

∪
j

2dQj

∩{
|Hεb| >

λ

2

}∣∣∣∣∣∣ .
By (5) the first term of the right-hand side is dominated by

1

λ

∫
R
|f(t)| dt. Thus, we concentrate

on the second term. By the Chebychev inequality again, we have

(14.20)

∣∣∣∣∣∣
R \

∪
j

2dQj

∩{
|Hεb| >

λ

2

}∣∣∣∣∣∣ ≤ 2

λ

∫
R \

∪
j

2dQj
|Hεb|.

Note that the convergence of the series

(14.21) Hεb =
∑
j

Hεbj

takes place in L2(R), because we are assuming Hε is L2(R)-bounded. Therefore, a passage to
a subsequence gives us the almost everywhere convergence as well. By the triangle inequality,
we have

(14.22) |Hεb(t)| ≤
∑
j

|Hεbj(t)|

holds for a.e. t ∈ R. As a consequence by virtue of the monotone convergence theorem we
obtain

(14.23)

∫
R \

∪
j

2dQj
|Hεb| ≤

∑
k

∫
R \

∪
j

2dQj
|Hεbk| ≤

∑
j

∫
R \ 2dQj

|Hεbj |.

Now we use an explicit representation of Hεbj :

(14.24) Hεbj(t) =

∫
R
η

(
t− u
ε

)
bj(u)

t− u
du

for t ∈ R \ 2dQj , taking into account (3). By virtue of (4), we obtain

Hεbj(t) =

∫
R
η

(
t− u
ε

)
bj(u)

t− u
du =

∫
R

{
η

(
t− u
ε

)
1

t− u
− η

(
t− cQj
ε

)
1

t− cQj

}
bj(u) du,

where cQj denotes the center of Qj .

Suppose t ∈ Rd \ 2dQj and u ∈ Qj . Denote by ℓ(Qj) the sidelength of Qj . Then we have

(14.25)

∣∣∣∣η( t− uε
)

1

t− u
− η

(
t− cQj
ε

)
1

t− cQj

∣∣∣∣ ≲ ℓ(Qj)

|t− cQj |2
,

where the implicit constant in ≲ does not depend on ε. Therefore,

(14.26) |Hεbj(t)| ≲
ℓ(Qj)

|t− cQj |2

∫
|bj(s)| ds

for a.e. t ∈ R \ 2dQj . Integrating this, we obtain

(14.27)
∑
j

∫
R\2dQj

|Hεbj(t)| dt ≲
∑
j

∫
R
|bj(t)| dt ≲

∫
R
|f(t)| dt <∞.

Putting together (14.20) and (14.27), we obtain the desired result. □
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Theorem 14.7 (Kolmogorov). We have

(14.28) | {t ∈ R : |Hf | > λ} | ≲ 1

λ
∥f∥1

for all f ∈ L1(R) ∩ L2(R).

Proof. Reexamine the proof of Theorem 14.6. If t /∈ supp (f), then we have

(14.29) Hf(t) =

∫
R

f(u)

t− u
du

from the assumption lim
ε↓0

Hεf = Hf in L2(R). Therefore, we obtain the desired result. □

14.3. Truncated Hilbert transform.

A part of Theorem 14.1 shall be proven in the next theorem.

Theorem 14.8 (M. Riesz). Suppose that 1 < p <∞. Then we have

(14.30) ∥Hεf∥p ≲p ∥f∥p
and

(14.31) ∥Hf∥p ≲p ∥f∥p
for all f ∈ S(R).

Proof. A passage to the limit gives us (14.30), once we prove (14.31). This is because we know
that

(14.32) Hf(t) = lim
ε↓0

Hεf(t)

for f ∈ S(R). Suppose first that 1 < p < 2. Then∫
|Hεf(t)|p dt =

∫ ∞

0

p λp−1| { |Hεf | > λ} | dλ = p · 2p
∫ ∞

0

λp−1| { |Hεf | > 2λ} | dλ.

Note that by the weak-(1, 1) estimate and the L2(R)-estimate, we have

| { |Hεf | > 2λ} | ≤ | { |Hε[χ{ |f |<λ} · f ]| > λ} |+ | { |Hε[χ{ |f |≥λ} · f ]| > λ} |

≲ 1

λ2
∥H[χ{ |f |<λ} · f ]∥22 +

λ
∥χ{ |f |≥λ} · f∥1

≤ 1

λ2
∥χ{ |f |<λ} · f∥22 +

1

λ
∥χ{ |f |≥λ} · f∥1.

Therefore, it follows that∫
|Hεf(t)|p dt ≲

∫ ∞

0

(
λp−3∥χ{ |f |<λ} · f∥22 + λp−2∥χ{ |f |≥λ} · f∥1

)
dλ =

∫
R
|f(t)|p dt.

This proves the theorem when 1 < p < 2.

Therefore, what remains to be proved is the case 2 < p <∞. Note that

(14.33)

∫
R
Hεf(t)g(t) dt = −

∫
R
f(t)Hεg(t) dt

for all g ∈ S(Rd)(R). Therefore by the duality Lp(R)-Lp′(R) we have

∥Hf∥p = sup
g∈S(Rd)(R)\{0}

1

∥g∥p′

∣∣∣∣∫
R
Hεf(t)g(t) dt

∣∣∣∣ = sup
g∈S(Rd)(R)\{0}

1

∥g∥p′

∣∣∣∣∫
R
f(t)Hεg(t) dt

∣∣∣∣
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Now that we have p′ ∈ (1, 2), H is bounded on Lp. Therefore by the Hölder inequality we have

(14.34) ∥Hεf∥p ≤ sup
g∈S(Rd)\{0}

∥f∥p · ∥Hεg∥p′
∥g∥p′

≲ ∥f∥p.

This is the desired result. □

14.4. Cotlar’s inequality and almost everywhere convergence. Now we are interested
in the convergence of Hεf(x) as ε ↓ 0. As we did to prove the existence of the Lebesgue points,
it is of use to consider the maximal operator. We set

(14.35) H∗f(t) = sup
ε>0
|Hεf(t)| (t ∈ R)

for f ∈
∪

1≤p<∞

Lp(R).

Theorem 14.9 (Cotlar). Let f ∈ S(Rd) and 0 < η < 1. Then we have a pointwise estimate

(14.36) sup
ε>0
|Hεf(t)| ≲M (η)[Hf ](t) +Mf(t) (t ∈ R),

where M (η) is a powered Hardy-Littlewood maximal operator given by

(14.37) M (η)g(t) =M (η)[g](t) = sup
I∈It(R)

(
1

|I|

∫
I

|g(u)|η du
) 1
η

(t ∈ R).

Proof. Needless to say, it suffices to prove that

(14.38) |Hεf(t)| ≲M (η)[Hf ](t) +Mf(t) (t ∈ R),
for fixed ε > 0, where the implicit constant in ≲ does not depend on f and ε.

First observe that

(14.39) Hεf(t) = H[χR\(t−ε,t+ε)f ](t).

Let t− ε

2
< z < t+

ε

2
. Then H[χR\(t−ε,t+ε)f ](z) differs essentially from Hεf(t) only by Mf(t).

Indeed,

(14.40) Hεf(t)−H[χR\(t−ε,t+ε)f ](z) =

∫
R
χR\(t−ε,t+ε)(u)f(u)

z − t
(t− u)(z − u)

du.

Observe that the kernel is bounded by
2ε

(t− u)2 + ε2
. Therefore, it follows that

(14.41) |Hεf(t)−H[χR\(t−ε,t+ε)f ](z)| ≲Mf(t).

With (14.41), we are led to

(14.42) |Hεf(t)| ≲Mf(t) + |H[χ(t−ε,t+ε)f ](z)|+ |Hf(z)|.
Raise (14.42) to the power η. Then we get

(14.43) |Hεf(t)|η ≲Mf(t)η + |H[χ(t−ε,t+ε)f ](z)|η + |Hf(z)|η.

Taking the average of (14.43) over
(
t− ε

2
, t+

ε

2

)
with respect to z. Then we obtain

(14.44) |Hεf(t)|η ≲Mf(t)η +M (η)[Hf ](t)η +
1

ε

∫ t+ ε
2

t− ε
2

|H[χ(t−ε,t+ε)f ](z)|η dz.

By virtue of the Kolmogorov inequality, we obtain

(14.45)
1

ε

∫ t+ ε
2

t− ε
2

|H[χ(t−ε,t+ε)f ](z)|η dz ≲
(
1

ε

∫ t+ε

t−ε
|f(s)| ds

)η
≲Mf(t)η.
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Therefore, inserting (14.45), then we obtain

(14.46) |Hεf(t)|η ≲Mf(t)η +M (η)[Hf ](t)η.

If we raise (14.46) to the power
1

η
, we obtain the desired result. □

An immediate consequence of Theorem 14.9, we have a control of the maximal Hilbert
transform H∗.

Theorem 14.10. Let f ∈ Lp(R) with 1 < p < ∞. Then there exists a constant cp depending
only on p such that

(14.47) ∥H∗f∥p ≤ cp ∥f∥p,
provided 1 < p <∞ and

(14.48) | {H∗f > λ} | ≤ c1
λ
∥f∥1,

if p = 1.

Proof. By continuity of Hεf(t) with respect to ε > 0, we have

(14.49) H∗f(t) = sup
ε∈Q
ε>0

|Hεf(t)|,

which shows the measurablity of H∗f as well. Therefore, we can replace H∗ with

(14.50) TJf(t) = sup
ε∈J
|Hεf(t)|

where J ⊂ Q is a finite set and it suffices to show

(14.51) ∥T ∗
J f ∥p ≤ cp ∥f∥p, | {T ∗

J f > λ} | ≤ c1
λ
∥f∥1

with cp, 1 ≤ p <∞ dependent only on p. Assuming J finite, in view of Theorem 14.8, we may
assume that f ∈ S(R).

Suppose that 1 < p <∞. Then by the maximal inequality, we have

(14.52) ∥T ∗
j f ∥p ≲ ∥H∗f∥p ≲ ∥M (η)[Hf ]∥p + ∥Mf∥p ≲ ∥f∥p.

Suppose instead that p = 1. Then we have

(14.53) | {T ∗
J f > λ} | ≲ 1

λ
∥f∥1 +

∣∣∣∣{M (η)[Hf ] >
λ

2

}∣∣∣∣ ≲ 1

λ
∥f∥1.

Therefore, setting E =

{
M (η)[Hf ] >

λ

2

}
, we have only to show

(14.54) |E| ≲ 1

λ
∥f∥1.

SinceM and H are L2η−1

(R)-bounded, we know that E is of finite measure. By the Chebychev
inequality and the distribution function, we have

(14.55) |E| ≤ 1

λη

∫
E

|Hf(t)|η dt = 1

λη

∫ ∞

0

η · ρη−1|E ∩ { |Hf | > ρ} | dρ

If we invoke the weak-(1, 1) boundedness of H, we obtain

(14.56) |E| ≤ η

λη

∫ ∞

0

ρη−1 min

(
|E|, 1

ρ

∫
R
|f(t)| dt

)
dρ ≃η

1

λη
|E|1−η∥f∥1.

Keeping the finiteness of |E| in mind, we finally obtain

(14.57) |E| ≲ 1

λ
∥f∥1.



A HANDBOOK OF HARMONIC ANALYSIS 213

This completes the proof. □

With this maximal inequality, we finally obtain Theorem 14.1.

Proof of Theorem 14.1. What has been intact up to now is the existence of the almost ev-
erywhere limit. However, having established the boundedness of the corresponding maximal
operator and the limit does exists for f ∈ L2(R), we see that the limit does exists whenever
f ∈ Lp(R) with 1 ≤ p < ∞. A passage to the limit gives us the desired operator estimate
for 1 ≤ p < ∞. Having set down the almost everywhere convergence problem, the strong
Lp(R)-estimate (1 < p <∞) is just a matter of using the Fatou lemma. What is less trivial is
the weak-(1, 1) estimate of H. To prove this observe that

(14.58) χ{ |Hf |>λ} ≤ lim inf
j→∞

χ{ |H2−j f |>λ}.

We remark that the inequality ≤ in the above formula is strict because it can happen

(14.59) 0 = χ{ |Hf |>λ}(t) < lim inf
j→∞

χ{ |H2−j f |>λ}(t) = χ{ |Hf |≥λ}(t) = 1,

if Hf(t) = λ. Therefore, we are again in the position of using the Fatou lemma and the proof
is now complete. □

14.5. Cotlar’s lemma and its application.

Cotlar’s lemma. Before we investigate the L2(R)-boundedness, we invoke a lemma on Hilbert
space theory. Let H be a Hilbert space.

We begin with some preliminary remarks about norms of operators on H.

Exercise 144. Let T be a bounded operator on Hilbert space H. Denote by ∥ · ∥ the operator
norm ∥ · ∥B(H).

(1) Show that ∥T ∗ ∥ = ∥T ∥.
(2) Prove that ∥T ∥2 = ∥T ∗T ∥.
(3) By using the spectral decomposition theorem, prove that ∥S∥m = ∥Sm∥, if S is a

bounded self-adjoint operator.
(4) Finally conclude that

(14.60) ∥T ∥2m = ∥ (T ∗T )m ∥.

Theorem 14.11. Suppose that {Tj}j∈J is a finite collection of bounded operators on H. We
assume that a sequence of positive constants {γj}j∈J satisfies

(14.61) A :=
∑
j∈J

γj <∞

and our hypothesis is that

(14.62) ∥T ∗
i Tj ∥B(H) ≤ γi−j2, ∥TiT ∗

j ∥B(H) ≤ γi−j2.

Then the operator TJ :=
∑
j∈J

Tj satisfies

(14.63) ∥TJ∥ ≤ A.

Proof. In proving the theorem, we shall take full advantage of (14.60) because it allows us to
most efficiently exploit our hypotheses. Written out in full,

(14.64) (T ∗T )m =
∑

i1,i2,...,i2m

T ∗
i1Ti2T

∗
i3 . . . Ti2m .
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We shall estimate this sum by majorizing the norms of the individual summands.

First, associating the factors in each summand as

(14.65) T ∗
i1Ti2T

∗
i3 . . . Ti2m = (T ∗

i1Ti2)(T
∗
i3Ti4) . . . (Ti2m−1Ti2m),

and using the first inequality in (14.62), we get

(14.66) ∥T ∗
i1Ti2T

∗
i3 . . . Ti2m∥B(H) ≤ γ(i1 − i2)2γ(i3 − i4)2 . . . γ(i2m−1 − i2m)2.

Alternatively, we can associate the factors as

(14.67) T ∗
i1Ti2T

∗
i3 . . . Ti2m = T ∗

i1(Ti2T
∗
i3) . . . (T2m−2T

∗
2m−1)Ti2m .

Then since ∥Ti1∥ ≤ γ(0) ≤ A, and similarly ∥Ti2m∥ ≤ A, we get

(14.68) ∥T ∗
i1Ti2T

∗
i3 . . . Ti2m∥B(H) ≤ A2 γ(i2 − i3)2γ(i4 − i5)2 . . . γ(i2m−2 − i2m−1)

2.

We take the geometric mean of (14.66) and (14.68) and insert this in (14.64). The result is

(14.69) ∥ (T ∗T )m ∥B(H) ≤
∑

i1,...,i2m

Aγ(i1 − i2)γ(i2 − i3) . . . γ(i2m−1 − i2m).

In the above, we first sum in i1 and use the fact that
∑
i1

γ(i1 − i2) ≤ A. Next, we sum in i2,

using
∑
i2

γ(i2 − i3) ≤ A. Continuing in this way for i1, i2, . . . , i2m−1 gives

(14.70) ∥ (T ∗T )m ∥B(H) ≤ A2m−1
∑
i2m

1.

We assumed that we had only finitely many non-zero Ti’s. Then by (14.60),

(14.71) ∥T ∥B(H) ≤ A · ♯J
1

2m .

Finally, we let m→∞, proving the theorem. □

L2(R)-boundedness of the Hilbert transform H. There is another apporoach with which to
prove the L2(R)-boundedness of the Hilbert transform. We used the Fourier transform to this
end but this is somohow limited: The Fourier transform is too heavy in some cases. In order
that we apply the Cotlar inequality, we set

(14.72) Hj(t) =

∫
2j<|u|<2j+1

f(u)

t− u
du

for j ∈ Z and f ∈ L2(R).

Lemma 14.12. Suppose {Hj}j∈Z is a family of uniformly bounded linear operators on L2(R).
For all j, k we have

(14.73) ∥HjHk∥B(L2(R)) ≲ 2−|j−k|.

Proof. By considering the adjoint it can be assumed that j ≥ k. Since the estimate trivially
holds near the diagonal, we may assume j > k + 4. Set

(14.74) Kj(t, u) =
χ∆j (u)

t− u
for j ∈ Z, where ∆j := {t ∈ R : 2j < |t| < 2j+1}. Then we have

(14.75) ∥HjHk∥B(L2(R)) ≤ ∥Kj ∗Kk∥L1(R)

by virtue of the Hausdorff Young inequality. Write out the integral kernel out in full.

(14.76) Kj ∗Kk(t) =

∫
2j<|u|<2j+1,2k<|t−u|<2k+1

1

(t− u)u
du.
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Thus, we see that the kernel is even. For the purpose of estimating the size of the kernel we
shall assume that t ≥ 0 for the time being. In order that the integral region

(14.77) E := {u ∈ R : 2j < |u| < 2j+1, 2k < |t− u| < 2k+1}

is non-empty, it is necessary and sufficient that t ∈ (2j − 2k+1, 2j+1 + 2k+1). In this case the
integral domain is contained in (0,∞). Set

(14.78) E1 = (2j+1−2k+1, 2j+2k+1), E2 = (2j−2k+1, 2j+1+2k+1)\ (2j+1−2k+1, 2j+2k+1).

Suppose first that t ∈ E1. In this case we have

Kj ∗Kk(t) =

∫
t−2k+1<u<t−2k, t+2k<u<t+2k+1

1

(t− u)t
dt

=

∫
t−2k+1<u<t−2k, t+2k<u<t+2k+1

(
1

(t− u)t
− 1

(t− u)u

)
dt

=

∫
t−2k+1<u<t−2k, t+2k<u<t+2k+1

1

tu
du.

Therefore, taking into account that 2k is negligible in front of 2j , we have

(14.79) |Kj ∗Kk(t)| ≲ 2k−2j .

Suppose instead that t ∈ E2. Then we make use of t ≃ 2j in the integral region. Using (14.79)
we have

(14.80) |Kj ∗Kk(t)| ≲ 2−j .

Taking into account the symmetry, we conclude

(14.81) |Kj ∗Kk(t)| ≲ 2k−2jχE1(t) + 2−jχE2(t) (t ∈ R).

Integrating (14.81) over R, we conclude

(14.82) ∥HjHk∥L2(R) ≤ ∥Kj ∗Kk∥1 ≲ 2j−k.

Thus, the proof is now complete. □

As a consequence of Lemma 14.12 and the Cotlar lemma, we can prove the boundedness of
the Hilbert transform.

15. Rotation method and the Riesz transform

Here we go back to the setting of Rd to consider counterparts of the Hilbert transform.

15.1. Rotation method.

In this section as an application of Hilbert transform we shall extend the class of singular
integral operators. We say that a function K on Rd \ {0} is homogeneous of degree −d if

(15.1) K(r x) = r−dK(x)

for all r > 0 and x ∈ Rd \ {0}.

Definition 15.1. Let K be a C1-function on Rd \ {0} of homogeneous of degree −d. Then
define

(15.2) TKf(x) := lim
ε→0

∫
Rd\B(ε)

K(y)f(x− y) dy,
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provided the limit exists. Define also

(15.3) TK,εf(x) :=

∫
Rd\B(ε)

K(y)f(x− y) dy.

Example 15.2.

(1) Identify C naturally with R2. Equip the Lebesgue measure dA with C. The Beurling
transform

Bf(z) = − 1

π
p.v.

∫
C
f(z − w) 1

w2
dA(w)

is an example of singular integral with homogeneous kernel.
(2) Let n ≥ 2 and 1 ≤ j, k ≤ n with j ̸= k. The integral operator

Rj,kf(x) = p.v.

∫
Rd
f(x− y) yjyk

|y|d+2
dy

is called the Second order Riesz transform.
(3) Analogously, we can consider

RP f(x) = p.v.

∫
Rd
f(x− y) P (y)

|y|d+D
dy

for homogeneous polynomials P (x) of order D ∈ N.

The operators of the above type generalize the Hilbert transform.

Theorem 15.3. Let K ∈ C1(Rd \ {0}) be an odd function which is homogeneous of degree −d.
Let 1 < p <∞. Then,

(15.4) ∥TK,εf ∥p ≲K,p ∥f∥p
for every f ∈ Lp(Rd).

We set σ be the Lebesgue measure on Sd.

Proof. It is not so hard to see that TK,ε has a kernel K(·) · χB(ε). Thus, the point is to
obtain a uniform estimate of the norm of TK,ε. Therefore, to prove (15.4) we may assume that
f ∈ S(Rd).

The operator TK,ε factors through L
p(Rd) as TK,ε = S◦T , where S is a nice integral operator

and T is a variant of the Hilbert transform.

In this case we can write the integral by using the polar coordinate, since f and K are
continuous. By using the polar coordinate we have

TK,εf(x) =

∫
Sd−1

(∫ ∞

ε

K(rσ)f(x− rσ)rd−1 dr

)
dσ =

∫
Sd−1

K(σ)

(∫ ∞

ε

f(x− rσ) dr
r

)
dσ.

By the change of variables σ ∈ Sd−1 7→ −σ ∈ Sd−1 we obtain

(15.5)

∫
Sd−1

K(σ)

(∫ ∞

ε

f(x− rσ) dr
r

)
dσ =

∫
Sd−1

K(−σ)
(∫ ∞

ε

f(x+ rσ)
dr

r

)
dσ.

Since we are assuming K odd, another change of variables yields

(15.6)

∫
Sd−1

K(σ)

(∫ ∞

ε

f(x− rσ) dr
r

)
dσ =

∫
Sd−1

K(σ)

(∫ −ε

−∞
f(x− rσ) dr

r

)
dσ.

Therefore, taking average of the above two quantity, we obtain

(15.7) TK,εf(x) =
1

2

∫
Sd−1

K(σ)

(∫ ∞

ε

+

∫ −ε

−∞
f(x− rσ) dr

r

)
dσ.
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By the Minkowski inequality, we obtain{∫
Rd

(∫
Rd\B(ε)

K(y)f(x− y) dy

)p
dx

} 1
p

≤ 1

2

∫
Sd−1

|K(σ)|

{∫
Rd

((∫ ∞

ε

+

∫ −ε

−∞
f(x− rσ) dr

r

))p
dx

} 1
p

dσ

=
1

2

∫
Sd−1

|K(σ1)|

{∫
Rd

((∫ ∞

ε

+

∫ −ε

−∞
f(x− rσ1)

dr

r

))p
dx

} 1
p

dσ1.

Given σ1 ∈ Sd−1, we pick an orthonormal system σ2, σ3, . . . , σd so that {σ1, σ2, σ3, . . . , σd} is
an orthonormal basis. Then we have∫

Rd

((∫ ∞

ε

+

∫ −ε

−∞
f(x− rσ1)

dr

r

))p
dx

=

∫
Rd−1

{∫
R

∣∣∣∣(∫ ∞

ε

+

∫ −ε

−∞
f((y1 − r)σ1 + y2σ2 + . . .+ ydσd)

dr

r

)∣∣∣∣p dy1
}
dy2 dy3 . . . dyd

= π

∫
Rd−1

{∫
R
|Hε[f(∗σ1 + y2σ2 + . . .+ ydσd)](y1)|p dy1

}
dy2 dy3 . . . dyd.

Therefore, the truncated integral can be bounded by the directional truncated Hilbert trans-
form. Since Hε : Lp(R) → Lp(R) is a bounded operator whose norm can be bounded by a
quantity independent of ε, it follows that

(15.8) ∥TK,εf∥pp ≲
∫
Rd−1

{∫
R
|f(y1σ1 + y2σ2 + . . .+ ydσd)|p dy1

}
dy2 dy3 . . . dyd = ∥f∥pp.

This is the desired result. □

Proposition 15.4. Keep to the same assumption as Theorem 15.3. If f ∈ S(Rd), then the
limit

(15.9) TKf(x) = lim
ε↓0

∫
Rd\B(ε)

K(y)f(x− y) dy

exists for all x ∈ Rd.

Proof. It suffices to show

(15.10) lim
ε↓0

∫
B(1)\B(ε)

K(y)f(x− y) dy

exists for f ∈ S(Rd). Assuming the kernel K odd, we obtain

(15.11) lim
ε↓0

∫
B(1)\B(ε)

K(y)f(x− y) dy = lim
ε↓0

∫
B(1)\B(ε)

K(y)(f(x− y)− f(x)) dy.

The function satisfying |f(x) − f(x − y)| ≲ |y|, the integral of the right-hand side converges
absolutely. Therefore, we have the desired result. □

To prove that the limit TK,εf(x) exists for almost every x ∈ Rd, we are led to the corre-
sponding maximal operator

(15.12) T ∗
K,εf(x) = sup

ε>0
|TK,εf(x)|.
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Proposition 15.5. Keep to the same assumption as Theorem 15.3. Then we have

(15.13) ∥T ∗
Kf∥p ≲ ∥f∥p

for all f ∈ Lp(Rd).

Proof. If we re-examine the proof of Theorem 15.3, we obtain from (15.7)

(15.14) |TK,εf(x)| =
1

2

∫
Sd−1

|K(σ)| sup
ε>0

∣∣∣∣∫ ∞

ε

+

∫ −ε

−∞
f(x− rσ1)

dr

r

∣∣∣∣ dσ1.
Under the same notation by using this refined inequality, we are led to
(15.15)

sup
ε>0
|TK,εf(x)| ≲

∫
Rd−1

{∫
R
|H∗[f(∗σ1 + y2σ2 + . . .+ ydσd)](y1)|p dy1

}
dy2 dy3 . . . dyd,

where H∗ is the maximal operator of the truncated singular integral operators. Since we
established that H∗ is Lp(Rd)-bounded as well in Section 11, we conclude that T ∗

K is Lp(Rd)-
bounded. □

Taking into account the pointwise convergence when f ∈ S(Rd), we see that the limit defining
TKf does exists for almost everywhere for each f ∈ Lp(Rd), whenever 1 < p < ∞. By the
dominated convergence theorem, we see that the limit takes place in Lp(Rd) as well.

Now let us summarize our observation above.

Theorem 15.6. Assume that K ∈ C1(Rd \ {0}) is an odd function of homogeneous of degree
−d. Let 1 < p <∞. Then, for each f ∈ Lp(Rd), the limit

(15.16) TKf(x) := lim
ε↓0

∫
Rd\B(ε)

K(y)f(x− y) dy

exists for almost everywhere and in Lp(Rd). Furthermore it satisfies

(15.17) ∥TKf∥p ≤ cp ∥f∥p
for some constant cp > 0 independent of f .

Finally before we conclude this section, let us see that the operator TKf is a Fourier multi-
plier.

Theorem 15.7. Keep to the same assumption as Theorem 15.3. Then

(15.18) F(TKf) = m · Ff
for all f ∈ L2(Rd), where m is given by

(15.19) m(ξ) = −πi
2
· (2π)− d

2

∫
Sd−1

K(σ)sgn(σξ) dσ.

Proof. Since TKf = lim
ε↓0

TK,εf in the L2(Rd)-topology, it follows that

(15.20) F(TKf) = (2π)
d
2 lim
ε↓0
F(χRd\B(ε) ·K) · Ff.

Therefore, we have to calculate

(15.21) m(ξ) := (2π)
d
2 lim
ε↓0
F(χRd\B(ε) ·K)(ξ).

Note that

F(χRd\B(ε) ·K)(ξ) = lim
R→∞

F(χB(R)\B(ε) ·K)(ξ) = (2π)−
d
2 lim
R→∞

∫
B(R)\B(ε)

K(x)e−ix·ξ dx.
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If we pass to the polar coordinate, then we obtain∫
B(R)\B(ε)

K(x)e−ix·ξ dx = −i
∫
B(R)\B(ε)

K(x) sin(x · ξ) dx

= −i
∫
Sd−1

K(σ)

(∫ R

ε

sin rσ · ξ
r

dr

)
dσ

By the Lebesgue convergence theorem we obtain

(15.22) lim
R→∞

∫
B(R)\B(ε)

K(x)eix·ξ dx = −i
∫
Sd−1

K(σ)

(∫ ∞

ε

sin rσ · ξ
r

dr

)
dσ,

under the understanding that

∫ ∞

ε

sin rσ · ξ
r

dr = lim
R→∞

∫ R

ε

sin rσ · ξ
r

dr. Another application of

this theorem gives us (15.19). □

15.2. Riesz transform.

We exhibit an example of singular integral operators to which the results in this section can
be applied.

Example 15.8. The Riesz transform is a singular integral operators given by

(15.23) Rjf(x) = cd p.v.
xj
|x|d+1

∗ f(x),

where cd :=
1√
π
Γ

(
d+ 1

2

)
22−

d+1
2 .

The Riesz-transform Rj is an important singular integral operator. There are several reasons.
One of the major reasons is that Rj takes a fundamental and simple form. It generalizes the
Hilbert transform,

Hf(x) = p.v.

∫
R

f(y)

x− y
dy

The Hilbert transform was fundamental when we investigate the convergence of Fourier series.
Another reason is that Rj appears in partial differential equations as an operator ∂j(−∆)−1/2.

In partial differential equations, singular integral operators play a fundamental role, for
example, when we try to construct solutions. For example, in Navier Stokes equations, we need
to consider the operator 1−R1R1 −R1R2 −R1R3

−R1R2 1−R2R2 −R2R3

−R1R3 −R2R3 1−R3R3

 ,

where

Rjf(x) = c3

∫
R3

xj − yj
|x− y|4

f(y) dy

denotes the j-th Riesz transform.

The following result is a starting point of the theory of the Riesz-transform.

Theorem 15.9. Let d ≥ 1. Then we have F(Rjf)(ξ) = −i
ξj
|ξ|
F(ξ) for all f ∈ L2(Rd).
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Proof. We assume d ≥ 2, for the case when d = 1 is covered as the Hilbert transform. Observe
that

(15.24)
∂

∂xj
|x|−d+1 = (1− d)p.v. xj

|x|d+1

in the sense of distributions. Indeed, to check (15.24), we have only to show

(15.25)

∫
Rd
|x|−d+1∂jφ(x) dx = (d− 1) lim

ε↓0

∫
Rd\B(ε)

xj
|x|d+1

φ(x) dx.

By the Stokes theorem we have∫
Rd
|x|−d+1∂jφ(x) dx = lim

ε↓0

∫
Rd\B(ε)

|x|−d+1∂jφ(x) dx

= lim
ε↓0

{
(d− 1)

∫
Rd\B(ε)

xj
|x|d+1

φ(x) dx−
∫
∂B(ε)

xj
|x|d

φ(x)dσ(x)

}
.

Here dσ is the area measure of the surface ∂B(ε). We now utilize the cancellation condition
and we obtain

(15.26) lim
ε↓0

∫
∂B(ε)

xj
|x|d

φ(x)dσ(x) = lim
ε↓0

∫
∂B(ε)

xj
|x|d

(φ(x)− φ(0))dσ(x) = 0,

because the integrand of the second term is of order |x|−d+2. Therefore,

(15.27)
∂

∂xj
|x|−d+1 = (1− d)p.v. xj

|x|d+1
.

By taking the Fourier transform, we obtain

F
(
p.v.

xj
|x|d+1

)
(ξ) =

1

1− d
F
(

∂

∂xj
|x|−d+1

)
(ξ) =

iξj
1− d

F(|x|−d+1)(ξ) = −i
Γ
(
1
2

)
22−

d
2Γ
(
d+1
2

) .
Therefore we have the desired result. □

Once Theorem 15.9 is proven, then we can resort to the Calderón-Zygmund theory and we
have Rj is bounded on Lp(Rd) whenever 1 < p <∞ It is important to restate the boundedness
of the Riesz transform as a theorem. For it is of much importance.

Theorem 15.10. Let 1 < p <∞. For f ∈ Lp(Rd) we denote

(15.28) Rjf(x) = cd lim
ε↓0

∫
Rd\B(ε)

yj
|y|d+1

f(x− y) dy.

Then the limit defining Rjf converges almost everywhere on Rd and the inequality

(15.29) ∥Rjf∥p ≲p ∥f∥p.
Furthermore, if p = 2, then we have

(15.30) F(Rjf)(ξ) = −i
ξj
|ξ|
Ff(ξ).

Below is an example of the usage of the Riesz transform in connection with complex analysis
and with partial differential equations.

Example 15.11. Let 1 < p <∞. Then

(15.31) ∥∂xf∥p + ∥∂yf∥p ≲p ∥∂xf + i∂yf∥p ≤ ∥∂xf∥p + ∥∂yf∥p
for all f ∈W 1,p(Rd).

Needless to say, Example 15.11 is significant only if f is C-valued.
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Proof. Let us write x = x1 and y = x2. Since S(Rd) is dense in W 1,p(Rd), we may assume that
f ∈ S(Rd). Then use ∂1f = R1(R1 − iR2)(∂1 + i∂2)f , because ∂1f, ∂2f ∈ L2(Rd). If we use
this, then we obtain the desired result. □

We shall exhibit another example. This example reveals us an important idea that the mixed
derivatives can be absorbed by the pure derivatives. Let us again place ourselves in the setting
of Rd.

Example 15.12. Let 1 < p <∞ and 1 ≤ j, k ≤ d. Then

(15.32) ∥∂j∂kf∥p ≲ ∥∆f∥p
for all f ∈ S(Rd).

Proof. We have only to note that ∂j∂kf = cRjRk∆f for f ∈ S(Rd) because the equality holds
as an element in L2(Rd). □

It is helpful to declare that the lower derivatives are absorbed by the highest pure derivatives
and the original function. We present an example of this spirit as an exercise.

Exercise 145. Let 1 < p <∞.

(1) Set m(ξ) =
ξ1

1 + |ξ|2
. Then show that |∂αm(ξ)| ≲α ⟨ξ⟩−|α|.

(2) Show that

(15.33) ∥∂1f∥p ≲ ∥ (1−∆)f∥p
for all f ∈ Lp(Rd). Hint : It is known that ∥F−1(m·Ff) ∥p ≤ cp ∥f∥p for all 1 < p <∞
and f ∈ S(Rd). The proof may be found in Chapter 24. An alternative approach is
that we use Theorem 16.6.

16. Generalized singular integral operators

Definition of Generalized CZ-operators. The generalized Calderón-Zygmund operator and the
theory that lies behind are key tools of this book. What we prove in this section seems just
a general nonsense. However at least it has an advantage : In the rotation method we had to
avoid the case when p = 1. This is because we used the Minkowski inequality.

In this book they take various forms and used throughout this book. The definition, pre-
sented below, is highly generalized in view of the singular operators we have been dealing.
However, this generalization turns out to be essential in later applications.

Definition 16.1. An L2(Rd)-bounded linear operator is said to be a Calderón-Zygmund op-
erator, if it satisfies the following conditions:

(1) There is a measurable function K such that for all L∞(Rd)-functions with compact
support we have

(16.1) Tf(x) =

∫
Rd
K(x, y)f(y) dy for all x ∈ supp f.

(2) The kernel function satisfies the following estimates.

|K(x, y)| ≲ 1

|x− y|d
,(16.2)
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if x ̸= y and

|K(x, y)−K(x, z)|+ |K(y, x)−K(z, x)| ≲ |x− y|
|x− z|n+1

,(16.3)

if 0 < 2|x− y| < |z − x|.

There are several conditions substituted for (16.3). For example, an typical one is the
condition

(16.4) |∇xK(x, y) |+ |∇yK(x, y) | ≲ |x− y|−d−1

for all x ̸= y, which is called gradient condition. The gradient condition is stronger than (16.3).
Meanwhile (16.3) can be replaced by

(16.5)

∫
|x−z|>2|x−y|

(|K(x, y)−K(x, z)|+ |K(y, x)−K(z, x)|) dx ≲ 1, y ̸= z,

which is referred to as the Hölmander condition. Before we investigate the generalized singular
integral operators, helpful examples may be in order.

Example 16.2.

(1) The Hilbert transform is a Calderón-Zygmund operator.
(2) Strange to say, the identity operator I is a Calderón-Zygmund operator with kernel 0.
(3) The above two examples are in the same category of the Calderón-Zygmund operator.

But the former should be distinguished from the latter. To this end, we give another
definition.

Definition 16.3. One says that T is a genuine Calderón-Zygmund operator, if the
kernel satisfies in addition that for some fixed cone of the form

C = R{x ∈ Rd : |x′| < θ|xd|}
with θ > 0 and R ∈ O(d), the estimate from below

K(x, x+ y) ≳ |y|−d

holds for all x ∈ Rd and y ∈ C.

This definition is due to Burenkov, Tararykova and Guliyev.

The generalized singular integral operators contain the Hilbert transform and the Riesz
transform. Observe that the definition admits operators of the nonconvolution form as Example
16.4.

Example 16.4. The Cauchy transform is an important operator in complex analysis. For
example, we take up the operator of the form

(16.6) Tf(t) = lim
ε↓0

∫
Rd\[t−s,t+s]

f(s)

t− s+ i(A(t)−A(s))
ds (t ∈ R),

where A : R→ R is a Lipschitz function. Note that this can be expanded formally as

(16.7) Tf(t) = lim
ε↓0

∞∑
j=0

∫
Rd\[t−s,t+s]

(A(t)−A(s))k

ik(t− s)k+1
f(s) ds.

We can investigate T via this expansion, about which we do not go into details. This is an
example of the nonconvolution singular integral operators. In Chapter 17 we encounter an
application of the Calderón-Zygmund theory of nonconvolution singular integral operators.

Example 16.5. Let T : L2(Rd) → L2(Rd) be a bounded linear operator. Assume (16.8),
(16.9), (16.10) and (16.11).
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(1) For all f ∈ L2(Rd),
(16.8) F(Tf) = mF(f)

for some m ∈ L∞(Rd).
(2) There exists a kernel K, which is a complex valued measurable function on Rd, such

that

(16.9) Tf(x) =

∫
Rd
K(x, y)f(y) dy for a.e. x /∈ supp(f)

and the kernel K satisfies the Hölmander condition

(16.10) A := sup
y∈Rd\{0}

∫
Rd\B(2|y|)

|K(x− y)−K(x)| dx <∞

and the size condition

(16.11) B := sup
x∈Rd\{0}

|x|d |K(x)| <∞.

This is an example of the singular integral operators. However, a natural question arises :

What on earth is the relation of m and K ?

To answer this question we shall prove the following.

Theorem 16.6. Let m : Rd → C be a bounded function that is smooth on Rd \ {0}. Assume
that the differential inequality

(16.12) |∂αm(ξ)| ≲α |ξ|−|α|, ξ ∈ Rd \ {0}
holds for each α ∈ N0

d. Then f ∈ L2(Rd) 7→ F−1[mFf ] ∈ L2(Rd) is a Calderón-Zygmund
operator.

In what follows we abbreviate this type of operator to CZ-operator. The next proposition
explains why we want to pose symmetric condition (16.3).

Lemma 16.7. For all CZ-operator T , its dual T ∗ on the complex Hilbert space L2(Rd) satisfies

(16.13) T ∗f(x) =

∫
Rd
K(y, x)f(y) dy for a.e. x /∈ supp (f).

Proof. For the proof we take a function g whose support does not meet that of f . Then we
have by (16.1) ∫

Rd
f(x)T ∗g(x) dx =

∫
Rd
Tf(x)g(x) dx

=

∫∫
Rd×Rd

K(x, y)f(y)g(x) dx dy

=

∫
Rd
f(y)

(∫
Rd
K(x, y)g(x) dx

)
dy.

Thus since g is an arbitrary L2(Rd)-function with its support contained in Rd \ supp (f), we
have

(16.14) T ∗f(x) =

∫
Rd
K(y, x)f(y) dy for almost everywhere x /∈ supp (f).

This is the desired result. □

Note that the condition on kernel is symmetric in the variables x and y.
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Corollary 16.8. For a CZ-operator T its adjoint T ∗ is a CZ-operator again.

16.1. Weak-(1, 1) boundedness.

We are going to prove two theorems for the CZ operators. Recall that given f ∈ L1(Rd) and
λ > 0. There are a family of disjoint (dyadic) cubes {Qj}j such that

(16.15) λ ≤ 1

|Qj |

∫
Qj

|f | ≤ 2dλ.

Using these cubes we can decompose f with the following properties:

(16.16) (i) f = g +
∑
j

bj (ii) supp (bj) ⊂ Qj (iii)
∫
Rd
bj = 0.

From the definition of g we deduce ∥g∥L1 ≤ 3∥f∥L1 .

Theorem 16.9. Suppose that T is a CZ-operator. Then T is weak-(1, 1) bounded, that is

(16.17) |{ |Tf | > λ}| ≲ 1

λ

∫
Rd
|f(x)| dx

for all f ∈ L1(Rd) ∩ L2(Rd).

Proof. The proof can be obtained by re-examining the boundedness of the Hilbert transform
H. Keeping to the above notation, we have

|{|Tf | ≥ λ}| ≤
∣∣∣∣{|Tg| ≥ λ

2

}∣∣∣∣+
∣∣∣∣∣∣

∣∣∣∣∣∣T
∑

j

bj

∣∣∣∣∣∣ ≥ λ

2
.


∣∣∣∣∣∣ .

The first guy is easy to estimate. In fact, using the L2(Rd)-boundedness and (13.35) as
usual, we have ∣∣∣∣{ |Tg| ≥ λ

2

}∣∣∣∣ ≲ 1

λ2

∫
Rd
|Tg(x)|2 dx(16.18)

≲ 1

λ2

∫
Rd
|g(x)|2 dx(16.19)

≲ 1

λ

∫
Rd
|g(x)| dx(16.20)

≲ 1

λ

∫
Rd
|f(x)| dx.(16.21)

Hence

(16.22)

∣∣∣∣{ |Tg| ≥ λ

2

}∣∣∣∣ ≲ 1

λ

∫
Rd
|f(x)| dx.

To estimate the second term we need the following observation:

Claim 16.10. We have the following estimate.

(16.23)

∫
Rd\2

√
dQj

|Tbj(x)| dx ≲
∫
Rd
|bj(x)| dx.
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Admitting Claim 16.10, let us finish the proof of the theorem. Firstly we proceed as follows :

∣∣∣∣∣∣

∣∣∣∣∣∣T
∑

j

bj

∣∣∣∣∣∣ ≥ λ

2


∣∣∣∣∣∣ ≤

∣∣∣∣∣∣
Rd \

∪
j

2
√
dQj

 ∩

∣∣∣∣∣∣T
∑

j

bj

∣∣∣∣∣∣ ≥ λ

2


∣∣∣∣∣∣+
∣∣∣∣∣∣
∪
j

2
√
dQj

∣∣∣∣∣∣
≲ 1

λ

∫
Rd\

∪
j 2

√
dQj

∣∣∣∣∣∣T
∑

j

bj

 (x)

∣∣∣∣∣∣ dx+
∑
j

|Qj |

Recall that
∑
j

|Qj | =

∣∣∣∣∣∣
∪
j

Qj

∣∣∣∣∣∣ = | {Mdyadicf > λ} | ≲ 1

λ

∫
Rd
|f(x)| dx. By the triangle

inequality we obtain

∫
Rd\

∪
k 2

√
dQk

∣∣∣∣∣∣T
∑

j

bj

 (x)

∣∣∣∣∣∣ dx ≤
∑
j

∫
Rd\

∪
k 2

√
dQk

|Tbj(x)| dx

≤
∑
j

∫
Rd\2

√
dQj

|Tbj(x)| dx.

If we invoke Claim 16.10, then we obtain

∫
Rd\

∪
k 2

√
dQk

∣∣∣∣∣∣T
∑

j

bj

 (x)

∣∣∣∣∣∣ dx ≲
∑
j

∫
Qj

|bj(x)| dx

≲
∫
Rd
(|f(x)|+ |g(x)|) dx

≲
∫
Rd
|f(x)| dx.

We can thus estimate
∑
j

∫
Qj

|bj(x)| dx because the bj have support in Qj and the Qj are

disjoint.

Thus the proof is over modulo Claim 16.10.

Let us prove Claim 16.10. For this purpose we can write out Tbj(x) out in full :

(16.24) Tbj(x) =

∫
Rd
K(x, y)bj(y) dy for all for a.e. x ∈ Rd \ 2

√
dQj .

Denoting c(Qj) as a center of Qj we can write from the moment condition and Hölmander
condition

|Tbj(x)| =
∣∣∣∣∫

Rd
K(x, y)bj(y)−K(c(Qj), y)bj(y) dy

∣∣∣∣ ≲ ∫
Qj

|x− c(Qj)|
|x− y|n+1

|bj(y)| dy.
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By integrating over Rd \ 2
√
dQj we have with the aid of Fubini’s theorem∫

Rd\2
√
dQj

|Tbj(x)| dx ≲
∫
Rd\2

√
dQj

(∫
Qj

|x− c(Qj)|
|x− y|d+1

|bj(y)| dy

)
dx

=

∫
Qj

(∫
Rd\2

√
dQj

|x− c(Qj)|
|x− y|d+1

dx

)
|bj(y)| dy

≲
∫
Qj

(∫
|x−y|>|x−c(Qj)|

|x− c(Qj)|
|x− y|d+1

dx

)
|bj(y)| dy

≲
∫
Qj

|bj(y)| dy.

Thus we have finished the proof of the claim hence the theorem. □

16.2. Lp(Rd)-boundedness.

Theorem 16.11. Let 1 < p <∞ and T be a generalized singular integral operator. Then there
exists a constant cp > 0 such that

(16.25) ∥Tf∥p ≤ cp ∥f∥p
for all f ∈ Lp(Rd).

Proof. We distinguish two cases.

Case 1 : 1 < p < 2 In this case we use interpolation of L2(Rd)-boundedness and weak-

(1, 1) boundedness, the same technique that we used for Hilbert transform.

Case 2 : p > 2 In this case we use the duality Lp(Rd)-Lp′(Rd). Since C∞
c (Rd) is dense

in Lp
′
(Rd) we have for all f ∈ L2(Rd) ∩ Lp(Rd) that

∥Tf∥p = sup

{∥∥∥∥∫
Rd
Tf(x)g(x) dx

∥∥∥∥ : g ∈ C∞
c (Rd), ∥g∥p′ ≤ 1

}
= sup

{∥∥∥∥∫
Rd
f(x)T ∗g(x) dx

∥∥∥∥ : g ∈ C∞
c (Rd), ∥g∥p′ ≤ 1

}
≤ ∥f∥p · ∥T ∗g∥p′ .

Recall that T ∗ is still a CZ-operator and that 1 < p′ < 2. Thus we have

(16.26) ∥T ∗g∥p′ ≲ ∥g∥p′ .

Putting together these estimates, we conclude T can be extended to a bounded operator on
Lp(Rd). □

16.3. Truncation and pointwise convergence.

Having proved the boundedness property, we now turn to the maximal operator of the
truncated singular integral.

Truncated singular integral operators and its maximal operator. Now we turn to the problem
of pointwise convergence. To do this, it is very effective that we use the maximal operator, as
this is the case when we investigated the Lebesgue point of measurable functions. The maximal
operator associated with our present situation is the following one.
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Definition 16.12. Let T be a singular integral operator. Then define

(16.27) T̃ f(x) := sup
ε>0

∣∣∣∣∣
∫
B(x,ε)

K(x, y)f(y) dy

∣∣∣∣∣ x ∈ Rd.

The following inequality is called the Cotlar inequality.

Theorem 16.13. Suppose that T is a CZ operator and 0 < ν ≤ 1. Then we have

(16.28) T̃ f(x) ≲ν M (ν)[Tf ](x) +Mf(x) (x ∈ Rd)

for all f ∈ L2(Rd).

Proof. For the proof, we fix ε > 0. We shall estimate

(16.29)

∫
B(x,ε)

K(x, y)f(y) dy

independently on ε.

Let z ∈ B(x,
1

2
ε). We shall decompose f according to B(x, 2ε). Let f0 := χB(x,ε) · f and

f1 := f − f0.

As for the estimate of f0 we shall make use of |K(x, y)| ≲ |x− y|−d. It is easy to see that∣∣∣∣∣
∫
B(x,ε)

K(x, y)f(y) dy

∣∣∣∣∣ ≲Mf(x).

Next we will tackle the estimate of f1. We decompose the estimate further :∫
B(x,ε)

K(x, y)f1(y) dy =

∫
B(x,ε)

(K(x, y)−K(z, x))f1(y) dy +

∫
B(x,ε)

K(z, y)f1(y) dy.

By the Hölmander condition (16.3), the first term is readily estimated by a maximal function.
Thus we have ∣∣∣∣∣

∫
B(x,ε)

K(x, y)f1(y) dy

∣∣∣∣∣ ≲Mf(x) + |Tf1(z)|.

Notice that by virtue of the inequality |K(x, y)| ≲ 1

|x− y|d
, we have

(16.30)

∣∣∣∣∣
∫
B(x,ε)

K(x, y)f0(y) dy

∣∣∣∣∣ ≲Mf(x).

Thus, we have obtained∣∣∣∣∣
∫
B(x,ε)

K(x, y)f(y) dy

∣∣∣∣∣ ≲Mf(x) + |Tf1(z)| ≲Mf(x) + |Tf0(z)|+ |Tf(z)|

as long as x and z satisfies |x− y| ≤ ε
2 . Taking the ν-power and averaging we have

(16.31)

∣∣∣∣∣
∫
B(x,ε)

K(x, y)f(y) dy

∣∣∣∣∣
ν

≲Mf(x)ν +
1

|Q|

∫
Q

|Tf0(y)|ν dy +
1

|Q|

∫
Q

|Tf(y)|ν dy.

By Kolmogorov’s inequality, proved in Theorem 12.14, we have

(16.32)
1

|Q|

∫
Q

|Tf0(z)|ν dx ≲ |Q|−ν
∫
Q

|f(x)|ν dx.

Putting together (16.30)–(16.32), we obtained the desired result. □
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Now we prove a.e. convergence of CZ-operators, keeping the estimate of the maximal singular
integral operators in mind.

Theorem 16.14. Assume that the limit

(16.33) lim
ε→0

∫
B(x,1)\B(x,ε)

K(x, y) dy

exists for almost all x ∈ Rd. Then for all f ∈ C∞
c we have for almost all ε > 0

(16.34) lim
ε→0

∫
Rd\B(x,ε)

K(x, y)f(y) dy

exists.

Proof. By the kernel condition the matter is reduced to the convergence of

(16.35) lim
ε→0

∫
B(x,1)\B(x,ε)

K(x, y)f(y) dy.

However by assumption (16.33) (16.35) is reduced to showing

(16.36) lim
ε→0

∫
B(x,1)\B(x,ε)

K(x, y)(f(x)− f(y)) dy.

By the mean value theorem we have |f(x) − f(y)| ≲ |x − y|. Combining this with the size
condition |K(x, y)| ≲ |x − y|−d, we see that the integrand of (16.36) is integrable. Therefore,
the limit in question does exist. □

Combining Cotlar’s inequality with Thoerem 16.14, we have the following result.

Theorem 16.15. Suppose that T is a CZ kernel and that K is an associated kernel. Then the
limit

(16.37) Tf(x) := lim
ε→0

∫
Rd\B(x,ε)

K(x, y)f(y) dy

exists for almost all x ∈ Rd, if and only if

lim
ε→0

∫
B(x,1)\B(x,ε)

K(x, y) dy

exists for almost every x ∈ Rd. If this is the case, then we have

(16.38) ∥Tf∥p ≤ cp ∥f∥p, f ∈ Lp(Rd)

for all 1 < p <∞ and

(16.39) | { |Tf | > λ} | ≤ c1
λ
∥f∥1, f ∈ L1(Rd) and λ > 0.

We remark that the singular operator in Theorem 15.3 does satisfy the condition of the above
theorem and hence we have the weak-(1, 1) estimate as well. Below let us say that a generalized
singular integral operator is standard if the cancellation condition (16.33) is fulfilled. In this
case we say that the kernel is standard as well. As an example of the standard singular integral
operator, we can list the Riesz transform.
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The structure of the generalized singular integral operator. It may be surprising that the identity
operator is a singular integral operator, since the identity is far from singular. However, from
the very definition of the singular integral operators, the kernel K ≡ 0 corresponds to the
operator.

In this paragraph we investigate the structure of a standard singular integral operator with
a standard kernel K. As we have established above, the limit

(16.40) TKf(x) = lim
ε↓0

∫
Rd\B(ε)

K(y)f(x− y) dy

exists for f ∈ L2(Rd). Therefore, subtracting TK , we can assume that T is a singular integral
operator with kernel 0.

Theorem 16.16. If T is a singular integral operator with a standard kernel K, then there
exists m ∈ L∞(Rd) such that

(16.41) Tf(x) = m(x)f(x) + TKf(x)

for all f ∈ L2(Rd).

Proof. In view of the observation above, we may assume that the kernel is zero.

Let us define

(16.42) mj(x) := TχB(j)(x).

Let j < k. Then since the kernel is zero, we have

(16.43) mj(x)−mk(x) = −TχB(k)\B(j)(x) = 0

for x ∈ B(j). Therefore, the limit

(16.44) m(x) = lim
j→∞

mj(x)

exists for almost everywhere x ∈ Rd. Let R ⊂ R be a compact rectangular, say it is contained
in B(J). If x /∈ R, then we have

(16.45) TχR(x) = 0 = m(x) · χR(x).

If x ∈ R, then for all j ≥ J , we have

(16.46) TχR(x) = TχB(j)(x)− TχB(j)\R(x) = mj(x) = mj(x) · χR(x).

Letting j →∞, we have

(16.47) TχR(x) = m(x) · χR(x).

Therefore, it follows that if R is a compact rectangular, then we have

(16.48) TχR(x) = m(x) · χR(x).

By the π-λ principle, it follows that R can be replaced by any measurable set of finite measure.
A passage to the limit therefore gives us

(16.49) Tf(x) = m(x) · f(x)

for all f ∈ L2(Rd). In order that m ·f ∈ L2(Rd) for all f ∈ L2(Rd), it is necessary and sufficient
that m ∈ L∞(Rd), as we have verified in Chapter 5. Therefore, the proof is now complete. □
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16.4. Fourier multipliers.

Having clarified the properties of generalized singular integral operator, let us go into further
examples.

Definition 16.17. Let 1 ≤ p ≤ ∞. A bounded function m is said to be an Lp(Rd)-multiplier,
if the following operator, defined originally on L2(Rd),

f ∈ L2(Rd) 7→ F−1(m · Ff) ∈ L2(Rd).

can be extended to a bounded operator on Lp(Rd).

Before we go further, a helpful remarks may be in order.

(1) If m is an Lp(Rd)-multiplier, then by duality m is an Lp
′
-multiplier. An interpolation

gives us that m is an Lq(Rd)-multiplier for q between p and p′.
(2) If m ∈ C∞

c (Rd), then m is an Lp(Rd)-multiplier for 1 ≤ p ≤ ∞, because in this case the

operator is just an convolution operator generated by a Schwartz function (2π)
d
2F−1m.

The aim of this section is to present non-trivial examples of Lp(Rd)-multipliers. Let us set
Rd+ = {x ∈ Rd : xd > 0}, the upper half plane.

Proposition 16.18. The function χRd+ is an Lp(Rd)-Fourier multiplier for all 1 < p <∞.

Proof. This is just a directional Fourier transform of f with respect to the xd-axis. □

Proposition 16.19. The characteristic function of a convex polygon is an Lp(Rd)-multiplier
for all 1 < p <∞.

Proof. The translation of multipliers is transformed into the multiplication of eix·a by the
Fourier transform and the rotation of multipliers is preserved by Fourier transform. Therefore,
the characteristic function of any half plane is an Lp(Rd)-multiplier. The characteristic function
of a convex polygon, obtained by a multiplication of a finite number of the indicators of half
planes, is therefore an Lp(Rd)-multiplier. □

In view of this proposition it seems natural to conjecture that the characteristic function of
the unit ball is an Lp(Rd)-multiplier. Because the unit ball is a limit of the convex polygon in
some sense. However, this is not the case except when p = 2. We just cite the result due to
Fefferman (See [178]).

Theorem 16.20 (Non-multiplier). The characteristic function of the unit ball is never an
Lp(Rd)-multiplier unless p = 2.

17. Fractional integral operators

Another class of singular integral operators of importance is the fractional integral operator
(of order α) defined by

(17.1) Iαf(x) :=

∫
Rd

f(y)

|x− y|d−α
dy (x ∈ Rd).

Here 0 < α < d. Let us see how this operator comes about.
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By the Sobolev integral representation theorem, we have

(17.2) φ(x) =
1

ωd

∫
Rd

x− y
|x− y|d

· gradφ(y) dy, φ ∈ C∞
c (Rd).

This can be shown by using the Stokes theorem. However, it is more illustrating to provide a
direct proof when d = 1. Indeed, the right-hand side equals to

(17.3)
1

2

∫
R

x− y
|x− y|

grad(φ(y)) dy =
1

2

∫ x

−∞
−φ′(y) dy +

1

2

∫ ∞

x

φ′(y) dy = φ(x).

The following lemma is interesting and useful of its own right.

Lemma 17.1 (Comparison lemma). Let 0 < α < d.

(17.4)

∫ ∞

0

χB(x,l)(y)
dl

ld+1−α =
|x− y|−d+α

d− α
.

Proof. The proof is simple. Indeed, we have

(17.5)

∫ ∞

0

χB(x,l)(y)
dl

ld+1−α =

∫ ∞

0

χ(|x−y|,∞)(l)
dl

ld+1−α =

∫ ∞

|x−y|

dl

ld+1−α =
|x− y|−d+α

d− α
by using Fubini’s theorem, which is the desired result. □
Exercise 146. Let 0 < α1 < α < α2 < d. Show that

Iαf(x) ≲Mα1f(x)
α2−α
α2−α1Mα2f(x)

α−α1
α2−α1 .

Lemma 17.2. Let f ∈ Lp(Rd) with 1 ≤ p < d

α
.

(1) The integral defining Iαf converges absolutely for almost everywhere x ∈ Rd.
(2) The pointwise estimate holds

(17.6) |Iαf(x)| ≲Mf(x)
p
s ∥f∥1−

p
s

p

for a.e. x ∈ Rd.

Proof. It suffices to prove (2) and we can assume f is positive. We write

(17.7) Iαf(x) = (d− α)
∫ ∞

0

(
1

ld+1−α

∫
B(x,l)

f(y) dy

)
dl.

We have only to insert

(17.8)
1

ld

∫
B(x,l)

f(y) dy ≲Mf(x),
1

ld

∫
B(x,l)

f(y) dy ≲
(

1

ld

∫
B(x,l)

f(y)p dy

) 1
p

.

to obtain (2). More precisely

|Iαf(x)| ≤
∫
Rd

|f(y)|
|x− y|d−α

dy

≤ (d− α)
∫ ∞

0

(
1

ℓd−α+1

∫
B(x,ℓ)

|f(y)| dy

)
dℓ

≲
∫ ∞

0

min

Mf(x),

(
1

ld

∫
B(x,l)

f(y)p dy

) 1
p

 dℓ

ℓ−α+1

≲Mf(x)
p
s ∥f∥1−

p
s

p .

Here we have used Lemma 12.15. □
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Thanks to the maximal inequality we obtain

Theorem 17.3 (Hardy-Littlewood-Sobolev). Let 0 < α < d.

(1) We have

(17.9) λ
d

d−α | { |Iαf | > λ} | ≲ ∥f∥1

for all f ∈ L1(Rd) and λ > 0.

(2) Assume that the parameters 1 < p <
d

α
and

1

q
=

1

p
− α

d
. Then we have ∥Iαf∥q ≲ ∥f∥p

for all f ∈ L1(Rd).

We complete this section by expressing Iα in terms of the heat operator.

Theorem 17.4 (A. Yoshikawa). Let 0 < α < d. Then

(17.10) Iαf(x) ≃
∫ ∞

0

t
α
2 −1et∆f(x) dt (x ∈ Rd)

for all positive measurable functions f .

Proof. Let us set E(x, t) =

(
1

4πt

) d
2

exp

(
−|x|

2

4t

)
. we have

(17.11)

∫ ∞

0

t
α
2 −1et∆f(x) dt ≃

∫ ∞

0

t
α−d

2 −1E(·, t) ∗ f(x) dt

Note that

(17.12)

∫ ∞

0

t
α−d

2 −1E(x, t) dt ≃ |x|α−d.

Thus if we insert this formula to the above expression, we obtain the desired result. □

A concluding remark of this section may be in order.

Remark 17.5. Let g(x) := |x|α−d. Compare the result in this section with (4.82). Summariz-
ing what we have obtained, we see

(17.13) ∥f ∗ g∥r ≲ ∥f∥p,

provided

(17.14) 1 < p < r <∞, 1
r
=

1

p
− α

d
.

Meanwhile the Hausdorff-Young inequality (4.82) asserts

(17.15) ∥f ∗ h∥r ≤ ∥h∥d/α · ∥f∥p.

Although g does not belong to Ld/α, we still have (17.13).

Example 17.6. Here we give examples of lower bounds of Iαf(x).
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(1) Let f(x) = χB( 1
4 )\{0}

(x)|x|−
d
p

(
log

1

|x|

)−q

with p > 1 and q ∈ R. Then we have

Iαf(x) ≳
∫
B( 1

2 |x|)
|y|−

d
p |x− y|α−d

(
log

1

|y|

)−q

dy

∼
∫
B( 1

2 |x|)
|y|−

d
p |x|α−d

(
log

1

|y|

)−q

dy

≳ |x|α− d
p

(
log

1

|x|

)−q

,

if |x| ≤ 1

8
.

(2) Let f(x) = χB( 1
4 )\{0}

(x)|x|−
d
p

(
log

1

|x|

)−1(
log log

1

|x|

)−q

with p > 0 and q ∈ R.

Then we have

Iαf(x) ≥ |x|α−d
∫
B( 1

4 |x|)
f(y) dy

if |x| ≤ 1

8
.

Notes and references for Chapter 8.

Section 14. Theorems 14.1, 14.5, 14.6 and 14.7, which deal with the Hilbert transform, are due
to Kolmogorov [271] and M. Riesz. Later P. Stein, L. H. Loomis and A. P. Calderón gave
different proofs [110, 318, 449]. Theorem 14.1 (2) is due to M. Riesz when p ∈ 2N.

The proof of Theorem 14.8 first appeared in [409] in 1927. However, it is announced in 1924
by M. Riesz in [408].

Theorem 14.9

Theorem 14.10

Theorem 14.11 was obtained originally by M. Cotlar in [151]. Later it is generalized by
Cotlar, Knapp and Stein (see [280]).

Section 16. Theorems 15.3 and 15.6 are due to A. P. Calderón and A. Zygmund [119].

We also refer to [117] for Theorems 15.3, 15.6 and 15.7. The paper [117] contains Theorems
15.3, 15.6 and 15.7 as a special case.

Theorem 15.9

Theorem 15.10

Theorem 16.6 admits a various extensions. For example, if FH ∈ Ks
11, the Herz space, then

we have H(D) = F−1[H · F [·] ] ∈ B(H1). We refer to [434] for more details. A generalization
of Theorem 16.6 is made by Hörmander in 1960. Indeed, it suffices to assume that

m ∈ L∞, sup
0<R<∞

Rd
∫
R≤|ξ|≤2R

|m′(ξ)|2 dξ ≲ 1.

Theorem 16.9 and Theorem 16.11 are due to Calderón and Zygmund in 1952.

Theorem 16.13
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Theorem 16.14

Theorem 16.15

In connection with Theorem 16.16, Calderón and Zygmund considered a special class of
operators, namely, they assumed that the pointwise multiplier m is constant. In this case, the
set of all such operators forms an algebra (see [119]).

Fefferman constructed a counterexample as in Theorem 16.20 in his paper [178].

The method of rotation appearing this book can be found originally in [168].

We can say the celebrated papers [117, 119] are the prototypes of the CZ-theory. The
CZ-theory is taken up in great detail in [16, 10, 57, 58].

We refer to [453, 454] for more information.

If p = ∞, then Example 15.11 fails. This result is due to J. Boman [101]. To describe this

result, we let X = C∞
c (R2)

L∞(R2)
. Then the norm estimate

(17.16)

∥∥∥∥ ∂2f

∂x1∂x2

∥∥∥∥
X

≲
∥∥∥∥∂2f∂x21

∥∥∥∥
X

+

∥∥∥∥∂2f∂x22

∥∥∥∥
X

+

∥∥∥∥∂2f∂x1

∥∥∥∥
X

+

∥∥∥∥∂2f∂x2

∥∥∥∥
X

+ ∥f∥X (f ∈ X)

fails.

Section 17. The author borrowed its name of Lemma 17.1 from [373].

Theorem 17.3 is a fundamental theorem whose root lies especially in [228, 229, 447].

Theorem 17.4 is just an example of the idea due to A. Yoshikawa [490]. A. Yoshikawa used
semi-groups to express the integral operators. Here as an example of his philosophy, we have
connected the fractional integral operator with the heat group in Theorem 17.4. Exercise 146
is due to Welland.

There is a huge amount of works on generalization and refinement of Theorem 17.3, to which
we shall allude in Chapter 23.

For example, many researchers investigated Tρ given by

(17.17) Tρf(x) =

∫
Rd

ρ(x− y)
|x− y|d

f(y) dy.

Note that the case when ρ(x) = |x|α covers Theorem 17.3. We consider Tρ in the context of
elliptic differential operators such that 1−∆. We refer to [174, 222, 293, 365, 366, 367, 368, 465]
for more details. Finally we remark that

(17.18) ∥Mαf∥p ≃ ∥Iα∥p, 1 < p <∞

where Mα denotes the fractional maximal integral operator (of order α) given by

(17.19) Mαf(x) = sup
r>0

1

rn−α

∫
B(x,r)

|f(y)| dy.

See [363]. In connection with this, we define the Hardy operator

Hαf(x) =
1

|B(o, |x|)|1−α/d

∫
B(o,|x|)

|f(y)| dy.

Then note that

Mαf(x) = sup
z∈Rd

Hα(|f(·+ x)|)(z).
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The author has learnt the proof of Theorem 17.3 from Dr. H. Tanaka [508]. The pointwise

estimate Mf(x) ≲ ∥f∥1−
p
s

p Mf(x)
p
s is due originally to Hedberg [233].
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Part 9. More about maximal and CZ-operators

From Section 18 to Section 21 we make further observations of Sections 12–Section 17. In
Section 18 we are going to supplement the properties that the Hilbert transform, for example,
fails. For example, in Section 14 we shall disprove that the Hilbert transform is L1(R)-bounded.
Instead of contenting ourselves with finding counterexamples, we modify our theory so that it
works well. That is, we are going to find a function space contained in L1(R) which is sent
to L1(R) by the Hilbert transform. We also consider its dual : What is the function space
to which L∞(Rd) is sent continuously by the Hilbert transform ? The answer of the second
question is the function space BMO(Rd). The crucial papers of Section 18 are the ones by
C. Fefferman-E. M. Stein and John-Nirenberg [183, 261]. In Section 20 motivated by the
definition of BMO(Rd), we are going to define another maximal operator called the sharp
maximal operator. Finally in Section 21 we investigate the boundedness property after change
of measures. That is, we are going to consider the weighted measures of the form µ := w(x) dx
instead of dx, where

(17.20) µ(E) := w(E) :=

∫
E

w(x) dx

for a Lebesgue measurable set E.

18. The Hardy space H1(Rd)

To explain Hardy spaces, let us start with the Riesz transform. Recall that the (j-th) Riesz
transform is a singular integral operators given by

(18.1) Rjf(x) = cd p.v.
xj
|x|d+1

∗ f(x),

where cd :=
1√
π
Γ

(
d+ 1

2

)
22−

d+1
2 .

Having investigated how singular integral operators behave, we hit upon some natural ques-
tions. Recall that the Hilbert transform does not send L1(Rd) to L1(Rd) nor L∞(Rd) to
L∞(Rd). Indeed, we have calculated the Hilbert transform of χ[−1,1] and concluded Hχ[−1,1] /∈
L1(Rd) ∪ L∞(Rd). Therefore, it is natural to ask ourselves the following questions.

Problem 18.1. What kind of subspaces of L1(Rd) is sent by singular integral operators to
L1(Rd) ?

Problem 18.2. Where is L∞(Rd) ∩ L2(Rd) sent by singular integral operators other than
L2(Rd) ?

One of the aims of this chapter is to answer these problems.

We begin with a definition.

Definition 18.3. An (L2(Rd)−)atom a is an L2(Rd)-function supported on a compact cube
Q satisfying

(18.2) ∥a∥2 ≤ |Q|−
1
2 ,

∫
Rd
a(x) dx = 0.

First we state a property of atoms.

Lemma 18.4. Any atom has the L1(Rd)-norm less than 1.
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The proof is immediate by using the Hölder inequality. With Lemma 18.4 in mind, we shall
present a definition of Hardy spaces.

Definition 18.5. The function space H1(Rd) is the set of all L1(Rd)-functions f such that it
can be represented as follows :

There exists λ = {λj}j∈N ∈ ℓ1 and a countable family of atoms A = {aj}j∈N such that

(18.3) f =
∞∑
j=1

λjaj .

The norm of H1(Rd) is defined by

(18.4) ∥f∥H1 := inf


∞∑
j=1

|λj |λ ∈ ℓ1 and A = {aj}j∈N satisfy (18.3)

 .

Exercise 147. Show that the Hardy space H1(Rd) is a Banach space. Perhaps, this is one of
the typical cases to which Theorem 10.12 is skillfully applied.

Exercise 148. Show that χ[0,1] − χ[−1,0] ∈ H1(R).

Singular integral operators. Having presented a candidate of the answer of Problem 18.1, we
shall prove the following.

Theorem 18.6. Let T be a singular integral operator. Then T , which was originally defined
in L1(Rd), is H1(Rd)-L1(Rd) bounded if it is restricted to H1(Rd). Namely, we have

(18.5) ∥Tf∥1 ≲ ∥f∥H1 .

Proof. Instead of proving (18.5) directly, we have only to prove

(18.6) ∥Ta∥1 ≲ 1,

where a is an atom and c is a constant independent of a. Indeed, any f ∈ H1(Rd) can be
approximated in the topology of H1(Rd) by a sequence {fj}∞j=1 of finite linear combination of

atoms. Note that the topology of H1(Rd) is stronger than that of L1(Rd). Hence, lim
j→∞

Tfj =

Tf in the topology of weak-L1(Rd). So that, if we pass to a subsequence, we can assume

(18.7) Tf(x) = lim
j→∞

Tfj(x)

for a.e. x ∈ Rd.

Since a is an atom, there exists a cubeQ fulfilling ∥a∥2 ≤ |Q|−
1
2 ,

∫
Rd
a(x) dx = 0.We separate

the estimate (18.6) into (18.8) and (18.9), where (18.8) and (18.9) are given respectively by∫
2Q

|Ta(x)| dx ≲ 1,(18.8) ∫
Rd\2Q

|Ta(x)| dx ≲ 1.(18.9)

For the proof of (18.8) we use the Hölder inequality and the L2(Rd)-boundedness of T :∫
2Q

|Ta(x)| dx ≲ |Q| 12
(∫

2Q

|Ta(x)|2 dx
) 1

2

≲ |Q| 12
(∫

2Q

|a(x)|2 dx
) 1

2

≲ 1.
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Meanwhile for the proof of (18.9), we use the moment condition of a. Let us denote by cQ
the center of Q.

(18.10) |Ta(x)| =
∣∣∣∣∫

Rd
K(x, y)a(y) dy

∣∣∣∣ = ∣∣∣∣∫
Rd
(K(x, y)−K(cQ, y))a(y) dy

∣∣∣∣ .
Now we use the triangle inequality and the Hölmander condition. We have
(18.11)

|Ta(x)| ≤
∫
Rd
|K(x, y)−K(cQ, y)| · |a(y)| dy ≲ ℓ(Q)

|x− cQ|d+1

∫
Rd
|a(y)| dy ≲ ℓ(Q)

|x− cQ|d+1
.

For the last inequality we have used Lemma 18.4. If we integrate both sides over Rd \ 2Q, then
we obtain (18.9).

Thus, (18.8) and (18.9) are established. □

19. The space BMO

Having set down Problem 18.1, we are now oriented to the dual problem, Problem 18.2. To
answer this question, we define and investigate BMO(Rd).

19.1. Definition.

We define

M ♯f := sup
x∈Q

mQ(|f −mQ(f)|) = sup
x∈Q

1

|Q|

∫
Q

|f(y)−mQ(f)| dy.

Definition 19.1 ([183]). Let f ∈ L1
loc(Rd). Then define

(19.1) ∥f∥∗ := sup
Q∈Q

mQ(|f −mQ(f)|).

One says that f ∈ L1
loc(Rd) is said to be of bounded mean oscillation (abbreviated to f ∈

BMO(Rd)), if ∥f∥∗ <∞.

Note that f ∈ BMO(Rd) if and only if M ♯f ∈ L∞(Rd).

The next proposition reveals us how large BMO(Rd) functions are. Here and in what follows
we tacitly mean by f ∈ BMO(Rd) that f belongs to the normed space BMO(Rd) or that
f ∈ L1

loc(Rd) with ∥f∥∗ <∞. The confusion can rarely occur.

Proposition 19.2. Let f ∈ BMO(Rd). Then

(19.2)

∫
Rd

|f(x)−mQ(1)(f)|
1 + |x|d+1

dx ≲ ∥f∥∗.

Proof. Let Q ∈ Q. Then we have

(19.3) |mQ(f)−m2Q(f)| = mQ(|f −m2Q(f)|) ≤ 2dm2Q(|f −m2Q(f)|) ≤ 2d∥f∥∗.

Therefore,

(19.4) |mQ(f)−m2jQ(f)| ≤ 2dj∥f∥∗



A HANDBOOK OF HARMONIC ANALYSIS 239

for j ∈ N. Therefore,∫
Rd

|f(x)−mQ(1)(f)|
1 + |x|d+1

dx ≤
∫
Q(1)

|f(x)−mQ(1)(f)|
1 + |x|d+1

dx+
∞∑
j=1

∫
Q(2j)

|f(x)−mQ(1)(f)|
1 + |x|d+1

dx

≤
∞∑
j=1

1

2(j−1)(d+1)

∫
Q(2j)

|f −mQ(1)(f)|

≲
∞∑
j=1

1

2j
· 1

|Q(2j)|

∫
Q(2j)

|f −mQ(1)(f)|.

By the definition of the BMO(Rd)-norm, we have∫
Rd

|f(x)−mQ(1)(f)|
1 + |x|d+1

dx ≲
∞∑
j=0

j

2j
· ∥f∥∗ ≲ ∥f∥∗.

This is what we want. □
Exercise 149. Show that

(19.5) |mQ(f)−mkQ(f)| ≲ log(k + 2)∥f∥∗
for k ≥ 1.

Remark 19.3. In the next section we deal with more precise estimates.

Despite the fact that ∥1∥∗ = 0, we are still eager to regard BMO(Rd) as a Banach space.
To do this, we first observe the following, which is an obstacle when we regard BMO(Rd) as a
normed space.

Lemma 19.4. Suppose that f ∈ L1
loc(Rd) satisfies ∥f∥∗ = 0. Then f is constant a.e. The

converse is also true.

Proof. It is straightforward from the definition of ∥f∥∗ that we prove ∥f∥∗ = 0 if f is a constant
function. Suppose that ∥f∥∗ = 0. Then letting Q0 = [−1, 1]d, we have

(19.6) f(x) = m2jQ0
(f)

for almost everywhere on x ∈ 2jQ. Thus, for almost everywhere x ∈ Rd, we have

(19.7) f(x) = lim sup
j→∞

m2jQ0
(f).

The right-hand side being constant, we conclude that f is constant. □

Remark that C is embedded into L∞(Rd) naturally. As a consequence, if we define

(19.8) BMO(Rd) := {f ∈ L1
loc(Rd) : ∥f∥∗ <∞}/C,

then BMO(Rd) is a normed space. We write f mod C, if we want to disregard the difference
of additive constants of f .

We can use this estimate to show that BMO(Rd) is a Banach space.

Theorem 19.5. The space BMO(Rd) is a Banach space.

Proof. We use the criterion id Theorem 10.12. To prove this we fix Q = [0, 1]d. Let fj ∈
BMO(Rd) for j = 1, 2, . . . and assume

(19.9)

∞∑
j=1

∥f∥∗ <∞.
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We may assume that mQ(fj) ≡ 0. Then by Proposition 19.2 we have

(19.10)

∫
Rd

|fj(x)|
1 + |x|d+1

dx ≤ 2d+2∥fj∥∗

for all j = 1, 2, . . .. Adding them over j ∈ N, we obtain

(19.11)

∫
Rd

 ∞∑
j=1

|fj(x)|

 dx

1 + |x|d+1
≤ 2d+2

∞∑
j=1

∥fj∥∗ <∞.

Consequently we see that

(19.12)
∞∑
j=1

|fj(x)| <∞

for dx-a.e. x ∈ Rd. Set

(19.13) F (x) :=
∞∑
j=1

fj(x), G(x) :=
∞∑
j=1

|fj(x)| (x ∈ Rd)

if the series converges. Extend F and G to whole Rd by defining 0 where they do dot defined.

We claim that F ∈ BMO(Rd) and that
∞∑
j=1

fj = F in BMO(Rd).

Note first that F is an L1
loc(Rd)-function, since so is G. Next given R ∈ Q, we have

(19.14) mR(|F −mR(F )|) ≤
∞∑
j=1

mR(|fj −mR(fj)|) ≤
∞∑
j=1

∥fj∥∗

by Lebesgue’s convergence theorem. Taking sup over R ∈ Q, we see that F ∈ BMO(Rd).

In the same way we cad prove

(19.15) mR

∣∣∣∣∣∣
F −

J∑
j=1

fj

−mR

F −
J∑
j=1

fj


∣∣∣∣∣∣
 ≤ ∞∑

j=J+1

∥fj∥∗.

Thus we have proved that
∑∞
j=1 fj = F in BMO(Rd).

As a result we have shown that BMO(Rd) is a Banach space. □

Although we have remarked that we have to identify functions modulo additive constant, we
are still able to embed BMO(Rd) to Meas(dx). To do this, we choose a special representative
with integral over [−1, 1]d zero. Nevertheless, we usually regard BMO(Rd) as a function space
modulo C.

Singular integral operators.

Let us answer the second question. That is, we shall prove that L∞(Rd) is mapped into
BMO(Rd) by the singular integral operators.

Theorem 19.6. Suppose that T is a singular integral operator. Then there exists a continuous
linear operator S : L∞(Rd)→ BMO(Rd) such that

(19.16) Sf = Tf modulo additive constants

for all f ∈ L2(Rd) ∩ L∞(Rd) and that

(19.17)

∫
Rd
Sf(x) · g(x) dx =

∫
Rd
f(x) · T ∗(x) dx
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for all f ∈ L∞(Rd) and g ∈ H1(Rd), where T ∗ is a formal adjoint singular integral operator
whose kernel is given by (x, y) 7→ K(y, x).

Proof. Construction of a candidate for S Let f ∈ L∞(Rd) and Q be a cube. We define a

function S̃f(x) by

(19.18) S̃Qf(x) := T (χQ · f)(x) +
∫
Rd\Q

(K(x, y)−K(cQ, y))f(y) dy.

Observe that thanks to the Hölmander condition the integral defining S̃f(x) converges. Fix a
cube Q. We define

(19.19) Sf(x) := S̃Qf(x) modulo C on Int (Q).

We shall claim that S is defined unambiguously despite the choice of Q and hence S is the
desired operator.

A property of S Suppose that R1 and R2 are cubes. We shall claim that S̃R1 and S̃R2

differ by a constant function on R1 ∪ R2. Thus, the definition of S makes sense. To do this,
by choosing a cube R larger than R1 and R2, and replacing R2 with R if necessary, we may
assume that R1 ⊂ R2. Indeed,

S̃R1(x)− S̃R2(x) = T (χR1\R2
· f)(x)−

∫
R2\R1

(K(x, y)−K(cR1 , y))f(y) dy

+

∫
R2\R1

(K(cR1 , y)−K(cR2 , y))f(y) dy

=

∫
R2\R1

(K(cR1 , y)−K(cR2 , y))f(y) dy.

Thus, it follows that S̃R1 − S̃R2 is constant on R1.

S is an L∞(Rd)-BMO(Rd) bounded operator. Let R be a cube. Keeping the property of

S in mind, we have

(19.20) mR(|Sf −mR(Sf)|) =
1

|R|2

∫
R

∣∣∣∣∫
R

Sf(x)− Sf(y) dy
∣∣∣∣ dx.

Thus, we have

mR(|Sf −mR(Sf)|) ≤
2

|R|

∫
Rd
|T [χ2R · f ]|

+
1

|R|2

∫∫∫
R2×Rd\2R

|K(x, z)−K(y, z)| · |f(z)| dx dy dz

=: I + II.

For the estimate of I we again use the L2(Rd)-boundedness of T .

(19.21) I ≲
(

1

|R|

∫
Rd
|T [χ2R · f ](y)|2 dy

) 1
2

≲
(

1

|R|

∫
2R

|f(y)|2 dy
) 1

2

≲ ∥f∥∞.

As for II we use the Hölmander condition :

(19.22) II ≲ ℓ(R)

∫
Rd\2R

|f(z)|
|z − cR|d+1

dz ≲ ∥f∥∞.

Consequently mR(|Sf −mR(Sf)|) ≲ ∥f∥∞ is established.
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Proof of (19.16) From the kernel condition of T we have

(19.23) S̃f(x) = Tf(x)−
∫
Rd\Q

K(cQ, y)f(y) dy

for f ∈ L2(Rd) ∩ L∞(Rd). Since
∫
Rd\Q

K(cQ, y)f(y) dy is a constant, (19.16) is established.

Proof of (19.17) From the definition of the H1(Rd)-norm, we may assume that g is an

atom with associated cube R. As we have verified, the function

(19.24) S̃f(x)−

(
T (χ2R · f)(x) +

∫
Rd\2R

(K(x, y)−K(c2R, y))f(y) dy

)
is constant. Therefore, we can assume that Q = 2R. Once we assume this, it is easy to see that

Sf is square integrable on R. By using the moment condition we calculate

∫
Rd
Sf(x)g(x) dx.∫

Rd
Sf(x)g(x) dx =

∫
Rd
T [χ2R · f ] · g +

∫∫
(Rd\2R)×R

(K(x, y)−K(cQ, y))f(y)g(x) dx dy

=

∫
2R

f · T ∗g +

∫∫
(Rd\2R)×R

K(x, y)f(y)g(x) dx dy

Since T ∗ is a CZ-operator as well as T , we obtain∫
Rd
Sf(x)g(x) dx =

∫
2R

f(y)T ∗g(y) dy +

∫
Rd\2R

f(y)T ∗g(y) dy =

∫
Rd
f(y)T ∗g(y) dy.

Therefore, S satisfies all the properties required. □

The above theorem presents us with an element in BMO \ L∞(Rd).

Example 19.7. Let H be the Hilbert transform. Then

(19.25) Hχ[−1,1](x) = log

∣∣∣∣x− 1

x+ 1

∣∣∣∣ ∈ BMO(R) \ L∞(R).

19.2. The John-Nirenberg inequality.

We have seen the size of BMO(Rd) functions very roughly in Proposition 19.2. The John-
Nirenberg inequality shows us more precise information about how large BMO(Rd) functions
can be. The main inequalities in this section are all called the John-Nirenberg inequality.

Theorem 19.8 (John-Nirenberg inequality-1). There exist c1, c2 > 0 so that

(19.26) |Q ∩ { |f −mQ(f)| > λ}| ≤ c1 |Q| exp
(
− c2 λ

∥f∥∗

)
for all cubes Q and f ∈ BMO \ {0}.

Proof. We may also assume λ ≥ 2d+1 by choosing c1 ≥ exp(c2 2
d+1) because the left-hand side

is always less than |Q|. Let us establish by induction that

(19.27)
∣∣Q ∩ { |f −mQ(f)| > k 2d+1 ∥f∥∗

}∣∣ ≤ 21−k.

If k = 1, then we have nothing to prove. Assuming

(19.28)
∣∣R ∩ { |f −mR(f)| > k 2d+1 ∥f∥∗

}∣∣ ≤ 21−k|R|
for all cubes R, let us establish

(19.29)
∣∣Q ∩ { |f −mQ(f)| > (k + 1) 2d+1 ∥f∥∗

}∣∣ ≤ 2−k|Q|.
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Form the Carderón-Zygmund decomposition at height 2∥f∥∗. Then we obtain a collection of
cubes {Qj}j∈J such that

(19.30) 2∥f∥∗ ≤ mQj (|f −mQ(f)|) ≤ 2d+1∥f∥∗,
∑
j∈J

χQj ≤ 1, dx− a.e.

and that

(19.31) |f(x)−mQ(f)| ≤ 2∥f∥∗, dx− a.e.x ∈ Q \
∪
j∈J

Qj .

By induction assumption we have

(19.32)
∣∣Qj ∩ { |f −mR(f)| > k 2d+1 ∥f∥∗

}∣∣ ≤ 21−k|Qj |
for all j ∈ J . Observe also that

(19.33)
∑
j∈J
|Qj | ≤

1

2
|Q|

from the property of {Qj}j∈J .

Therefore it follows that∣∣Q ∩ { |f −mQ(f)| > (k + 1) 2d+1 ∥f∥∗
}∣∣

≤
∑
j∈J

∣∣Qj ∩ { |f −mQ(f)| > (k + 1) 2d+1 ∥f∥∗
}∣∣

≤
∑
j∈J

∣∣Qj ∩ { |f −mQj (f)| > 2d+1 ∥f∥∗
}∣∣

≤
∑
j∈J

21−k|Qj |

≤ 2−k|Q|.
Therefore, the desired result follows. □
Exercise 150. Let d = 1 and H denote the Hilbert transform. Then calculate

(19.34) | [−1, 1] ∩ { |f −m[−1,1](f)| > λ} |
when f = Hχ[−1,1]. Conclude from this that Theorem 19.8 is sharp.

Theorem 19.9 (John-Nirenberg inequality-2). Let 1 < p < ∞. A locally integrable function
f belongs to BMO(Rd), if and only if

(19.35) ∥f∥∗,p := sup
Q∈Q

mQ(|f −mQ(f)|p)
1
p <∞.

In this case we have ∥f∥∗ ≤ ∥f∥∗,p ≲p ∥f∥∗.

Proof. We have only to show

(19.36) mQ(|f −mQ(f)|p)
1
p ≲p ∥f∥∗,

because ∥f∥∗ ≤ ∥f∥∗,p is trivial by the Hölder inequality. To do this, we write the left-hand
side by distribution formula.

(19.37) mQ(|f −mQ(f)|p)
1
p =

(
1

|Q|

∫ ∞

0

p λp−1|Q ∩ { |f −mQ(f)| > λ} | dλ
)
.

We insert the John-Nirenberg inequality to obtain

(19.38) mQ(|f −mQ(f)|p)
1
p ≲

(∫ ∞

0

λp−1 exp

(
− c′λ

∥f∥∗

)
dλ

) 1
p

= c ∥f∥∗.

This is the desired result. □
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As well as Theorem 19.8, Theorem 19.9 is referred to as the John-Nirenberg inequality.

The same idea can be used to characterize the BMO(Rd)-norm.

Theorem 19.10 (John-Nirenberg inequality 3). A locally function belongs to BMO(Rd) if and
only if it satisfies the John-Nirenberg inequality, that is, there exists c1, c2 > 0 so that

(19.39) |Q ∩ { |f −mQ(f)| > λ} | ≤ c1 |Q| exp(−c2 λ)

for all cubes Q.

Exercise 151. Prove Theorem 19.10. Hint : By the John-Nirenberg inequality the “only if ”
part is already established. To prove the “if ” part, re-examine the proof of Theorem 19.9.

To conclude this section we give an example of the Carleson measure.

Proposition 19.11. Suppose that ψ ∈ C∞
c (Rd) has zero integral and that ψ is radial. Let

ψt(x) =
1

td
ψ
(x
t

)
(t > 0, x ∈ Rd).

If b ∈ BMO(Rd), then

µ := |ψt ∗ b(x)|2
dx dt

t
is a Carleson measure.

Proof. Let Q ∈ Q be a fixed cube. We are going to show that

(19.40)

∫ ℓ(Q)

0

(∫
Q

|ψt ∗ b(x)|2 dx
)
dt

t
≲ ∥b∥∗|Q|.

We set

I :=

∫ ℓ(Q)

0

dt

t

∫
Q

|ψt ∗ [(b−m2Q(b))χ2Q](x)|2 dx

II :=

∫ ℓ(Q)

0

dt

t

∫
Q

|ψt ∗ [(b−m2Q(b))χRd\2Q](x)|2 dx.

We decompose the left-hand side of (19.40):∫ ℓ(Q)

0

dt

t

∫
Q

|ψt ∗ b(x)|2 dx = I + II.

By the John-Nirenberg inequality and the Fubini theorem, we have

I =

∫ ℓ(Q)

0

dt

t

∫
Q

|Fψ(tξ)|2|F [(b−m2Q(b))χ2Q](ξ)|2 dξ

≲
∫ ∞

0

(∫
Q

max(|tξ|, |tξ|−1)2|F [(b−m2Q(b))χ2Q](ξ)|2 dξ
)
dt

t

=

∫
Q

(∫ ∞

0

max(|tξ|, |tξ|−1)2
dt

t

)
|F [(b−m2Q(b))χ2Q](ξ)|2 dξ.

Since ∫ ∞

0

max(|tξ|, |tξ|−1)2
dt

t
=

∫ ∞

0

max(|t|, |t|−1)2
dt

t

is a finite constant independent of ξ ̸= 0, we have,

I ≲
∫
Q

|F [(b−m2Q(b))χ2Q](ξ)|2 dξ ≲
∫
Rd
|F [(b−m2Q(b))χ2Q](ξ)|2 dξ.
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By the Planchrel inequality, we obtain I ≲
∫
2Q

|b(x) −m2Q(b)|2 dξ ≲ |Q| · ∥b∥∗. Meanwhile, II

is estimated in a standard way.

II
1
2 =

∞∑
j=1

(∫ ℓ(Q)

0

dt

t

∫
Q

|ψt ∗ [(b−m2Q(b))χ2j+1Q\2jQ](x)|2 dx

)

=

Nψ∑
j=1

(∫ ℓ(Q)

0

dt

t

∫
Q

|ψt ∗ [(b−m2Q(b))χ2j+1Q\2jQ](x)|2 dx

)
≲
√
|Q| · ∥b∥∗.

This proves (19.40). □

19.3. Duality H1-BMO(Rd).

Finally, we prove the relation between H1(Rd) and BMO(Rd). Here, we denote by K either
C or R.

Theorem 19.12 (H1-BMO duality). We can say that BMO(Rd) is a dual space of H1(Rd) in
the following sense.

(1) Suppose that f ∈ BMO(Rd). Then the functional g ∈ H(Rd)1 7→
∫
Rd
f(x) · g(x) dx ∈ K

is unambiguously defined despite the difference of additive constants and it is continuous
on H1(Rd).

(2) Conversely, any continuous functional on H1(Rd) can be realized with a certain f ∈
BMO(Rd).

Proof. (1) is considerably easy to prove. Indeed, as before, we have only to deal with an atom
a instead of g ∈ H1(Rd). Suppose that Q is a cube associated to a. Then we have∣∣∣∣∫

Rd
f(x)a(x) dx

∣∣∣∣ = ∣∣∣∣∫
Q

(f(x)−mQ(f))a(x) dx

∣∣∣∣ ≤ (∫
Q

|f(x)−mQ(f)|2 dx
) 1

2

· ∥a∥2.

By virtue of the John-Nirenberg inequality (Theorem 19.8) Suppose that x ∈ R \
∪
j Rj . we

have (∫
Q

|f(x)−mQ(f)|2 dx
) 1

2

≲ |Q|− 1
2 .

Therefore, we conclude ∣∣∣∣∫
Rd
f(x)a(x) dx

∣∣∣∣ ≲ ∥f∥∗.
Now we turn to (2). Let Φ be a continuous functional on H1(Rd). Fix a cube Q. Then for

all g ∈ L2(Rd) with supp (f) ⊂ Q, we have

∥g −mQ(g)∥H1 ≲ |Q| 12 ∥g∥2
and hence

|Φ(g −mQ(g))| ≲ ∥Φ∥∗|Q|
1
2 ∥g∥2.

By the Riesz representation theorem (see Theorem 11.7), there exists fQ ∈ L2(Q) so that, for
every g ∈ L2(Rd),

(19.41) Φ(g −mQ(g)) =

∫
Rd
g(x)fQ(x) dx, ∥fQ∥2 ≲ |Q| 12 .
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By virtue of the uniqueness of Theorem 11.7, we have

fQ(x) = fR(x)−mQ(fR) on Q,

for a.e. x ∈ Rd. Let Q,R, S be cubes such that Q ⊂ R ⊂ S. Then we have

fS(x)−mQ(fS) = fR(x) +mR(fS)−mQ(fS)

= fR(x)−mQ(fS −mR(fS))

= fR(x)−mQ(fR)

for a.e. x ∈ R.

Let Q be fixed again. We have to show

(19.42) mQ(|f −mQ(f)|) ≲ ∥Φ∥∗.
To do this, we let g = fQ −mQ(fQ) in (19.41). Then we obtain

mQ(|f −mQ(f)|) = mQ(|fQ −mQ(fQ)|) ≤ mQ(|fQ −mQ(fQ)|2)
1
2

by the Hölder inequality. Next, we express the right-hand side in terms of Φ.

mQ(|f −mQ(f)|) ≤
(

1

|Q|

∫
Q

g(x)(fQ(x)−mQ(f))

) 1
2

=

(
1

|Q|

∫
Q

g(x)fQ(x) dx

) 1
2

=

(
1

|Q|
Φ(g)

) 1
2

.

Inserting the norm estimate of g, we finally obtain

mQ(|f −mQ(f)|) ≲ ∥Φ∥∗|Q|
1
2mQ(|f −mQ(f)|)

1
2 .

Therefore we have

(19.43) mQ(|f −mQ(f)|) ≲ ∥Φ∥∗.
(2) is therefore proved. □

The following exercise is similar to (2) of the above theorem in that it provides a way to
obtain global information by patching local information.

Exercise 152. Given an open set O, we denote by O(O) the set of all holomorphic functions on
O. It will be understood that O(∅) = {0}. Prove the following.

(1) Let U, V and W be open set satisfying V ⊂ U . Then we define the restriction mapping
rV U by

(19.44) rV U : f ∈ O(U)→ f |U ∈ O.
If V is an open set, it will be understood that rV U (f) = 0 for all f ∈ O(U). We also
define rWV and rWU analogously. Then prove that rWV ◦ rV U = rWU .

(2) Let O be an open set and {Oλ}λ∈Λ its open covering. Assume that f, g ∈ O(O)
f |Oλ = g|Oλ for all λ ∈ Λ. Then f = g on O.

(3) Let O be an open set and {Oλ}λ∈Λ its open covering. Suppose that we are given a
family of holomorphic functions {fλ}λ∈Λ satisfying

(19.45) fλ ∈ O(Oλ), rOλ∩Oµ Oλ(fλ) = rOλ∩Oµ Oµ(fµ)

for all λ, µ ∈ Λ. Then there exists a unique holomorphic function f on O so that

(19.46) f |Oλ = fλ
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for all λ ∈ Λ.

Let us generalize the property above.

Definition 19.13. Let X be a topological space and OX denote the set of all open sets.
({S(Rd)(U)}O∈OX , {rV U}V,U∈OX :V⊂U ) is said to be a sheaf of rings, if it satisfies the following
conditions.

(1) For each U ∈ OX , S(Rd)(U) is a ring.
(2) For each U, V ∈ OX with V ⊂ U , rV U is a linear homomorphism and

(19.47) rWU = rWV ◦ rV U
for all triples of open sets (U, V,W ) with W ⊂ V ⊂ U .

(3) Let U =
∪
λ∈Λ

Uλ be an open covering of an open set U . Suppose that f ∈ S(Rd)(U). If

rUλU (f) = 0 for all λ ∈ Λ, then f = 0 ∈ S(Rd)(U).

(4) Let U =
∪
λ∈Λ

Uλ be an open covering of an open set U . Suppose that we are given

fλ ∈ S(Rd)(Uλ) for each λ ∈ Λ. If rUλ∩UρUλ(fλ) = rUλ∩UρUρ(fρ) for all λ, ρ ∈ Λ, then

there exists f ∈ S(Rd)(U) such that fλ = rUλU (f) for all λ ∈ Λ.

Example 19.14 (Sheaf v.s. Banach space). Let Ω be an open set in Rd. The following is a
list of examples of sheaves and Banach spaces. For the definition of D(Ω) and D′(Ω) we refer
to Subsection 32

Sheaf Banach space
BC(Ω) No Yes
C(Ω) Yes No
Cm(Ω) No Yes
C∞(Ω) Yes No
Lp(Ω) No Yes

BMO(Rd) No Yes
H1(Rd) No Yes
L1
loc(Ω) Yes No
D(Ω) Yes No
D′(Ω) Yes No

From this chart we can say sheaves reflect local structures of things while Banach space
deals with global structures. We remark that for the sake of convenience of this book we regard
Cm(Ω) as a Banach space while C∞(Ω) is a sheaf.

20. Sharp-maximal operators

20.1. Definition.

Motivated by the definition of BMO(Rd), we define the sharp-maximal operator. The defini-
tion arose from the paper [183] which deals systematically with Hardy spaces and the BMO(Rd)
space.

Definition 20.1. [183] For a locally integrable function f , define

(20.1) M ♯f(x) := sup
x∈Q

mQ(|f −mQ(f)|) = sup
x∈Q

1

|Q|

∫
Q

|f(y)−mQ(f)| dy,
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where Q runs over all cubes containing x.

As is easily seen, we have

(1) The operator M ♯ annihilates the constant functions.
(2) M ♯f ≤ 2Mf for all measurable functions f .
(3) Let 1 < p ≤ ∞. Then M ♯ is Lp(Rd)-bounded.
(4) Let f ∈ BMO(Rd). M ♯f makes sense despite its ambiguity of additive constants.

To be familiarize the definition let us prove the following.

Lemma 20.2. We define an auxiliary maximal operator M ♯,∗ by

(20.2) M ♯,∗f(x) = sup
x∈Q∈Q

inf
a∈C

mQ(|f − a|).

Then we have

(20.3) M ♯,∗f(x) ≤M ♯f(x) ≤ 2M ♯,∗f(x)

for all measurable functions f .

Proof. The left inequality is obvious : Indeed, let Q be a fixed cube containing x. If we take
a = mQ(f), we see

(20.4) inf
b∈C

mQ(|f − b|) ≤ mQ(|f − a|) ≤M ♯f(x).

Since Q is arbitrary, we see M ♯,∗f(x) ≤M ♯f(x). Let us prove the right inequality. To do this,
we take a ∈ C arbitrarily and a cube containing x. Then we have
(20.5)
mQ(|f−mQ(f)|) = mQ(|f−a−mQ(f−a)|) ≤ mQ(|f−a|)+mQ(mQ(|f−a|)) = 2mQ(|f−a|).
Therefore, taking the infimum over a ∈ C, we obtain

(20.6) mQ(|f −mQ(f)|) ≤ 2 inf
a∈C

mQ(|f − a|).

Now we take the supremum over Q containing x, we have

(20.7) M ♯f(x) ≤ 2M ♯,∗f(x).

This is the desired result. □

Exercise 153. Show that M ♯[|f |](x) ≲ M ♯,∗f(x) for every locally integrable function f . Hint :
Notice that

(20.8) M ♯,∗|f |(x) = sup
x∈Q∈Q

inf
a∈C

mQ(||f | − a|) = sup
x∈Q∈Q

inf
a>0

mQ(||f | − a|).

20.2. Good λ-inequality.

To obtain an inequality, we use so called “good λ”-inequality. Here we place ourselves in the
setting of a measure space (X,B, µ). Nowadays it is used not only in harmonic analysis but
also in probability theory, as we see Chapter 20.

Theorem 20.3 (Good-λ inequality). Let 0 < p < ∞. Suppose that f and g are measurable
functions. Assume that min(1, |f |) ∈ Lp(µ) and that there exists β > 0, 0 < η < 2−p so that

(20.9) µ{ |f | > λ, |g| ≤ βλ} ≤ ηµ{ |f | > 2λ}
for all λ > 0. Then we have

(20.10) ∥f∥Lp(µ) ≲β,η,p ∥g∥Lp(µ).
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Now we really need f to have some speed of decay at infinity, as the example f ≡ 1 shows.
We remark that the integrability assumption is often formulated as follows :

Corollary 20.4. Let 0 < p <∞. Suppose that f and g are measurable functions with f ∈ Lp0
for some p0 < p. If the inequality (20.9) holds, (20.10) is still available.

Since min(1, |f |) ∈ Lp(µ) is weaker than the assumption that f ∈ Lp0(µ) for some 0 < p0 < p,
it follows that the corollary is an immediate consequence of the theorem.

Proof of Theorem 20.3. We use the distribution formula. Let R > 0 be fixed.∫ 2R

0

p λp−1µ{ |f | > λ} dλ = 2p
∫ R

0

p λp−1µ{ |f | > 2λ} dλ

≤ 2p
∫ R

0

p λp−1(µ{ |f | > 2λ, |g| ≤ βλ}+ µ{ |g| > βλ}) dλ

≲
∫
X

|g(x)|p dµ(x) + 2pη

∫ 2R

0

p λp−1µ{ |f | > λ} dλ.

Assuming min(1, |f |) ∈ Lp(µ), we have

2pη

∫ 2R

0

p λp−1µ{ |f | > λ} dλ =

∫
X

min(2R, |f(x)|)p dµ(x) <∞.

Thus, we are now in the position of bringing the second term of the right-hand side to the
left-hand side. The result is

(20.11)

∫ 2R

0

p λp−1µ{ |f | > λ} dλ ≲
∫
X

|g(x)|p dµ(x).

Here the implicit constant in ≲ does not depend on R. Letting R→∞, we obtain the desired
result. □

20.3. Sharp-maximal inequality.

We return to the setting of the usual Rd coming with the Lebesgue measure dx.

Theorem 20.5 (Sharp maximal inequality). Let 1 < p <∞. Then

(20.12) ∥f∥p ≲p ∥M ♯f∥p
for every measurable function f with min(Mf, 1) ∈ Lp(Rd).

We really have to assume that min(1,Mf) ∈ Lp(Rd) as the example f ≡ 1 again shows.

Proof. To prove this theorem, we have only to prove the corresponding good λ-inequality

(20.13) | {Mf > 2λ : M ♯f ≤ βλ} | ≲ β| {Mf > λ} |.

To do this we set

Eλ := {Mf > 2λ : M ♯f ≤ βλ}, Fλ := {Mf > λ}.

Let x ∈ Eλ. Then by definition, there exists a cube Q = Qx so that mQ(|f |) >
3

2
λ. If we

replace Q with larger one, then we can assume

(20.14) mS(|f |) ≤
3

2
λ
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for all cubes S that engulfs 2Q. The crux of the proof is not to choose Q so that mQ(|f |) > 2λ.
Indeed, suppose that S1, S2, . . . , Sj , . . . are cubes such that 2Sj ⊂ Sj+1, then lim

j→∞
mSj (|f |) = 0.

Therefore, such a cube Q exists.

Use the Besicovitch covering lemma, and we obtain the countable family of cubes {Sj}j∈J
so that

(20.15) mSj (|f |) >
3

2
λ,
∑
j∈J

χSj ≲ 1.

We claim

(20.16) |Sj ∩ Eλ| ≲ β|Sj |
assuming that 0 < β ≪ 1. Once we prove (20.16), then we have

(20.17) |Eλ| ≲ β
∑
j∈J
|Sj | ≲ β

∣∣∣∣∣∣
∪
j∈J

Sj

∣∣∣∣∣∣ ≲ β|Fλ|.

Thus, the theorem is proved modulo the claim. Let x ∈ Sj ∩ Eλ. Then there exists a cube

R such that mR(|f |) > 2λ. If R were not contained in
5

4
Sj , then 100R engulfs 2Sj and hence

(20.18) m100R(|f |) ≥ mR(|f |)− |mR(|f |)−m100R(|f |)| ≥ 2λ− cM ♯f(x) ≥ 2λ− c βλ ≥ 7

4
λ,

contradicts (20.14). Therefore, it follows that

(20.19) M
(
χ 5

4Sj
· f
)
(x) > 2λ.

If we use this observation, we obtain

(20.20) M
(
χ 5

4Sj
· (f −mSj (f))

)
(x) ≥M

(
χ 5

4Sj
· f
)
(x)− |mSj (f)| ≥ 2λ− 3

2
λ =

1

2
λ.

If we had replace
3

2
in (20.14) by 2, then our calculation would not have worked. Therefore, if

we use the weak-(1, 1) boundedness of M , then we obtain

(20.21) |Sj ∩ Eλ| ≲
1

λ

∫
5
4Sj

|f(x)−mSj (f)| dx ≲ β|Sj |.

Therefore the claim is proved. □

Now we obtain an alternative proof of Theorem 20.5.

Theorem 20.6. Let f, g be locally integrable functions. Assume that {|f | > λ} < ∞ for all
λ > 0. Then we have

(20.22)

∫
Rd
|f(x)w(x)| dx ≤

∫
Rd
M ♯f(x)Mdyadicw(x) dx.

Once this theorem is established, it is easy to prove Theorem 20.5.

Proof. Let k ∈ Z be fixed. We can assume that f is bounded and that w is positive, compactly
supported and bounded. We partition {Mdyadicw > 2k} into a collection of maximal dyadic

cubes such that mQkj
(w) > 2k. We write {Mdyadicw > 2k} =

∏
j∈Jk

Qkj . Define

(20.23) Gk(x) = χ{Mdyadicw≤2k}(x)w(x) +
∑
j∈Jk

mQkj
(w)χQkj (x), B

k(x) = w(x)−Gk(x).
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Then for each j′ ∈ Jk+1, there exists j ∈ Jk such that Qk+1
j′ ⊂ Qkj . Therefore, we have∫

Qkj

(Bk+1(x) − Bk(x)) dx = 0. In view of the property of the good part of the Calderón-

Zygmund decomposition, we have |Bk(x) − Bk+1(x)| = |Gk(x) − Gk+1(x)| ≤ 3 · 2d. Since
w ∈ L∞(Rd), there exists K ∈ N such that Bk ≡ 0 whenever k ≥ K. Therefore,∫

Rd
f(x)g(x) dx =

∫
Rd
f(x)Gk(x) dx+

∫
Rd
f(x)Bk(x) dx

=

∫
Rd
f(x)Gk(x) dx+

∞∑
l=k

∫
Rd
f(x)(Bl(x)−Bl+1(x)) dx

=: Ik + IIk.

Since Ik ≤ ∥f ·g∥∞|{|f | > λ}|+2kε|{|f | ≤ ε}|, it follows that lim
k→−∞

Ik = 0. As for IIk, we have

|IIk| ≤
∞∑
l=k

∑
j∈Jl

∫
Qlj

|f(x)−mQlj
(f)| · |Bl(x)−Bl+1(x)| dx

≤ 3
∞∑
l=k

2l
∑
j∈Jl

∫
Qlj

|f(x)−mQlj
(f)| dx.

A trivial but intersting observation is that

(20.24)

∫
Qlj

|f(x)−mQlj
(f)|w(x) dx ≤

∫
Qlj

M ♯f(x) dx.

If we invoke (20.24), then we have

|IIk| ≤ 3
∑
j∈Jl
l∈Z

2l
∫
Qlj

M ♯f(x) dx = 3
∑
l∈Z

2l
∫
{M♯f>2l}

M ♯f(x) dx ≤ 6

∫
Rd
M ♯f(x)Mdyadicw(x) dx.

The proof is therefore complete. □

21. Weighted norm estimates

In this section we consider the maximal inequalities with the Lebesgue measure replaced
by a Borel measure. Leaving the definition of maximal operator unchanged, we consider the
weighted measure w dx. We consider the following problems ?

For what weights w is it the case that∫
Rd
Mf(x)pw(x) dx ≲

∫
Rd
|f(x)|pw(x) dx

for p ∈ (1,∞) and that∫
{Mf>λ}

w(x) dx ≲ 1

λ

∫
Rd
|f(x)|w(x) dx ?

The weight such that M is bounded on Lp(w dx) will be called the Muckenhoupt class. This
definition dates back to the pioneering work [361].
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21.1. A1-weights.

This theorem will be a motivation of definition of various classes of weights for the Hardy-
Littlewood maximal operator. In [182] for any locally integrable functions f, g and λ > 0,
Fefferman and Stein proved∫

{Mf>λ}
|g(x)| dx ≲ 1

λ

∫
Rd
|f(x)|Mg(x) dx.

The next result refines the result in [182].

Theorem 21.1 (Dual inequality of Stein type). For any locally integrable functions f, g and
λ > 0, we have

(21.1)

∫
{Mf>λ}

|g(x)| dx ≲ 1

λ

∫
{ |f |>5−dλ}

|f(x)|Mg(x) dx.

Proof. Let Eλ = {Mf > λ}. As before by the definition of Eλ, for all x ∈ E there exists rx
such that

mB(x,rx)(|f |) > λ.

By Theorem 12.11, there exists a disjoint subfamily of balls {Bj}j∈Eλ with Λ ⊂ Eλ that satisfies
the following properties.

(21.2) Eλ ⊂
∪
x∈Eλ

B(x, rx) ⊂
∪
j∈Λ

5Bj .

Let x ∈ 5Bj . Then the average of |g| over 5Bj is bounded by the maximal operator :

m5Bj (|g|) ≤Mg(x).(21.3)

Using (21.2) and (21.3), we obtain∫
Eλ

|g(x)| dx ≤
∫
∪
j∈Λ 5Bj

|g(x)| dx ≤
∑
j∈Λ

∫
5Bj

|g(x)| dx ≤ 5d

λ

∑
j∈Λ

∫
Bj

|f(x)| dx ·m5Bj (|g|).

Note that from the definition of the (uncentered) maximal operator

m5Bj (|g|) ≤ inf
z∈Bj

Mg(z).

Inserting this, we obtain∫
Eλ

|g(x)| dx ≤ 5d

λ

∑
j∈Λ

∫
Bj

|f(x)|Mg(x) dx ≤ 5d

λ

∫
{ |f |>5−dλ}

|f(x)|Mg(x) dx,

which is the desired result. □

This corollary is an example of the usage of interpolation for the measure other than the
Lebesgue measure dx.

Corollary 21.2. Suppose that 1 < p <∞. Then one has

(21.4)

∫
Rd
Mf(x)p|g(x)| dx ≲p

∫
Rd
|f(x)|pMg(x) dx.

Proof. We write out the right-hand side out in full by using the distribution:∫
Rd
Mf(x)p|g(x)| dx =

∫
Rd

(∫ ∞

0

λp−1χ{x∈Rd :Mf(x)>λ}(λ) · |g(x)| dλ
)
dx.
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If we change the order of integration by using the Fubini theorem and invoke Theorem 21.1,
we obtain

(21.5)

∫
Rd
Mf(x)p|g(x)| dx ≲p

∫ ∞

0

λp−2

(∫
{x∈Rd : |f(x)|>5−dλ}

|f(x)|Mg(x) dx

)
dλ.

Another application of the Fubini theorem yields

(21.6)

∫ ∞

0

λp−2

(∫
{x∈Rd : |f(x)|>5−dλ}

|f(x)|Mg(x) dx

)
dλ ≃p

∫
Rd
|f(x)|pMg(x) dx.

Putting together (21.5) and (21.6), we obtain the desired result. □

Definition of the class A1. Let us consider the following class of weights.

Definition 21.3. A locally integrable function w is said be an A1-weight, if w(x) is strictly
positive and finite and there exists C0 such that

(21.7) Mw(x) ≤ C0 w(x)

for a.e. x ∈ Rd. The A1 constant, which is denoted by A1(w) below, is the minimum of C0

satisfying (21.7).

Exercise 154. Let w be a weight and a > 0. Then show that A1(w) = A1(aw). Be careful for
the usage of the term “norm ” : It is an abuse of language. Because A1(w) is not a linear space
over R.

Here we present standard notations about weighted function spaces.

Definition 21.4. Denote by Meas(Rd) the set of all Lebesgue measurable functions on Rd.

(1) Write Lp(w) := Lp(w dx) for the sake of simplicity.
(2) A sublinear operator S from Lp(w) to Meas is said to be weak Lp(w)-bounded, if∫

{x∈Rd :Sf>λ}
w(x) dx ≲ 1

λp

∫
Rd
|f(x)|pw(x) dx

for all f ∈ Lp(w).
(3) Given a weight w and a measurable set E, we denote

w(E) :=

∫
E

w(x) dx.

When E = {· · · }, then we write w(E) := w{· · · }.

Key properties of the class A1(w). In this paragraph we relate A1(w) with the weak-L1(w)
boundedness of the Hardy-Littlewood maximal operator M .

Theorem 21.5. A weight w belongs to A1 if and only if M is weak L1(w)-bounded, that is,

w{x ∈ Rd : Mf(x) > λ} ≲ 1

λ

∫
Rd
|f(x)|w(x) dx (f ∈ L1(w), λ > 0).

Proof. Assume that w is an A1-weight. We haveMw(x) ≲ w(x) by assumption. If we invoke

Theorem 21.1, then we obtain

(21.8) w{x ∈ Rd : Mf(x) > λ} ≲ 1

λ

∫
Rd
|f(x)|Mw(x) dx ≲ 1

λ

∫
Rd
|f(x)|w(x) dx,

showing the weak-L1(w) boundedness of M .
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Assume instead that M is weak-L1(w) bounded. We shall show that interval testing suf-

fices. More precisely, we proceed as follows : The assumption reads

(21.9) w{x ∈ Rd : Mf(x) > λ} ≲ 1

λ

∫
Rd
|f(x)|w(x) dx.

We shall show that, if x is a Lebesgue point of w, that is, if x is a point satisfying

lim
R∈Q
R↓x

mR(w) = w(x),

then mQ(w) ≲ w(x) for any cube Q containing x. Let R be another cube containing x and

contained by Q. Observe thatMχR >
|R|
2|Q|

on Q. Indeed, we haveMχR(x) = sup
x∈S∈Q

|R ∩ S|
|S|

>

|R|
2|Q|

. Therefore we have w(Q) ≤ w
{
MχR >

|R|
2|Q|

}
≲ w(R)|Q|

|R|
. Arranging this inequality, we

obtain mQ(w) ≲ mR(w). Shrinking R to a point x, we obtain mQ(w) ≲ w(x), which is a desired
result. □

Example of A1-weights. Now we present some examples of A1-weights.

Lemma 21.6. Let µ be a Radon measure and set ( temporarily )

(21.10) Mµ(x) := sup

{
µ(Q)

|Q|
: Q ∈ Q, cQ = x

}
.

Then we have | {Mµ > λ } | ≤ N

λ
µ(Rd), where N is a covering constant of the Besicovitch

covering lemma.

Exercise 155. Using the Besicovitch covering lemma, prove Lemma 21.6.

Theorem 21.7. Suppose that 0 < δ < 1. Assume µ is a Radon measure such that Mµ is finite
for a.e. x ∈ Rd. Then w =Mµδ is an A1-weight, where Mµ is given by (21.10). Furthermore,
A1(w) ≲δ,d 1.

Proof. We have to establish mQ(w) ≲ w(x) whenever Q is a cube containing x.

We decompose µ according to 2Q. Denote (µ|A)(E) = µ(A ∩ E), the restriction of µ to a
measurable subset A. Split f by µ = µ1 + µ2 with µ1 = µ|2Q and µ2 = µ|(Rd \ 2Q). We shall
prove

mQ(Mf1
δ) ≲ w(x), mQ(Mf2

δ) ≲ w(x)

for all x ∈ Q. To deal with f1 we use the idea used in the proof of the Kolmogorov inequality
(Theorem 12.14). Going through a similar argument in that proof, we obtain

mQ(Mµ1
δ) ≲ m2Q(Mµ1

δ) ≲
(
µ(2Q)

|2Q|

)δ
≲ w(x).

For the treatment of f2, we shall make use of a pointwise estimate, which we encounter fre-
quently. Let y ∈ Q. First, we write out Mf2(y) in full :

Mµ2(y) = sup

{
µ(R \ 2Q)

|R|
: R ∈ Q, y ∈ R

}
.

A geometric observation readily shows ℓ(R) ≥ 1

2
ℓ(Q) whenever R is a cube intersecting both

Q and Rd \ 2Q. Therefore such R engulfs Q, if we triple it. In view of this fact, we deduce

Mµ2(y) ≤ 3d sup

{
µ(S)

|S|
: S ∈ Q, Q ⊂ S

}
≤ 3dMµ(x).
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This pointwise estimate readily gives mQ(Mf2
δ) ≲ w(x). Therefore the theorem is now com-

pletely proved. □

The following proposition gives us a concrete example of A1-weights.

Proposition 21.8. Let 0 < a < d. Then w(x) = |x|−a belongs to A1.

Proof. It suffices to take µ = δ0, the point measure massed on the origin, which is a special
case of Theorem 21.7. Then w equals Mµ modulo multiplicative constants. □

Now we prove the converse of Theorem 21.7. For the proof, we need a lemma.

Lemma 21.9. Denote by MQ
dyadic the dyadic maximal operator with respect to a cube Q. The

following inequality holds

w
{
x ∈ Q : MQ

dyadicw(x) > λ
}
≤ 2dλ

∣∣∣{x ∈ Q : MQ
dyadicw(x) > λ

}∣∣∣ ,
whenever λ > mQ(w).

Proof. We can take the set of dyadic cubes Dλ,Q with respect to Q so that λ < mR(w) ≤ 2dλ
and that {

x ∈ Q : MQ
dyadicw(x) > λ

}
=

∏
R∈Dλ,Q

R ⊊ Q.

Using this partition, we obtain

R.H.S. =
∑

R∈Dλ,Q

w(R) ≤ 2dλ
∑

R∈Dλ,Q

|R| = 2dλ
∣∣∣{x ∈ Q : MQ

dyadicw(x) > λ
}∣∣∣ .

The proof is therefore complete. □

The next proposition is called the reverse Hölder inequality, whose proof is due to Lerner.

Theorem 21.10. Let w ∈ A1. Define

MQ,dyadicw(x) := sup
R∈D(Q)x

1

|R|

∫
R

|f(y)| dy.

If we set δ := 1
2n+1[w]A1

, then we have(
1

|Q|

∫
Q

MQ,dyadicw(x)
δw(x) dx

) 1
1+δ

≤ 2
1

|Q|

∫
Q

w(x) dx

for all cubes Q.

Proof. By replacing w with min(w,R) with R > 0, we can and do assume that w ∈ L∞(Rn).
Abbreviate mQ(w) to µ. Then we have

1

|Q|

∫
Q

MQ,dyadicw(x)
δw(x) dx

:=
1

|Q|

∫ ∞

0

δλδ−1w {x ∈ Q : MQ,dyadicw(x) > λ} dλ

=
1

|Q|

(∫ µ

0

+

∫ ∞

µ

)
δλδ−1w {x ∈ Q : MQ,dyadicw(x) > λ} dλ

≤ µδ+1 +
1

|Q|

∫ ∞

µ

δλδ−1w {x ∈ Q : MQ,dyadicw(x) > λ} dλ.
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Let λ > µ. Then we can decompose

{x ∈ Q : MQ,dyadicw(x) > λ} =
∪
j

Qj

into a union of dyadic cubes {Qj}j such that

1

|Qj |

∫
Qj

w(x) dx > λ ≥ 1

2n|Qj |

∫
Qj

w(x) dx =
1

2n|Qj |
w(Qj)

and that

|Qj ∩Qj′ | = 0 (j ̸= j′).

Hence

w {x ∈ Q : MQ,dyadicw(x) > λ}

=
∑
j

w(Qj)

≤ 2n
∑
j

|Qj |λ

= 2nλ |{x ∈ Q : MQ,dyadicw(x) > λ} |.
Inserting this estimate, we obtain

1

|Q|

∫ ∞

µ

δλδ−1w {x ∈ Q : MQ,dyadicw(x) > λ} dλ

≤ 2n

|Q|

∫ ∞

µ

δλδ |{x ∈ Q : MQ,dyadicw(x) > λ} | dλ

≤ 2n

|Q|

∫ ∞

0

δλδ |{x ∈ Q : MQ,dyadicw(x) > λ} | dλ

=
2nδ

1 + δ

1

|Q|

∫
Q

MQ,dyadicw(x)
1+δ dx.

Therefore, it follows that

1

|Q|

∫
Q

MQ,dyadicw(x)
δw(x) dx

≤ µδ+1 +
2nδ

δ + 1

1

|Q|

∫
Q

Mdyadic,Qw(x)
1+δ dx

≤ µδ+1 +
2nδ[w]A1

δ + 1

1

|Q|

∫
Q

Mdyadic,Qw(x)
δw(x) dx

≤ µδ+1 +
1

2

1

|Q|

∫
Q

Mdyadic,Qw(x)
δw(x) dx.

Now that we are assuming that w ∈ L∞(Rn), it follows from the absorbing argument that

1

|Q|

∫
Q

Mdyadic,Qw(x)
δw(x) dx ≤ 2µδ+1 = 2

(
1

|Q|

∫
Q

w(x) dx

)1+δ

.

The proof is therefore complete. □

In Theorem 21.7, we have seen an example of A1-weights. A function a : Rd → R is said to
be logarithmic bounded, if it is positive and log a ∈ L∞(Rd). From Theorem 21.7, we deduce

w = K ·Mfδ ∈ A1,

whenever K is a logarithmic bounded function and 0 < δ < 1. The following theorem asserts
the converse is also true.
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Theorem 21.11. A weight w is an A1-weight precisely when it can be expressed as

w = K ·Mfδ,

where K is a positive logalishmic bounded function and 0 < δ < 1.

Proof. We have only to decompose w ∈ A1 into the product described above. Since w satisfies
the A1-condition, it satisfies the reverse Hölder inequality. Hence there exists 0 < δ < 1 such
that

mQ(w
1
δ ) ≲ mQ(w)

1
δ

for all Q ∈ Q. In addition we set c0 := A1(w).

Let x ∈ Rd be a point satisfying Mw(x) ≤ c0 w(x). Fix a Q is a cube containing x. Then
mQ(w) ≤ c0 w(x) yields

mQ(w
1
δ ) ≤ c0 w(x)

1
δ .

Since Q is a cube taken arbitrarily, we see that

M [w
1
δ ](x) ≲ w(x)

1
δ . The reverse inequality of the above estimate being trivial by virtue of

the Lebesgue differentiation theorem, we conclude that

w(x)
1
δ ≤M [w

1
δ ](x) ≲ w(x)

1
δ a.e. x ∈ Rd,

from which we deduce that K(x) :=
w(x)

M [w
1
δ ](x)δ

is logarithmic bounded.

Therefore, if we set f := w
1
δ , then we have the desired decomposition w = K ·Mfδ. □

21.2. Ap-weights.

Definition of the class Ap. Let us view the definition due to Muckenhoupt [361].

Definition 21.12. Let 1 < p <∞. A weight w is said to be an Ap-weight, if it satisfies

Ap(w) := sup
Q∈Q

mQ(w) ·m(1/(p−1))
Q (w−1) <∞.

The quantity Ap(w) is said to be the Ap-norm of the weight w.

The class A1 is the smallest class among {Ap}1≤p<∞ as the following proposition shows.

Proposition 21.13. Let 1 < p <∞. Then we have A1 ⊂ Ap and Ap(w) ≤ A1(w).

Proof. Let w ∈ A1 and Q be a fixed cube. Then we have

mQ(w) ≲ w(x)

for almost every x ∈ Q from the definition of A1-class and the Hardy-Littlewood maximal
operator M . Therefore, it follows that

mQ(w
− 1
p−1 ) ≲ mQ(w)

− 1
p−1 ,

proving that w ∈ Ap and that Ap(w) ≤ A1(w). □

From the proposition above, we see that Ap contains a lot of nonconstant functions. Now
we summarize several fundamental properties.

Lemma 21.14. Let 1 < q < p <∞.

(1) We have Aq ⊂ Ap. Speaking precisely, Ap(w) ≤ Aq(w) for all w ∈ Aq.
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(2) If w ∈ Ap, then so does w− 1
p−1 . Speaking precisely, we have Ap(w

− 1
p−1 ) = Ap(w)

1
p−1 .

(3) Let w0, w1 ∈ Ap. Then we have w0 w1
−p+1 ∈ Ap.

The case when p = 2 is symmetric : w ∈ A2 precisely when w−1 ∈ A2.

Proof. (1) is a direct consequence of the Hölder inequality. (2) is also immediate. Let us prove
(3). To do this, we fix a cube Q. By the Hölder inequality we have

mQ(w0) ≲ w0(x), mQ(w1) ≲ w1(x)

for all x ∈ Q. Inserting the estimate, we have

Ap(w0 w1
−p+1) = mQ(w0 w1

−p+1) ·mQ(w
1−p′
0 w1)

1
p′−1

≲ mQ(w0)mQ(w1)
−p+1 ·mQ(w0)

−1mQ(w1)
1

p′−1

≲ 1.

This is a desired result. □

Lemma 21.14 gives us an imporatant example of the class Ap.

Corollary 21.15. Let 1 < p < ∞ and a ∈ R. Then w(x) = |x|a belongs to Ap if and only if
−d < a < d(p− 1).

Proof. By Proposition 21.8, we have |x|A ∈ A1 for all −d < A < 0. Therefore, we have
|x|A−B(p−1) ∈ Ap for all −d < A,B < 0. Therefore the condition is sufficient. The condition is
also necessary. Indeed if a ≤ −d, the the function cannot be locally integrable. If a ≥ (p− 1)d,

then w− 1
p−1 in turn cannot be locally integrable. Therefore the condition is also necessary. □

A slight variant may be in order as well.

Remark 21.16. Let 1 < p <∞ and a ∈ R. Then w(x) = (1 + |x|)a belongs to Ap if and only
if −d < a < d(p− 1).

Here we shall characterize the class Ap.

Theorem 21.17. Let 1 < p <∞. Then the following conditions on a weight w are equivalent.

(1) w ∈ Ap.
(2) M is weak-Lp(w) bounded, that is, for every f ∈ Lp(w),

(21.11) w{Mf > λ } ≲ 1

λp

∫
Rd
|f(x)|pw(x) dx.

(3) M is strong Lp(w)-bounded, that is, for every f ∈ Lp(w),

(21.12)

∫
Rd
Mf(x)pw(x) dx ≲

∫
Rd
|f(x)|pw(x) dx.

Needless to say, the implication w ∈ Ap =⇒ (21.12) is significant. Indeed, (21.12) is stronger
than (21.11) by virtue of the Chebychev inequality. Meanwhile once we assume (21.11), then
taking

(21.13) f := w− 1
p−1χQ, λ =: mQ(w)

for a given cube Q, we can easily deduce that w ∈ Ap.
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w ∈ Ap =⇒ (21.12). Denote by M c
w the centered weighted maximal operator given by

M c
wf(x) := sup

Q∈Q, cQ=x

1

w(Q)

∫
Q

|f(y)|w(y) dy.

By virtue of the 5r-covering lemma, it is easy to see that Mw is Lp(w)-bounded. Write σ :=

w− 1
p−1 and define M c

σ analogously. By the definition of the Ap-weights we have

w(Q)

|Q|

(
σ(3Q)

|Q|

)p−1

≤ 3dp
w(3Q)

|3Q|

(
σ(3Q)

|3Q|

)p−1

≤ 3dpAp(w).

Hence it follows that

mQ(|f |) ≤ 3dpAp(w)
1
p−1

 |Q|
w(Q)

(
1

w− 1
p−1 (3Q)

∫
Q

|f(y)| dy

)p−1
 1

p−1

≲d Ap(w)
1
p−1M c

w(M
c
σ[fσ

−1]p−1w−1)(x)
1
p−1

for all x ∈ Q. Or equivalently,

Mf(x) ≲d Ap(w)
1
p−1M c

w(M
c
σ[|f |w

1
p−1 ]w−1)(x)

1
p−1 .

Inserting this pointwise estimate, we obtain the desired Lp(w)-estimate. □

Remark 21.18. The condition above is sometimes referred to as the testing conditions.

Exercise 156. Let 1 < p < ∞. Then show that a weight w belongs to Ap if and only if

1

|Q|

∫
Q

|f(x)| dx ≲
(

1

w(Q)

∫
Q

|f(x)|pw(x) dx
)1/p

for all measurable functions f .

21.3. A∞-weights.

If we use the Hölder inequality, then we have

(21.14) m
(1+ε)
Q (w) ≥ mQ(w)

for all weights. However, since w ∈ L1
loc(Rd) does not imply w ∈ L1+ε

loc (Rd) for any ε > 0, the
reverse inequality

(21.15) m
(1+ε)
Q (w) ≤ mQ(w)

and its weaker version

(21.16) m
(1+ε)
Q (w) ≤ mQ(w)

fail. However, (21.16) is attractive and deserves a special name. Here we investigate a class of
weights satisfying (21.16).

Lemma 21.19. Suppose that w is an Ap weight with 1 ≤ p <∞. For all α ∈ (0, 1) there exists
β = β(α) ∈ (0, 1) so that

(21.17) |E| ≤ α|Q| =⇒ w(E) ≤ βw(Q)

whenever E is a measurable subset of a cube Q.

Proof. We may assume 1 < p <∞ because A1 is a subset of A2. There exists c0 > 0 such that

(21.18) w{Mf > λ} ≤ c0
λp

∫
|f(x)|p · w(x) dx
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for all f ∈ Lp(Rd). Let λ :=
|Q| − |E|
|Q|

and f := χQ\E . Then we have

(21.19) w(Q) ≤ w{Mf > λ} ≤ c1
1

λp

∫
|f(x)|p · w(x) dx ≤ c0c1 w(Q \ E)

|Q|p

(|Q| − |E|)p

for some c1 > 0. Arranging this, we have

(21.20) w(E) ≤ w(Q)

(
1− 1

c0c1

(
|Q| − |E|
|Q|

)p)
.

Therefore we have only to set β := 1− (1− α)p

c0c1
. □

We are going to characterize weights which satisfy (21.17). With this purpose, the next
lemma seems too generalized. However, we need it in full generality for our purpose.

Lemma 21.20 (Reverse Hölder inequality). Suppose that µ1, µ2 are σ-finite Radon measures
on Rd that satisfies, for some 0 < α, β < 1,

(21.21) µ1(E) ≤ αµ2(Q) =⇒ µ2(E) ≤ βµ2(Q).

Then;

(1) The measure µ2 is absolutely continuous with respect to µ1.
(2) Assume in addition that µ1 is doubling. Then there exists ε > 0 so that, for every cube

Q, the reverse Hölder inequality below holds :

(21.22)

(
1

µ1(Q)

∫
Q

w(x)1+ε dµ1(x)

) 1
1+ε

≲ 1

µ1(Q)

∫
Q

w(x) dµ1(x).

where w denotes the density of µ2 with respect to µ1.

In particular, if w is an A∞-weight, then, for some ε > 0,

(21.23) m
(1+ε)
Q (w) ≲ mQ(w).

By virtue of the classical Hölder inequality it is trivial that

(21.24) mQ(w) ≤ m(1+ε)
Q (w).

This is why (21.22) deserves its name.

Proof.

(1) Suppose that E is a bounded open set such that µ1(E) = 0. Decompose E into the
sum of disjoint dyadic cubes {Rj}∞j=1. Then we have

(21.25) 0 = µ1(E ∩Rj) ≤ αµ1(Rj)

for each j ∈ N. By assumption (21.21), we have

(21.26) µ2(E ∩Rj) ≤ βµ2(Rj).

Adding (21.26) over j, we obtain

(21.27) µ2(E) ≤ βµ2(E) <∞

and hence µ2(E) = 0. Since this is the case for all bounded set E with µ1(E) = 0, we
see that µ2 is absolutely continuous with respect to µ1.
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(2) Having proved the absolute continuity of µ2 with respect to µ1, we denote by w its
Radon-Nikodym derivative. Denote by D the douling constant of µ1:

µ1(2Q) ≤ Dµ1(Q)

for all cubes Q.
To prove (21.22), fix a cube Q and set λk := (α−1D)kλ0 for each k ∈ N0, where

(21.28) λ0 :=
1

µ1(Q)

∫
Q

w(x) dµ1(x).

Let us decompose {x ∈ Rd : Mdyadicw(x) > λk} into a disjoint union of dyadic cubes
Qk,j such that

(21.29) λk <
1

µ1(Qk,j)

∫
Qk,j

w(x) dµ1(x) =
µ2(Qk,j)

µ1(Qk,j)
≤ Dλk = αλk+1

and that w(x) ≤ λk for µ1-a.e. x ∈ Q \
∪
j

Qk,j . We write Ωk :=
∪
j

Qk,j .

Recall that two dyadic cubes are disjoint unless one is contained in the other. There-
fore we have

µ1(Ωk+1 ∩Qk,j0) ≤
∑
Qk+1,j

Qk+1,j⊂Qk,j0

µ1(Qk+1,j) ≤
∑
Qk+1,j

Qk+1,j⊂Qk,j0

µ2(Qk+1,j)

λk+1
≤ µ2(Qk,j0)

λk+1
.

If we use (21.29) once again, then we have

µ1(Ωk+1 ∩Qk,j0) ≤
µ2(Qk,j0)

λk+1
≤ αµ1(Qk,j0).

We are now assuming (21.17) and hence we can pass the above inequality to the
weighted one:

(21.30) µ2(Ωk+1 ∩Qk,j0) ≤ βµ2(Qk,j0),

where we have used (21.21) with α. Adding the above inequality, we obtain

(21.31) µ2(Ωk+1) ≤ βµ2(Ωk).

This implies that µ2

( ∞∩
k=0

Ωk

)
= 0. Similarly by using µ1(Ωk+1 ∩Qk,j0) ≤ αµ1(Qk,j0)

again, we also have

(21.32) µ1

( ∞∩
k=0

Ωk

)
= 0.

Denote Ω−1 := Q0 for the sake of simplicity of notations. Then by (21.32), we have∫
Q

w(x)1+ε dµ1(x) =
1

µ1(Q)

∞∑
k=−1

∫
Ωk\Ωk+1

w(x)1+ε dµ1(x).

If we invoke (21.29)–(21.31), then we obtain∫
Q

w(x)1+ε dµ1(x) ≤
1

µ1(Q)

∞∑
k=−1

λk+1
εµ2(Ωk)

≤ λ0
ε

µ1(Q)

∞∑
k=−1

(α−1D)(k+1)εβkµ2(Ω0)

≤ λ0ε
1

µ1(Q)

∫
Q

w(x) dµ1(x) ·
∞∑

k=−1

(α−1D)(k+1)εβk.
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Note that β is given by (21.21). However, ε is still at our disposal. Therefore, by
choosing ε > 0 sufficiently small the series of the above inequality converges.

Thus, we obtain

(21.33)

(
1

µ1(Q)

∫
Q

w(x)1+ε dµ1(x)

) 1
1+ε

≲ 1

µ1(Q)

∫
Q

w(x) dµ1(x)

and the proof of (21.23) is therefore complete.

□

We summarize the above observations.

Theorem 21.21. Let w be a weight. Then the following are equivalent.

(1) w ∈ Ap for some 1 ≤ p <∞.
(2) For every 0 < α < 1 there exists 0 < β = β(α) < 1 such that

(21.34) |E| ≤ α|Q| =⇒ w(E) ≤ βw(Q).

(3) w satisfies the reverse Hölder inequality: there exists ε > 0 such that, for any cubes Q,

(21.35) m
(1+ε)
Q (w) ≲ mQ(w).

Definition 21.22. A weight w is said be be an A∞-weight, if it satisfies the conditions in
Theorem 21.21.

Proof of Theorem 21.21. Note first that (1) =⇒ (2) =⇒ (3) is proved in Lemmas 21.19 and
21.20. Here we used Lemma 21.20 with µ1 = dx and µ2 = w dx. We shall prove (3) implies (1)
by establishing the equivalence to the following additional assertions.

(4) There exists δ > 0 such that

(21.36)
w(A)

w(Q)
≲
(
|A|
|Q|

)δ
,

whenever A is a subset of a cube Q.
(5) There exists 0 < α, β < 1 such that

(21.37) |E| ≤ α|Q| =⇒ w(E) ≤ βw(Q)

for all measurable sets E and Q such that Q is a cube containing E.
(6) There exists 0 < α′, β′ < 1 such that

(21.38) w(E) < α′w(Q) =⇒ |E| < β′|Q|

for all measurable sets E and Q such that Q is a cube containing E.
(7) There exists ε > 0 such that

(21.39)

(
1

|Q|

∫
Q

w(x)−(1+ε) dx

) 1
1+ε

≲ w(Q)

|Q|
for all measurable sets E and Q such that Q is a cube containing E.

We plan to conclude the proof of Theorem 21.21 by proving

(3) =⇒ (4) =⇒ (5) =⇒ (6) =⇒ (7) =⇒ (1).

(3) =⇒ (4).
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By the Hölder inequality and the reverse Hölder inequality we have

(21.40)
w(A)

w(Q)
≤ |A|

ε
1+ε

w(Q)

(∫
A

w(x)1+ε dx

) 1
1+ε

≤ |A|
ε

1+ε

w(Q)

(∫
Q

w(x)1+ε dx

) 1
1+ε

≲
(
|A|
|Q|

) ε
1+ε

.

(4) =⇒ (5). Denote by C0 the implicit constant in (21.36):

w(A)

w(Q)
≤ C0

(
|A|
|Q|

)δ
,

Choose α > 0 so small that C0 α
δ < 1. Then we have only to set β = C0 α

δ to obtain (5).

(5) =⇒ (6). We have only to set α′ = 1− β and β′ = 1− α.

(6) =⇒ (7). First, we contrapose (21.38):

|E| ≥ β′|Q| =⇒ w(E) ≥ α′w(Q).

Therefore, by substituting E = n
√
β′Q, we obtain

(21.41) α−1w( n
√
β′Q) ≥ w(Q).

Since β < 1, (21.41) implies the doubling condition. Note that µ2 = dx has a density w(x)−1

with respect to the doubling measure µ1 = w(x) dx. Thus, we can invoke Lemma 21.20 again.

(7) =⇒ (1). Now that we have

(21.42)

(
1

|Q|

∫
Q

w(x)−(1+ε) dx

) 1
1+ε

≲ w(Q)

|Q|

We have only to take p := 1 +
1

1 + ε
. □

Properties of A∞-weights. Having cleared up some elementary properties concerning the reverse
Hölder inequality, we now turn to characterize Ap-weights.

Now we observe the openness property of the weight.

Theorem 21.23 (Openness property of Ap-weights). Suppose that w ∈ Ap with 1 < p < ∞.
Then there exists 1 < q < p so that w ∈ Aq.

Before we prove this theorem, let us see why this theorem deserves its name. From this
theorem, we conclude that the set of all p ≥ 1 for which w ∈ Ap form an open set in [1,∞).

Proof. Note that w−(p′−1) satisfies the reverse Hölder inequality :

(21.43) mQ(w
−(1+ε)(p′−1))

1
1+ε ≲ mQ(w

−(p′−1)).

Define q by (q′ − 1) = (1 + ε)(p′ − 1). Then the reverse Hölder inequality reads

(21.44) mQ(w
−(q′−1))

1
(q′−1) ≲ mQ(w

−(p′−1))
1

(p′−1) .

Inserting this estimate to the definition of Aq(w), we obtain

(21.45) Aq(w) = sup
Q∈Q

mQ(w) ·mQ(w
−(q′−1))

1
(q′−1) ≲ mQ(w) ·mQ(w

−(p′−1))
1

(p′−1) ≲ Ap(w).

Therefore, we conclude that w ∈ Aq. □

Finally we shall prove a structure theorem of the class Ap with 1 < p <∞.
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Theorem 21.24. A weight w belongs to Ap precisely when w can be factorized into w0 w1
1−p

with w0, w1 ∈ A1.

Proof. The heart of the matters is the factorization of a given A1-weight because the converse
is already proved in Lemma 21.14.

First, we may assume 1 < p ≤ 2. Because w ∈ Ap if and only if w1−p ∈ Ap′ .

We define a sublinear operator S on Lp(w) by

(21.46) Su := w−1M(uw) +M(|u|
1
p−1 )p−1.

Then S is Lp(w)-bounded. Indeed,

(21.47) ∥Su∥Lp′ (w) ≤ ∥M(uw)∥Lp′ (w1−p′ ) + ∥M(|u|
1
p−1 )∥p−1

Lp(w) ≲ ∥u∥Lp′ (w).

Let us put the operator norm by β Let u be a positive non-zero function in Lp
′
(w) and set

(21.48) v =

∞∑
j=0

1

(2β)j
Sju,

where Sj denotes the j-times composition of S. Then since S is sublinear, we have

(21.49) Sv ≤ 2β v.

Therefore, in this case from the definition of S we have

(21.50) M(uw) ≤ 2β uw, M(u
1
p−1 ) ≤ 2β u

1
p−1 .

We set w0 = uw and w1 = u
1
p−1 . Then the above inequality reads that w0 and w1 are A1-

weights. Therefore, it follows that w = w0 w1
1−p is the desired decomposition. □

The proof of this theorem provides us another method to generate A1-weights, which we
outline in the next exercise.

Exercise 157. Let w be a measurable function belonging to some Lp(w) with 1 < p ≤ ∞.
Denote by β the Lp(w)-norm of the maximal operator M . Then show that

(21.51) v :=
∞∑
j=0

1

(2β)j
M jw

is an A1-weight satisfying

(21.52) Mv ≤ 2β v.

21.4. Ap-weights and singular integral operators.

Recall that, in the course of the proof of Theorem 21.21, we have proved

(21.53)
w(A)

w(Q)
≲
(
|A|
|Q|

)δ
for any couple (A,Q) of measurable sets such that Q is a cubes that contains A.

Theorem 21.25. Suppose that w ∈ A∞. Then,

(21.54) w{Mf > 2λ, M ♯f < βλ} ≲ βδw{Mf > λ}

for all λ > 0, β > 0.
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Proof. We keep to the notation of Theorem 20.5. Under the same notation as the unweighted
version, we have

(21.55) |Eλ ∩ Sj | ≲ β|Sj |.

Therefore, as we have remarked above, we obtain

(21.56) w(Eλ ∩ Sj) ≲ βδw(Sj)

Going through the same argument as the unweighted case, we obtain our assertion. □

Hence by the good-λ inequality we obtain

Corollary 21.26. Let w ∈ A∞. Assume that a measurable function f satisfies Mf ∈ Lp(w).
Then

(21.57) ∥Mf∥Lp(w) ≲ ∥M ♯f∥Lp(w).

Lemma 21.27. Let T be a singular integral operator. Assume that w ∈ A∞. Then Tf ∈ Lp(w)
for every f ∈ L∞

c (Rd) and 1 < p <∞.

Proof. Let us take ε > 0 so that the reverse Hölder inequality

(21.58) m
(1+ε)
Q (w) ≲ mQ(w) for all Q ∈ Q

holds. Suppose that B(R) engulfs the support of f . Then we have∫
B(2R)

|Tf(x)|pw(x) dx ≤

(∫
B(2R)

|Tf(x)|p(1+ε
−1) dx

) ε
1+ε
(∫

B(2R)

w(x)1+ε dx

) 1
1+ε

≲
(∫

Rd
|f(x)|p(1+ε

−1) dx

) ε
1+ε

· w(B(2R))

<∞.

Outside B(2R), we have |Tf(x)| ≲ |x|−d by the size condition of the kernel. Invoking this
estimate, we have

(21.59)

∫
Rd\B(2R)

|Tf(x)|pw(x) dx ≲
∞∑
j=1

1

2jp
w(B(2jR)).

By the A∞-condition w(B(2jR)) ≲ 2jδw(B(R)) we obtain

(21.60)

∫
Rd\B(2R)

|Tf(x)|pw(x) dx ≲
∞∑
j=1

1

2j(p−δ)
w(B(R)) <∞.

This is the desired result. □

Lemma 21.28. Let r > 1 and T be a singular integral operator. Then for all f ∈ L∞
c (Rd), we

have

(21.61) M ♯[Tf ](x) ≲M (r)f(x)

for all x ∈ Rd.

We remark that Lemmas 21.27 and 21.28 with r = 2 will give us a new proof of the Lp(Rd)-
boundedness of singular integral operators. Namely, from Lemmas 21.27 and 21.28 we obtain

(21.62) ∥Tf ∥p ≲ ∥f∥p
for all f ∈ L∞

c (Rd).
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Proof. Let Q be a cube containing x. Let us prove

(21.63) mQ(|Tf −mQ(Tf)|) ≲M (r)f(x).

Let us decompose f according to 2Q. By the Lr-boundedness we obtain

(21.64) mQ(|T [χ2Q · f ]−mQ(T [χ2Q · f ])|) ≤ 2m
(r)
Q (|T [χ2Q · f ]|) ≲ m

(r)
2Q(|f |) ≲M (r)f(x).

Meanwhile the estimate outside 2Q is obtained by the Hölmander condition. Let y ∈ Q.

(21.65) T [χRd\2Q · f ](y)−mQ(T [χRd\2Q · f ]) =
1

|Q|

∫∫
Q×Rd\2Q

(K(y, z)−K(w, z))f(z) dw dz.

By using |K(y, z)−K(x, z)| ≲ ℓ(Q)

|x− z|d+1
, we obtain

(21.66) |T [χRd\2Q · f ](y)−mQ(T [χRd\2Q · f ])| ≲Mf(x).

Hence it follows that

(21.67) mQ(|T [χRd\2Q · f ]−mQ(T [χRd\2Q · f ])|) ≲Mf(x).

This is the desired result. □

Theorem 21.29. Assume that w ∈ Ap with 1 < p <∞. Let T be a singular integral operator.
Then ∥Tf ∥Lp(w) ≲p ∥f∥Lp(w) for all f ∈ L∞

c (Rd).

Proof. As we have verified in Lemma 21.27, we have Tf ∈ Lp(w). Then we have

(21.68) ∥Tf ∥Lp(w) ≤ ∥MTf∥Lp(w) ≲ ∥M ♯[Tf ] ∥Lp(w).

by virtue of Corollary 21.26. By the openness property we can choose r > 1 so that w ∈ Ap/r.
Using this r > 1, we have

(21.69) ∥M ♯[Tf ] ∥Lp(w) ≲ ∥M (r)f ∥Lp(w) = ∥M [|f |r] ∥Lp/r(w)

1
r

Now that w ∈ Ap/r we obtain

(21.70) ∥Tf ∥Lp(w) ≲ ∥ |f |r ∥Lp/r(w)

1
r ≲ ∥f∥Lp(w).

This is the desired result. □

Theorem 21.30. Let T be a singular integral operator and w ∈ A1. Then we have that

sup
λ>0

λw{ |Tf | > λ} ≲w
∫
Rd
|f(x)|w(x) dx for all f ∈ L∞

c (Rd) and λ > 0.

Proof. Form the Calderón-Zygmund decomposition of f . Under the same notation as usual,
we have to show

(21.71) w{ |Tg| > λ} ≲ 1

λ

∫
Rd
|f(x)|w(x) dx, w{ |Tb| > λ} ≲ 1

λ

∫
Rd
|f(x)|w(x) dx.

Observe that the set {Mf > λ} is a compact set and hence in view of the construction we
see that g and the bj ’s are compactly supported. As for the good part, now that we have
established ∥Tg∥L2(w) ≲ ∥g∥L2(w), the same argument as the unweighted case works and we
obtain

(21.72) w{ |Tg| > λ} ≲ 1

λ

∫
Rd
|g(x)|w(x) dx.

On the cube Qj , we have g = mQj (f). Therefore, it follows from the A1-condition that

(21.73)

∫
Qj

|g(x)|w(x) dx =
w(Qj)

|Qj |

∫
Qj

|f(x)| dx ≤
∫
Qj

|f(x)|Mw(x) dx ≲
∫
Qj

|f(x)|w(x) dx.
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Meanwhile outside
∪
j

Qj , g and f agree. Therefore, we obtain

(21.74)

∫
Qj

|g(x)|w(x) dx ≲
∫
Qj

|f(x)|w(x) dx.

Thus, the estimate for the “good ” part is valid.

By the condition
1

|Qj |

∫
Qj

|f(x)| dx ≥ λ, we obtain

w(2
√
dQj) ≤ m2

√
dQj

(w)· 2
d
√
dd

λ

∫
Qj

|f(x)| dx ≲ 1

λ

∫
Qj

|f(x)|Mw(x) dx ≲ 1

λ

∫
Qj

|f(x)|w(x) dx.

Thus, for the treatment of the “bad ” part, it remains to prove

(21.75)

∫
Rd\2

√
dQj

|Tbj(x)|w(x) dx ≲ 1

λ

∫
Rd
|bj(x)|w(x) dx.

Once we prove (21.75), we obtain

w{ |Tb| > λ } ≲ 1

λ

∫
Rd
|f(x)|w(x) dx+

∑
j

∫
Rd
|bj(x)|w(x) dx


≃ 1

λ

(∫
Rd
|f(x)|w(x) dx+

∫
Rd
|g(x)|w(x) dx

)
≲ 1

λ

∫
Rd
|f(x)|w(x) dx,

in view of the disjointness of the Qj ’s.

To see (21.75) we obtain

(21.76)

∫
Rd\2

√
dQj

|Tbj(x)|w(x) dx ≤
∫
Rd\2

√
dQj

(∫
Qj

ℓ(Qj)

|x− c(Qj)|d+1
|bj(y)|

)
w(x)dx

by the Hölmander condition. Since w ∈ A1, we obtain
(21.77)∫

Rd\2
√
dQj

w(x) dx

|x− c(Qj)|d+1
≲
∫ ∞

ℓ(Qj)

w(Q(c(Qj), ℓ))

ℓd+2
dℓ ≲ inf

z∈Q
Mw(z)

∫ ∞

ℓ(Qj)

|Q(c(Qj), ℓ)|
ℓd+2

dℓ.

If we insert this estimate, we obtain (21.75). □

Finally to conclude this section, let us prove the boundedness of the maximal operator of
singular integral operators. Recall that, if T is a generalized singular integral operator with
kernel K, then we defined

(21.78) T ∗f(x) := sup
ε>0

∣∣∣∣∣
∫
Rd\B(x,ε)

K(x, y)f(y) dy

∣∣∣∣∣
for f ∈ L∞

c (Rd). Recall that we proved the Cotlar inequality

(21.79) T ∗f(x) ≲η M (η)[Tf ](x) +Mf(x) (x ∈ Rd)
for 0 < η ≤ 1. The proof is similar to the unweighted case and once this is proved, the almost
everywhere pointwise limit of the truncated singular integral operators are easy to deduce.

Theorem 21.31. Suppose that T is a generalized Calderón-Zygmund operator. Let w ∈ Ap
with 1 ≤ p <∞.

(1) Suppose that 1 < p <∞. Then ∥T ∗f ∥Lp(w) ≲p,w ∥f∥Lp(w) for all f ∈ L∞
c (Rd).
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(2) Let λ > 0. Then

λw{T ∗f > λ} ≲ 1

λ

∫
R
|f(x)|w(x) dx

for all f ∈ L∞
c (Rd).

Notes and references for Chapter 9.

Section 18. As in [183], the classical theory of Hp(Rd) spaces could be considered as a chapter
of complex function theory.

Theorem 18.6 was obtained in [183], where the definition of the norm is different. The
definition dealt in [183] will be taken up in Chapter 23. The proof of Theorem 18.6 is very
subtle, since we have took into account the weak-L1(Rd) boundedness of the singular integral
operators. This aspect is well-described in the papers [102, 335].

Section 19. The origin of the space BMO(Rd) is the paper by John and Nirenberg [261], where
they investigated the space BMO(Rd) on a fixed cube. Before the study by C. Fefferman
and E. M. Stein, the John-Nirenberg inequality was obtained in [261]. In the original paper
the John-Nirenberg inequality was stated without using the BMO norm : It was formulated
as an inequality just in connection with a locally integrable function and an average over
cube. In [183] C. Fefferman and E. M. Stein began to use the terminology of BMO, who
investigated in connection with Hardy spaces and the singular integral operators. Proposition
19.2 is investigated as well. Nowadays, however, the definition of (global) BMO being prevailing,
Theorem 19.8 was stated in the form in the modern fashion. Spanne and Stein obtained
Theorem 19.6 in [444] and [452] respectively. In [183] the result is somehow generalized. As
we have seen in Theorem 19.6, the class BMO arises as the image of L∞(Rd) under singular
integral transformations. However, the converse is also true. In [177] C. Fefferman presented

a characterization : In summary we have BMO(Rd) = L∞(Rd) +
d∑
j=1

Rj(L
∞(Rd)). We have

shown ⊃ in this book. However, equality does hold. For more details we refer to [16, 58]. We
remark that the converse is known: Let K be a kernel satisfying the estimates in this section.
We do not assume that the operator

(21.80) T : f 7→
∫
Rd
K(x, y)f(y) dy

is L2(Rd)-bounded. All we assume is that T : S → S ′ is a continuous operator such that

(21.81) Tf(x) =

∫
Rd
K(x, y)f(y) dy, x /∈ supp(f)

for all f ∈ C∞
c (Rd). In order that T is L2(Rd)-bounded it is necessary and sufficient for T1 to

be defined as an element in BMO(Rd) in some sense. This theorem is known as the T1-theorem
(see [158]). The definition of H1(R) has a lot of variants. For example, Stein and Weiss defined

∥f∥H1 = ∥f∥L1 + ∥Hf∥L1

for f ∈ H1(R).

Theorem 19.5

Theorem 19.9

Theorem 19.10

Theorem 19.12 is due to Fefferman in 1972.
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Section 20. The sharp maximal operator came about in the paper [183], where Fefferman and
Stein used f ♯ instead of M ♯f . It appeared implicitly in [259]. In the subsequent textbook [58]
Stein took up the sharp maximal operator. Theorem 20.3, which was called the distributional
inequality in the age of [183], began to appear in [183]. Nowadays this stuff can be found in
[10].

Theorem 20.5 was proved by C. Fefferman and E. M. Stein in the celebrated paper [183]. It
is true that we really need f to have some decay property at infinity. However, the condition
min(1, |f |) ∈ Lp(Rd), or f ∈ Lq(Rd), 0 < q < p is somehow strong. It deserves attention to
loosen this assumption. In [198], Fujii showed that it suffices to assume

(21.82) lim
j→∞

m2jI(f) = 0

for some fixed cube I. For a generalization of this result to a non-homogeneous space we refer
to [427, 428]. In 2010 Lerner revisited this idea [309]. In [352] A. Miyachi and K. Yabuta
found another condition that can used as a substitute to f ∈ Lq(Rd) K. Yabuta and A. Miyachi
investigated the condition of the (weighted) sharp maximal inequality and concluded that the
integrability condition is replaced by the following condition.

(21.83) sup
λ>0

λαw
{
x ∈ Rd : |f(x)| > λ

}
<∞

for some α > 0.

Section 21. The theory of Ap-weights dates back to Muckenhoupt [361]. In [16] the technique
of vector-valued inequalities are dealt in great detail. We refer to [257] as well.

Theorem 21.1 is obtained by Fefferman and E. M. Stein [182].

Theorem 21.5

Theorem 21.7 is due to Córdoba and Fefferman (see [150]).

Stein firstly considered the weight of the type |x|α as in Proposition 21.8. Muckenhoupt
proved Theorem 21.21 in [361, 362] and Coifman and Fefferman proved it independently in
[142].

Theorem 21.11 is obtained by Coifman and Rochberg (see [145]).

Theorem 21.23

Theorem 21.17 was originally due to Muckenhoupt [362] An alternative proof using Theorem
21.23 was obtained by Coifman-Fefferman [142]. Later Hunt, Kurtz and Neugebauer gave a new
proof avoiding the usage of Theorem 21.23 (see [248]). Later Christ and Fefferman gave another
new proof without using Theorem 21.23 but depends on the Calderón-Zygmund decomposition.
The proof given here depends on [306]. A. K. Lerner noticed that the proof can be made without
using such a classical and heavy tools. The proof was surprisingly simple, as we have seen.

Theorem 21.24 was obtained by Peter W. Jones [385]. Later B. Garnett and P. Jones
obtained a simpler proof in [208]. We refer to [403, 404] as well.

We refer to [307] for the extended version of Theorem 21.25.

Hunt, Muckenhoupt and Wheeden obtained Theorems 21.29, 21.30 for the Hilbert transform
in [249].

Theorem 21.31
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We remark that w ∈ Ap is a necessary condition for singular integral operators to be Lp(w)-
bounded, as well. Speaking precisely, we have the following result.

Theorem 21.32. Suppose that w is a weight.

(1) Let 1 < p <∞. Assume w satisfies the following weighted norm estimates of the Riesz
transforms R1, R2, . . . , Rd : For every j = 1, 2, . . . , d, ∥Rjf∥Lp(w) ≲ ∥f∥Lp(w) for all

f ∈ L∞
c (Rd). Then w ∈ Ap.

(2) Assume w satisfies the following weighted norm estimates of the Riesz transforms : For
every j = 1, 2, . . . , d, f ∈ L∞

c (Rd) and λ > 0, we have λ| { |Rjf | > λ} | ≲ ∥f∥L1(w).
Then w ∈ A1.

For the proof of this theorem we refer to the textbook [16] for example.

The reverse Hölder inequality is an equivalent condition to the A∞ condition, as we have
seen. There are several attempts to quantify the reverse Hölder inequality. Let 1 < p ≤ ∞. We
say that a weight V belongs to the class (RH)p, if

(21.84)
1

|B(x, r)|
1
p

∥χB(x,r)V ∥p ≲ mB(x,r)(V )

for all x ∈ Rd and r > 0. Let k ∈ Z and α > 0. In [180] Fefferman established that

(21.85)
1

|B(x, r)|
1
p

∥χB(x,r)V ∥p ≲k,α mB(x,r)(V )

holds for all functions V such that V (x) = |P (x)|α for some polynomial P of degree k.

Finally we remark that the weighted inequality for the potential operator Iα such as

(21.86)

∫
Rd
|Iαf(x)|p v(x) dx ≲

∫
Rd
|f(x)|p dx

was investigated by Kokilashvili and Meskhi [283]. We refer to [11] for a huge amount of this
field, where we can find so many about this type of weighted inequality.

Proposition 13.4 immediately gives us

(21.87)

∥∥∥∥sup
t>0

∣∣∣φ( ·
t

)
∗ f
∣∣∣∥∥∥∥
p

≲ ∥ϕ∥1∥f∥p

for all 1 < p <∞ whenever φ is a radial decreasing function. The aforementioned proposition
allows us to extend it to the weighted inequality.

(21.88)

∥∥∥∥sup
t>0

∣∣∣φ( ·
t

)
∗ f
∣∣∣∥∥∥∥
Lp(w)

≲ ∥ϕ∥1∥f∥Lp(w)

for w ∈ Ap. However, more can be said about this weighted inequality. H. Gunawan established

(21.89)

∥∥∥∥sup
t>0

∣∣∣φ( ·
t

)
∗ f
∣∣∣∥∥∥∥
Lp(wδ)

≲ ∥ϕ∥1∥f∥Lp(wδ)

if w ∈ Ap and 0 ≤ δ < p(n− 1)− n
n(p− 1)

. H. Gunawan proved this by means of the Mellin transform

[223].

We refer to [252] for an example of doubling weights that are not A∞-weights.
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Part 10. Probability theory, martingale and ergodicity

Part 11. Probability theory

In this part we take up two topics which are very close to the ones in Part 2.

The aim of the first half of this part, Chapter 11, is to make an introductory view of
probability theory and to compare martingale theory with the ones of maximal and of singular
integral operators. In Section 22 we build up elementary notions. Section 23 we are going to
define martingale with discrete time. Section 24 is the heart of the martingale theory, where
we will see a lot of similarities of maximal operators and martingales : They are very close to
each other in mathematical structure. The book is not oriented to a thorough introduction
of martingale theories. For example, we do not take up theory of martingale with continuous
time, which is important in finance. However, it is benefiting to compare probability theory
with harmonic analysis. In this part we discuss martingales with discrete time N0. It will be
arranged that preliminary facts for stochastic integral be ready after reading this part.

22. Some elementary notions

22.1. Probability spaces.

We begin with the definition of probability space on which probability theory is staged.

Definition 22.1. A probability space is a measure space (Ω,F , P ) such that P (Ω) = 1.

At first glance it seems to have nothing with the probability appearing in daily life. To get
feeling of probability let us make a brief view of examples of the probability spaces.

Example 22.2 (Coin tossing). Now we present a model of coin-tossing. Let

(22.1) Ω = { head , tail }, F = 2Ω.

Define a measure P uniquely so that

(22.2) P ({ head }) = P ({ tail }) = 1

2
.

If we are to toss a coin twice, the model is given as follows :

(22.3) Ω := { head head , head tail, tail head , tail tail }

and F := 2Ω.

(22.4) P ({ head head }) = P ({ head tail }) = P ({ tail head }) = P ({ tail tail }) = 1

4

Example 22.3. Let Ω = [0, 1], F the Borel σ-field on [0, 1] and P the restriction of the
Lebesgue measure on Ω. Then (Ω,F , P ) is a probability space.

Exercise 158. Present a mathematical model of the following situations.

(1) Tossing a coin three times.
(2) Tossing a die once.
(3) Tossing two dice.
(4) Two persons are playing a game of “Rock Paper Scissors”.
(5) Tossing a die and a coin.
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Events. In probability theory we often consider events, that is, what can happen under the
situation we envisage. For example, if we toss four dice, then we can expect that all the
numbers are different.

Let us see how this is expressed mathematically.

Definition 22.4. Let (Ω,F , P ) be a probability space. Elements in F is called events.

Example 22.5. Let Ω = {1, 2, 3, 4, 5, 6}4 and F = 2Ω. Define a probability measure P by

(22.5) P{(a, b, c, d)} = 1

1296

for all (a, b, c, d) ∈ Ω. Then we can express the event that all the numbers are different as
follows :

(22.6) {(a, b, c, d) : a ̸= b, a ̸= c, a ̸= d, b ̸= c, b ̸= d, c ̸= d}.
Exercise 159. In Example 22.2, how many events are there ?

Random variables. Having set down the probability space, we are going to give the definition
of random variables. In the discrete setting it is sufficient to define them as the mapping from
Ω. However, the measure coming into play, we need take into account the measurability. Thus,
we are led to the following definition.

Definition 22.6. A random variable on a probability space (Ω,F , P ) is a measurable mapping
from Ω to R ∪ {±∞} or C.
Example 22.7. In Example 22.5, the functions

(22.7) f((a, b, c, d)) =
a+ b+ c+ d

6
, g((a, b, c, d)) = abcd, h((a, b, c, d)) =

a

b
are all random variables.

Definition 22.8. A random variable X is said to be integrable or to belong to L1(P ), if

(22.8)

∫
Ω

|X(ω)| dP (ω) <∞.

In this case the expectation of X is defined as

(22.9) E[X] :=

∫
Ω

X(ω) dP (ω).

Definition 22.9. Suppose that X and Y are L2(P )-random variables. Then define

(22.10) Var (X) := E[(X − E[X])2], Cov (X,Y ) := E[(X − E[X])(Y − E[Y ])].

Example 22.10. We toss a die once and let X be the number. Then E[X] =
7

6
.

Example 22.11. Imagine that you arrive at the bus stop and catch one. The bus will come
every 20-minutes. If you reach the bus stop without knowing what time it is, then how long
will you be kept waited ? To model this setting, we set

(22.11) Ω := [0, 60), F := B([0, 60)), P :=
1

60
dx|[0,60).

Define f : Ω→ R by

f(t) =

 20− t 0 ≤ t < 20
40− t 20 ≤ t < 40
60− t 40 ≤ t < 60.

Then the expected waiting time is given by

(22.12) E[f ] =
1

60

∫ 20

0

(20− t) dt+ 1

60

∫ 40

20

(40− t) dt+ 1

60

∫ 60

40

(60− t) dt = 600

60
= 10.
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Exercise 160. In the above example the diagram has changed and in every hour the bus will
come

(22.13) 0, 12, 20, 32, 40, 52 min.

Then how long is the expected waiting time ?

Definition 22.12 (Independent random variables). Let (Ω,F , P ) be a probability space.

(1) A family of R-valued random variables {Xλ}λ∈Λ is said to be independent, if, for every

(22.14) λ1, λ2, . . . , λn ∈ Λ and A1, A2, . . . , An ∈ B(R ∪ {±∞}),
we have

(22.15) P (Xλ1 ∈ A1, Xλ2 ∈ A2, . . . , Xλn ∈ An) =
n∏
j=1

P (Xλj ).

(2) Let G0 and G1 be σ-subalgebras of F . G0 and G1 are said to be independent if χG0 and
χG1 are independent for all G0 ∈ G0 and G1 ∈ G1. In this case write G0

⨿
G1.

Example 22.13. In Example 22.2 we define

(22.16) f( head head ) = 1, f( head tail ) = 1, f( tail head ) = 0, f( tail tail ) = 0

and

(22.17) g( head head ) = 1, g( head tail ) = 0, g( tail head ) = 1, g( tail tail ) = 0.

Then f and g are independent.

We shall postpone the proof of the following theorem till Chapter 27.

Theorem 22.14. Let (Ωj ,Fj , Pj)j∈N be a sequence of probability spaces. Suppose that for each
j we are given a random variable Xj. Then there exist a probability space (Ω,F , P ) and a
sequence of random variables Yj on Ω such that Yj and Xj are identically distributed.

Proposition 22.15. Let {Xλ}λ∈Λ be a family of independent R-valued random variables. Sup-
pose that each fλ : R→ R is measurable. Then {fλ(Xλ)}λ∈Λ is independent.

Theorem 22.16. Suppose that X,Y ∈ L1(P ) are independent. Then X Y ∈ L1(P ) and

(22.18) E[X Y ] = E[X]E[Y ].

Proof. We may assume that X and Y are positive. By considering the composition with fn,

given by fn(t) = min

(
n, 2n

[
t

2n

])
, we may further assume that X and Y are step functions.

In this case the proof is not so difficult from Definition 22.12. □

Without using Theorem 22.14, we shall construct a countable sequence of independent ran-
dom variables.

Example 22.17 (Rademacher sequence). In this example we let

(22.19) (Ω,F , P ) = ([0, 1),B([0, 1)), dx|[0, 1)).
We define a sequence of random variables rn, n = 1, 2, . . . by

(22.20) rn(t) :=
2n∑
j=1

(−1)j−11[(j−1)2−n,j2−n)(t).

Exercise 161. Show that rn(t) = sgn(sin(2nπt)) a.e. t ∈ [0, 1].
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Later, this sequence will turn out to be powerful in extending the boundedness of operators.

Lemma 22.18. The functions {rn(t)}∞n=1 form a family of independent random variables.

Proof. We have to show for A1, A2, . . . , Ak ∈ B(R)

(22.21) P (rn1
(t) ∈ A1, rn2

(t) ∈ A2, . . . , rnk(t) ∈ Ak) =
k∏
j=1

P (rnj (t) ∈ Aj),

where n1 < n2 < . . . < nk. By setting Aj := R, if j ∈ {1, 2, . . . , nk} \ {n1, n2, . . . , nk}, we may
assume nj = j for all j = 1, 2, . . . , k. Taking into account what value rn’s take, we may assume
that Aj ⊂ {−1, 1}. Once we show (22.21) for Aj such that ♯Aj = 1, the passage for general
Aj ’s can be achieved by summing up (22.21) with ♯Aj = 1, j = 1, 2, . . . , k. Thus we have only
to prove

(22.22) P (r1(t) = (−1)n1 , r2(t) = (−1)n2 , . . . , rk(t) = (−1)nk) = 2−k.

for n1, n2, . . . , nk with {n1, n2, . . . , nk} ∈ {0, 1}. Suppose
k∑
j=1

mj

2j
≤ t <

k∑
j=1

mj

2j
+ 2−k, where

m1,m2, . . . ,mk ∈ {0, 1}. Then rj(t) = rj

(
t−

j∑
l=1

ml

2l

)
= (−1)mj Consequently

(22.23) {t ∈ R : rj(t) = (−1)nj , j = 1, 2, . . . , k} =

t ∈ R :
k∑
j=1

nj
2j
≤ t <

k∑
j=1

nj
2j

+ 2−k

 .

Thus (22.22) is justified. □

Example 22.19. Suppose that (X,Ω, P ) = ([0, 1),B([0, 1)), dx|[0, 1)). Consider a sequence
{Xn}n∈N of random variables given by

(22.24) Xn = r1 + r2 + . . .+ rn

for n ∈ N. {Xn}n∈N is used as a model of random walking : It grasps mathematically how
likely is a drunken man stay in the coordinate of the real line R after the n-th step.

22.2. The Characteristic functions.

Distribution functions. In considering something uncertain it is not what the exact value of a
random variables that counts. Let us toss a die twice. If we do not have to consider the relation
between two dice, then it is sufficient to consider the number of each die independently.

We can say the distribution reflects the structure of the random variable in the sense that
how distributed the random variable is and that the distribution kills the information of the
underlying probability space.

Definition 22.20. Given a random variable X : Ω → Rd, one defines the distribution µX of
X as the measure on R, which satisfies

(22.25) µX(E) = P (X−1(E)) (E ∈ B(Rd)).

Lemma 22.21. Let f be a positive measurable function on Rd. Then we have

(22.26)

∫
Ω

f(X(ω)) dP (ω) =

∫
Rd
f(x) dµX(x)

for every Rd-valued random variable X.
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Proof. The case when f = 1E being trivial, we have only to go through a limiting argument as
usual. □

Example 22.22. Let X = (X1, X2, . . . , Xd) be a random variable whose distribution is

(22.27) µm,A =
1

(2π)
d
2 (det(A))

1
2

exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx,

where A is a d× d strictly positive definite matrix and m ∈ Rd is a fixed vector. First of all let
us verify that the total probability of µm,A is 1. That is, let us check

(22.28) µm,A(Rd) = 1.

Before we calculate let us make a review of the square root of positive matrices. A matrix is
said to be positive, if txAx ≥ 0 for all x ∈ Rd. Here tx denotes the transpose of x. The square
root of A is a unique positive matrix B such that B2 = A.

Returning to the proof of (22.28), let us set B as the square root of A. Then a series of
changing variables gives us

µm,A(Rd) =
1

(2π)
d
2 (det(A))

1
2

∫
Rd

exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

=
1

(2π)
d
2 (det(A))

1
2

∫
Rd

exp

(
−1

2
z ·A−1z

)
dz

=
det (B)

(2π)
d
2 (det(B2))

1
2

∫
Rd

exp

(
−1

2
Bw ·A−1Bw

)
dw

Since BA−1B = idRd , we obtain

µm,A(Rd) =
1

(2π)
d
2

∫
Rd

exp

(
−1

2
w2

)
dw =

1

(2π)
d
2

· Γ
(
1

2

)d
= 1.

Next, let us calculate the average and covariance. As for the average, we have

E[Xj ] =
1

(2π)
d
2 (det(A))

1
2

∫
Rd
xj exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

=
1

(2π)
d
2 (det(A))

1
2

∫
Rd
(xj −mj) exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

+
1

(2π)
d
2 (det(A))

1
2

∫
Rd
mj exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

=
mj

(2π)
d
2 (det(A))

1
2

∫
Rd

exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

= mj .

Let j ̸= k. Denote by (Bz)j the j-th component of Bz ∈ Rd. Then another series of changing
variables gives us

Cov (Xj , Xk) =
1

(2π)
d
2 (det(A))

1
2

∫
Rd
(xj −mj)(xk −mk) exp

(
−1

2
(x−m) ·A−1(x−m)

)
dx

=
1

(2π)
d
2 (det(A))

1
2

∫
Rd
yj yk exp

(
−1

2
y ·A−1y

)
dy

=
1

(2π)
d
2

∫
Rd
(Bz)j · (Bz)k exp

(
−1

2
Bz ·A−1Bz

)
dz
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Expanding (Bz)j · (Bz)k, we obtain

Cov (Xj , Xk) =
d∑

l,m=1

1

(2π)
d
2

∫
Rd
bjlbkmzl zm exp

(
−1

2
z2
)
dz =

d∑
l=1

bjlbkm = ajk.

Therefore, N(m;A), whose distribution is µm;A, has average m and covariance matrix A.

Characteristic functions. The characteristic function of measures, roughly speaking, is the
Fourier transform of the distribution of the measures. In this book, due to the notation
adopted in the previous chapters, the characteristic function is the constant multiple of the
Fourier transform of the measures, whose definition we gave in Chapter 4. The characteristic
function and the distribution are connected to each other. Furthermore, the convergence of the
distributions can be characterized by the convergence of the measure. In this present paragraph
as an application we consider the central limit theorem as well.

Definition 22.23. Let X be an Rd-valued random variable. Then denoting by µX the distri-
bution of X, one defines

(22.29) φX(ξ) :=

∫
Rd
eix·ξ dµX(ξ).

Example 22.24. Let A be strictly positive definite matrix. Let us calculate the distribution
of N(m;A). Recall that the density is given by

(22.30) µm,A =
1

(2π)
d
2 (det(V ))

1
2

exp

(
−1

2
(x−m) · V −1(x−m)

)
dx.

Let B be the square root of A. Therefore, the characteristic function is give by

φm,V (ξ) =
1

(2π)
d
2 (det(V ))

1
2

∫
Rd

exp

(
−1

2
(x−m) · V −1(x−m) + ix · ξ

)
dx

= exp(im · ξ) 1

(2π)
d
2 (det(V ))

1
2

∫
Rd

exp

(
−1

2
y · V −1y + iy · ξ

)
dy

= exp(im · ξ) det(B)

(2π)
d
2 (det(B2))

1
2

∫
Rd

exp

(
−1

2
(Bz) · V −1Bz + iBz · ξ

)
dz.

If we complete the square, then we obtain

φm,V (ξ) = exp(im · ξ) 1

(2π)
d
2

∫
Rd

exp

(
−1

2
(z − iBξ)2 − 1

2
Bξ ·Bξ

)
dy

= exp(im · ξ) 1

(2π)
d
2

∫
Rd

exp

(
−1

2
z2 − 1

2
Bξ ·Bξ

)
dy

= exp

(
im · ξ − 1

2
ξ ·Aξ

)
,

where for the fifth equality we have used the complex line integral.

From the results we obtain in Subsection 7.4, we have the following.

Theorem 22.25. Let X and Y be Rd-valued random variables. If their characteristic functions
agree, then so do their distributions.

Definition 22.26. A sequence of random variables X1, X2, . . . , Xn, . . . is said to converge in
law, if

(22.31) lim
n→∞

∫
Rd
f(x) dµXn(x) =

∫
Rd
f(x) dµX(x)

for all bounded continuous functions in Rd.
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Theorem 7.45 can be rephrased as follows :

Theorem 22.27. The necessary and sufficient condition for the sequence of random variables
X1, X2, . . . , Xn, . . . to converges to X in law is that lim

n→∞
φXn(ξ) = φX(ξ) for all ξ ∈ Rd.

Example 22.28 (Generalized normal distribution). Let A be a positive definite matrix whose
eigenvalues can take 0. For ε > 0 we define µε = N(m;A+εI). Then the characteristic function
φε of µε is given by

(22.32) φε(ξ) = exp

(
im · ξ − 1

2
ξ · (A+ εI)ξ

)
.

Therefore, φε tends to a limit φ uniformly over a neighborhood of 0. As a consequence φ is a
characteristic function of a distribution µ. We define N(m;A) = µ, if A is not strictly positive
definite. This is the natural extension of normal distributions.

Central limit theorem. As an application of characteristic functions let us prove the central
limit theorem.

Theorem 22.29 (The de Moivre and Laplace central theorem). Suppose that we are given
X1, X2, . . . , Xn, . . . are sequence of i.i.d. square integrable random variables. Set

(22.33) Yn :=
√
n

(
X1 +X2 + . . .+Xn

n
− E[X1]

)
Then {Yn}n∈N converges to the normal distribution N(0, V ar[X]).

Proof. To prove this, we consider the characteristic function of Yn.

φYn(ξ) =

∫
Ω

exp

(
iξ
X1 +X2 + . . .+Xn√

n
− iξ
√
nE[X1]

)
dP

=

n∏
j=1

∫
Ω

exp

(
iξ
Xj√
n
− iξ
√
nE[X1]

)
dP

=

(∫
Ω

exp

(
iξ
X1 − E[X1]√

n

)
dP

)n
.

Here for the last equality, we have used the assumption that {Xj}j∈N is an i.i.d. sequence.
Observe that

n

{
1− ξ2

2
Var (X1)−

(∫
Ω

exp

(
iξ
X1 − E[X1]√

n

)
dP

)}
=

∫
Ω

n

(
1 + iξ

X1 − E[X1]√
n

− ξ2

2
(X1 − E[X1])

2 − exp

(
iξ
X1 − E[X1]√

n

))
dP.

Now we observe that the integrand is bounded by

(22.34) c |X1|2,
where c is the absolute constant independent of ω. Therefore, we are in the position of using
the Lebesgue convergence theorem to obtain

(22.35) lim
n→∞

n

{
1− ξ2

2
Var (X1)−

(∫
Ω

exp

(
iξ
X1 − E[X1]√

n

)
dP

)}
= 0.

Consequently letting n→∞, we finally obtain

(22.36) lim
n→∞

φYn(ξ) = lim
n→∞

(
1− ξ2

2n
Var (X1)

)n
= exp(−ξ2Var (X1)).

Since the characteristic function of the normal distribution N(0;Var (X1)) is the right-hand
side itself, we obtain the desired result. □
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22.3. Conditional expectation.

In this section we keep to the notation before. We let (Ω,F , P ) be a probability space.

Suppose that there are five white balls and three red balls. We put each of them in each
box. The balls are in the boxes so that we cannot tell their color from outside the boxes.

Choose one of the boxes and guess the color of the ball inside of it. Then it is more likely
that we say “white ”.

After opening three boxes, it turned out that all the balls are white. Then we are going to
open the fourth one. What color is more likely ? Of course the answer is red. Because there
are three red balls remaining in the boxes, while there are only two white balls.

As the above situation suggests, the strategy differs from the situations. Thus, the probability
according to the present situation counts a lot.

Definition 22.30. Let A be an event with P (A) > 0. Then the conditional probability of B
under A is given by

(22.37) PA(B) =
P (A ∩B)

P (A)
.

Let us describe the above situation guessing the color of the balls mathematically.

Example 22.31. Let A = {(w, 1), (w, 2), (w, 3), (w, 4), (w, 5), (r, 1), (r, 2), (r, 3)}.
(22.38) Ω = {(a1, a2, . . . , a8) : {a1, a2, . . . , a8} = A}.

We set F = 2Ω as usual. Note that ♯Ω = 8!. Define a measure P by P ({ω}) = 1

8!
=

1

40320
for

each ω ∈ Ω. Define pi : Ω→ {w, r} by
(22.39) pi((a1, a2, . . . , a8)) := “ the first component of the ai”

for i = 1, 2, . . . , 8. Then we have

“event that the color of the ball of the first box is white” = p−1
1 (w)

“event that the color of the ball of the fourth box is red” = p−1
1 (r).

Then the probability that the color of the ball of the first box is white is

(22.40) P (p1
−1(w)) =

♯p1
−1(w)

8!
=

5 · 7!
8!

=
5

8
.

Meanwhile, after knowing that the first three boxes contain white balls, the probability that
the color of the ball of the fourth box is red is

Pp1−1(w)∩p2−1(w)∩p3−1(w)(p4
−1(r)) =

P (p1
−1(w) ∩ p2−1(w) ∩ p3−1(w) ∩ p4−1(r))

P (p1−1(w) ∩ p2−1(w) ∩ p3−1(w))

=
♯(p1

−1(w) ∩ p2−1(w) ∩ p3−1(w) ∩ p4−1(r))/8!

♯(p1−1(w) ∩ p2−1(w) ∩ p3−1(w))/8!

=
♯(p1

−1(w) ∩ p2−1(w) ∩ p3−1(w) ∩ p4−1(r))

♯(p1−1(w) ∩ p2−1(w) ∩ p3−1(w))

=
5 · 4 · 3 · 3 · 4!
5 · 4 · 3 · 5!

=
3

5
.

This does not run counter to our intuition.

Exercise 162. Suppose that we have to select two numbers from 1, 2, 3, 3 randomly.



A HANDBOOK OF HARMONIC ANALYSIS 279

(1) Suppose that the first number is 2. Then how likely do you choose 3 ?
(2) Suppose that the first number is 3. Then how likely do you choose 3 ?

Theorem 22.32. Suppose that (Ω,F , P ) is a probability space. Let G ⊂ F be a sub-σ field.

We write P̃ = P |G. Take X ∈ L1(Ω,F , P ) arbitrarily. Then we can find Z ∈ L1(Ω,G, P ) such
that

(22.41)

∫
A

Z(ω) dP̃ (ω) =

∫
A

X(ω) dP (ω)

for all A ∈ G.

Proof. We define a signed measure Q by

(22.42) Q(A) =

∫
A

X(ω) dP (ω), A ∈ G.

Then Q is absolutely continuous with respect to P , that is, A ∈ G and P (A) = 0 implies
Q(A) = 0. This implies Q has a density Z ∈ L1(P ) with respect to P by the Radon-Nikodym
theorem. Therefore, we obtain

(22.43)

∫
A

Z(ω) dP (ω) = Q(A) =

∫
A

X(ω) dP (ω)

for all A ∈ G.

The uniqueness can be proved by noting the fact that in the measure space (Ω,G, P ) 0 is
the only G-measurable function of which the integral on every event is zero. □

Proposition 22.33. Let (Ω,F , P ) be a probability space. Suppose that Ω is partitioned into a
finite sum :

(22.44) Ω = Ω1

⨿
Ω2

⨿
. . .
⨿

Ωk.

Set

(22.45) B :=

⨿
j∈Λ

Ωj : Λ ⊂ {1, 2, . . . , k}

 .

Let P be a probability measure. Then we have

(22.46) E[1A : B] =
k∑
j=1

P (A ∩ Ωk)

P (Ωk)
1Ωk =

k∑
j=1

PΩk(A)1Ωk

for all A ∈ F .

Proof. First, since we have

(22.47)
k∑
j=1

PΩk(A)1Ωk ∈ B

by definition, what remains to be proved is

(22.48)

∫
B

 k∑
j=1

PΩj (A)1Ωj (ω)

 dP (ω) =

∫
B

1A(ω) dP (ω)
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for all B ∈ B. By definition of B, we can write B =
⨿
l∈Λ

Ωl with some Λ ⊂ {1, 2, . . . , k}. Using

this expression, we have∫
B

 k∑
j=1

PΩj (A)1Ωj (ω)

 dP (ω) =
∑
l∈Λ

∫
Ωl

 k∑
j=1

PΩj (A)1Ωj (ω)

 dP (ω)

=
∑
l∈Λ

P (A ∩ Ωl)

= P (A ∩B)

=

∫
B

1A(ω) dP (ω).

This is the desired result. □

Definition 22.34. Write E[X : G] := Z and call it the conditional expectation of X with
respect to G.

Here we collect fundamental properties of the conditional expectation operator.

Theorem 22.35. Suppose that (Ω,F , P ) is a probability space, X,Y ∈ L1(Ω,F , P ), c ∈ R and
G ⊂ F is a sub-σ field.

(1) Suppose further G
⨿
H. Then

(22.49) E[X : G] = E[X] a.s.

for al X ∈ H. In particular, if G = {φ,X}. Then E[X : G] = E[X] a.s.
(2) E[X + Y : G] = E[X : G] + E[Y : G] a.s.
(3) Let a ∈ K. Then E[aX : G] = a · E[X : G].
(4) If Z ∈ L∞(Ω,G, P ), then E[ZX : G] = ZE[X : G] a.s.
(5) X ≥ 0 implies E[X : G] ≥ 0.
(6) Suppose that G1,G2 ⊂ F are sub-σ fields and G1 ⊂ G2. Then

(22.50) E[E[X : G2] : G1] = E[E[X : G1] : G2] = E[X : G1] a.s.

In view of (22.50) we can say that the smaller σ-field always wins.

(1). Let A ∈ G. Then we have

(22.51)

∫
A

X(ω) dP (ω) = P (A)E[X].

Indeed, if X = 1Y for some Y ∈ H, this is trivial. In general a simple limiting argument gives
us this equality. Therefore, since

(22.52) P (A)E[X] =

∫
A

E[X] dP (ω),

we obtain

(22.53)

∫
A

X(ω) dP (ω) =

∫
A

E[X] dP (ω).

From this we conclude E[X : G] = E[X]. □

(2). We have to show∫
A

(E[X : G] + E[Y : G]) (ω) dP (ω) =
∫
A

(X(ω) + Y (ω)) dP (ω)
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for all A ∈ G. However, by linearity we have∫
A

(E[X : G] + E[Y : G]) (ω) dP (ω) =
∫
A

E[X : G](ω) dP (ω) +
∫
A

E[Y : G](ω) dP (ω)

=

∫
A

X(ω) dP (ω) +

∫
A

Y (ω) dP (ω)

=

∫
A

(X(ω) + Y (ω)) dP (ω).

Thus, the equality was proved. □

(3). A similar argument to (2) works and we omit the proof. □

(4). Let A ∈ G. Then we have to show

(22.54)

∫
A

Z(ω)E[X : G](ω) dP (ω) =
∫
A

Z(ω)X(ω) dP (ω).

A passage to limit allows us to assume that Z is a simple function, that is,

(22.55) Z =
k∑
j=1

aj 1Aj

for some a1, a2, . . . , ak ∈ K and A1, A2, . . . , Ak ∈ G. Inserting this expression, we have∫
A

Z(ω)X(ω) dP (ω) =
k∑
j=1

aj

∫
A∩Aj

X(ω) dP (ω)

=
k∑
j=1

aj

∫
A∩Aj

E[X : G](ω) dP (ω)

=

∫
A

Z(ω)E[X : G](ω) dP (ω).

Thus, (4) is proved. □

5. We observe

X ≥ 0⇐⇒
∫
A

X(ω) dP (ω) ≥ 0 for all A ∈ F

=⇒
∫
A

X(ω) dP (ω) ≥ 0 for all A ∈ G

⇐⇒
∫
A

E[X : G](ω) dP (ω) ≥ 0 for all A ∈ G

⇐⇒ E[X : G] ≥ 0.

Thus, 5 is proved. □

6. Let A ∈ G1. Then we have to show

(22.56)

∫
A

E[E[X : G2] : G1](ω) dP (ω) =
∫
A

E[E[X : G1] : G2](ω) dP (ω) =
∫
A

X(ω) dP (ω).

First, we have

(22.57)

∫
A

E[E[X : G2] : G1](ω) dP (ω) =
∫
A

E[X : G2](ω) dP (ω)
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from the definition of E[E[X : G2] : G1]. Since A ∈ G2, we have

(22.58)

∫
A

E[X : G2](ω) dP (ω) =
∫
A

X(ω) dP (ω).

Similarly from the definition of E[E[X : G1] : G2] and the fact that A ∈ G2, we have

(22.59)

∫
A

E[E[X : G1] : G2](ω) dP (ω) =
∫
A

E[X : G1](ω) dP (ω).

Therefore, we also obtain

(22.60)

∫
A

E[E[X : G1] : G2](ω) dP (ω) =
∫
A

X(ω) dP (ω).

This is the desired result. □
Theorem 22.36 (Integration thoerems for conditional expectation). Suppose that (Ω,F , P ) is
a probability space, X1, X2, . . . , X, Y ∈ L1(Ω,F , P ).

(1) Suppose that 0 ≤ X1 ≤ X2 ≤ . . .→ X. Then

(22.61) lim
n→∞

E[Xn : G] = E[X : G] a.s.

(2) Suppose that |X| ≤ Y a.s. and lim
n→∞

Xn = Y . Then

(22.62) lim
n→∞

E[Xn : G] = E[X : G] a.s.

Exercise 163. Prove Theorem 22.36.

This proposition is a special case of the separation theorem of convex sets, which we deal in
Part 13. Here we give a proof without the choice of axiom.

Theorem 22.37. If f : R→ R is convex, then we have

(22.63) f(x) = sup{ax+ b : a, b ∈ R, f(t) ≥ at+ b for all t ∈ R}.

Proof. The right-hand side is trivially less than or equal to the left-hand side. To prove the
converse inequality, let x0 ∈ R be fixed. Choose a ∈ R so that

(22.64) lim sup
ε↓0

f(x0)− f(x0 − ε)
ε

≤ a ≤ lim inf
ε↓0

f(x0 + ε)− f(x0)
ε

.

Assume that a(x′ − x0) + f(x0) > f(x′) for some x′ ∈ R. By symmetry we may suppose
x′ > x0. Then we have

(22.65) lim inf
ε↓0

f(x0 + ε)− f(x0)
ε

>
f(x′)− f(x)

x′ − x
.

This is a contradiction. Therefore

(22.66) a(x′ − x0) + f(x0) ≤ f(x′)
for all x′ ∈ R. □
Theorem 22.38 (Jensen’s inequality). Suppose that φ : R→ R is convex. Then

(22.67) φ(|E[X : G]|) ≤ E[φ(|X|) : G].
In particular, if 1 ≤ p <∞, then

(22.68) |E[X : G]|p ≤ E[|X|p : G].
and, if 1 ≤ p ≤ ∞ then we have

(22.69) ∥E[X : G]∥p ≤ ∥X∥p
for all X ∈ Lp(Ω,F , P )
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Proof. We have only to show (22.67), the rest being immediate from this. Utilize Theorem
22.37 :

(22.70) φ(t) = sup
a,b∈R

{at+ b : ax+ b ≤ φ(x)}.

Let t = E[X : G]. Then we have

φ(E[X : G]) = sup
a,b∈R

{aE[X : G] + b : ax+ b ≤ φ(x)}

= sup
a,b∈R

{E[aX + b : G] : ax+ b ≤ φ(x)}

≤ E[φ(X) : G].
This is the desired result. □

Theorem 22.39. Suppose that 1 < p < ∞. Assume X ∈ Lp(Ω,F , P ) and Y ∈ Lp′(Ω,F , P ).
Then

(22.71) E[|XY | : G] ≤ E[|X|p : G]
1
pE[|Y |p

′
: G]

1
p′ a.s.

Exercise 164. Prove Theorem 22.39.

Exercise 165. Let G be a σ-field smaller than F . Then show that

(22.72) E[ · : G]L2(F , P )→ L2(F , P )
is a projection in L2(F , P ).

23. Martingales with discrete time

23.1. Martingales.

Definition 23.1. A stochastic process X = (Xn)n∈N0 is said to be a martingale, if it satisfies
the following conditions.

(1) Xn ∈ L1(Ω,F , P ) for all n ∈ N0.
(2) 0 ≤ m < n implies

(23.1) E[Xn : Fm] = Xm a.s.

Example 23.2. Let ξ ∈ L1(F). Set Mn := E[ξ : Fn] for n ∈ N0. Then

(23.2) M := (Mn)n∈N

is a martingale.

Proof. Since ξ ∈ L1(F), each Mn is integrable. Let m > n. Recall that the smaller σ-field Fn
always wins the larger σ-field Fm. Thus,

(23.3) E[Mm : Fn] = E[E[ξ : Fm] : Fn] = E[ξ : Fn] =Mn a.s.,

which shows M is a martingale. □

Example 23.3. Let ξn ∈ L1(F , P ), n = 1, 2, . . . be a sequence of random variables such that

ξn
⨿
Fn−1 and E[ξn] = 0 for all n ∈ N. Then

(23.4) M := (Mn)n∈N , Mn :=

n∑
j=1

ξj

is a martingale.

Definition 23.4. Let X = (Xn)n∈N be a stochastic process.
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(1) X is said to be a submartingale, if
(a) Xn ∈ L1(Ω,F , P ) for all n ∈ N.
(b) m < n implies

(23.5) E[Xn : Fm] ≥ Xm a.s.

(2) X is said to be a super-martingale, if −X = (−Xn)n∈N0 is a submartingale.

Starting from a submartingale, we can easily generate submartingales.

Theorem 23.5. Suppose that φ is an N-function and M := {Mn}n∈N0
is a submartingale.

Assume that φ(Mn) ∈ L1(P ) for each n. Then X = (φ(Mn))n∈N0 is a submartingale.

Proof. Let m > n. Jensen’s inequality gives us that

(23.6) [φ(Mm) : Fn] ≤ φ([Mm : Fn]) ≤ φ(Mn) a.s.,

which shows X = (φ(Mn))n∈N0
is a submartingale. □

Difference of martingales. Given a processX = (Xn)n∈N0 , the difference process is the difference
as is given just below. In this paragraph we characterize the ( discrete ) martingale in terms of
the difference.

Definition 23.6. Given a stochastic process X = (Xn)n∈N0 , define

(23.7) d0 = X0, dn = Xn −Xn−1, n ≥ 1.

d = (dn)n∈N0 is called difference of X.

Martingale is characterized in terms of their difference.

Theorem 23.7. Suppose that X = (Xn)n∈N0 is a stochastic process and denote by d = (dn)n∈N0

its difference. Then X is martingale if and only if dn ∈ L1(P ) and

(23.8) E[dn+1 : Fn] = 0

a.s. for all n ∈ N0.

Proof. The proof being simple, we leave it for readers as Exercise 166. □

Exercise 166. Prove Theorem 23.7.

Integrability of martingales. In this paragraph we give some definitions concerning to the inte-
grability of martingales.

Definition 23.8. Let 1 ≤ p < ∞ and X = {Xn}n∈N0 a martingale. The process X is said to
be an Lp-martingale, if Xn ∈ Lp(Ω,F , P ) for each n ∈ N0, and an Lp-bounded martingale, if
sup
n∈N0

E[|Xn|p] <∞.

The next theorem exhibits the way of generating submartingales.

Example 23.9. Let 1 ≤ p < ∞ and X be an Lp-martingale. Then Theorem 23.5 with
φ(t) = |t|p gives us that (|Xn|p)n∈N0 is a submartingale.
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Martingale transform.

Martingale transform is a prototype of the stochastic integral due to Seizo Ito, which provides
us a method of generating new martingale starting from a given martingale.

Definition 23.10 (Predictable process). Let H = (Hn)n∈N0 be a stochastic process. Then H
is said to be predictable, if H0 ∈ F0 and Hn ∈ Fn−1.

Definition 23.11. LetM be a stochastic process and H a predictable process. Then we denote

(23.9) (H ·M)n :=
n∑
j=1

Hj(Mj −Mj−1), (H ·M)0 := 0.

In the first half of the last century it had been investigated in connection with gambling,
exclusively when Hj takes only 0, 1. In [104] Burkholder generalized to the form which we shall
present below.

Theorem 23.12 (Martingale transform). Suppose that H is a positive bounded predictable
process. and M is a submartingale. Then H ·M is a submartingale.

Proof. The fact that (H ·M)n ∈ L1(P ) is easy to prove since the sum is made up of a finite
number of elements. We have to show that

(23.10) E[(H ·M)n : Fn−1] ≥ (H ·M)n−1

for all n ∈ N. Suppose that n = 1. Then

(23.11) E[(H ·M)1 : F0] = E[H1(M1 −M0) : F0] = H1(E[M1 : F0]−M0) ≥ 0.

Suppose that n ≥ 2. In this case by induction to prove (23.10) we have only to show that

(23.12) E[Hn(Mn −Mn−1) : F0] ≥ 0.

However, this is essentially the same as the case when n = 1. □

Corollary 23.13. Suppose that H is a martingale and M is a martingale. Then H ·M is a
martingale.

23.2. Decomposition of martingales.

Here we make a view of two decompositions of martingales. The first decomposition, which
is called the Doob decomposition, clarifies the structure of submartingales. The second one
corresponds to the decomposition of R-valued measurable functions into the difference of two
positive measurable functions, as we have been doing in measure theory.

Theorem 23.14 (Doob decomposition). Any submartingale Y = (Yn)n∈N0 admits uniquely
the following decomposition :

(23.13) Yn = Xn +An n ∈ N0,

where X = (Xn)n∈N0 is a martingale and A = (An)n∈N0 is a predictable increasing process with
A0 = 0.

Proof. It might be helpful to begin with the uniqueness, which suggests how to decompose Y .

To do this, let us assume that Y admits a decomposition described above. Then we have

(23.14) Yn+1 = Xn+1 +An+1, An+1 ∈ Fn, E[Xn+1 : Fn] = Xn,

In view of this, we have

(23.15) An+1 = E[An+1 : Fn] = E[Yn+1 : Fn]− E[Xn+1 : Fn] = E[Yn+1 : Fn]−Xn.
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Therefore once we are given Yn+1 and Xn, An+1 and Xn+1 are determined uniquely by the
following recurrence formula :

An+1 = E[Yn+1 : Fn]−Xn

Xn+1 = Xn + Yn+1 − E[Yn+1 : Fn].

Of course, the initial data A0 and X0 are given by

(23.16) A0 = 0, X0 = Y0.

Therefore, the decomposition is unique.

To deal with the uniqueness, we have only to reverse the argument above. Set A0 = 0 and
X0 = 0. Set, for n ≥ 1,

(23.17) Xn = Y0 +
n−1∑
j=1

(Yj − E[Yj : Fj−1]), An =
n∑
j=1

(E[Yj : Fj−1]− Yj−1).

Then, since Y is a submartingale, each summand defining An is positive. Therefore, A is
increasing. Since E[Yn : Fn−1] ∈ Fn−1, A is predictable. E[Yj − E[Yj : Fj−1] : Fj−1] = 0
implies X is a martingale. Therefore, the desired decomposition was obtained. □

This is a concrete example of the above theorem.

Example 23.15. Let X = (Xn)n∈N be an L2(P )-martingale. Then by Theorem 23.14 Xn
2

can be decomposed into

(23.18) Xn
2 =Mn +An.

Here, X = (Xn)n∈N0 is a martingale and A = (An)n∈N0 is an increasing process with A0 = 0.
Following the construction of the above proof, Mn and An are given by

Mn = X0
2 +

n−1∑
j=1

(Xj
2 − E[Xj

2 : Fj−1])

An =
n∑
j=1

(E[Xj
2 : Fj−1]−Xj−1

2).

An can be written in terms of the martingale difference d of X. In fact,

E[Xj
2 : Fj−1]−Xj−1

2 = E[(Xj −Xj−1)
2 + 2Xj−1(Xj −Xj−1) +Xj−1

2 : Fj−1]−Xj−1
2

= E[(Xj −Xj−1)
2 + 2Xj−1(Xj −Xj−1) : Fj−1]

= E[(Xj −Xj−1)
2 : Fj−1] + 2Xj−1E[Xj −Xj−1 : Fj−1]

= E[dj
2 : Fj−1].

Therefore we obtain

(23.19) An =

n∑
j=1

E[dj
2 : Fj−1].

Definition 23.16. A martingale M is said to be L1(P )-bounded, if supn∈N ∥Mn∥1 <∞.

Theorem 23.17 (Krickeberg’s decomposition theorem). Any L1(P )-bounded martingale X
admits the following decomposition.

(23.20) X = Y − Z,

where Y and Z are non-negative martingales.
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Proof. Let j, n ∈ N0. Set

(23.21) Y (j)
n := E[(Xn+j)+ : Fn], Z(j)

n := E[(Xn+j)− : Fn].

Suppose that k ≥ j. Then by the convexity of x 7→ x+ we have

(23.22) (Xn+j)+ = (E[Xm+k : Fn+j ])+ ≤ E[(Xm+k)+ : Fn+j ].

Taking the conditional expectation with respect to Fn we obtain

(23.23) Y (j)
n = E[(Xn+j)+ : Fn] ≤ E[(Xn+k)+ : Fn] = Y (k)

n .

Taking into account the L1(P )-boundedness of X and the fact that {Yn}n∈N is increasing, we

see that lim
j→∞

Y (j)
n = Yn exists in L1(P ) and almost surely. It is easy to verify that (Yn)n∈N is a

non-negative martingale. Since {Xn}n∈N is a martingale, we have Y
(j)
n −Z(j)

n = Xn. Therefore

lim
j→∞

Z(j)
n = Zn exists and is positive. Furthermore, Z = X −Y is martingale because so are X

and Y . As a result we have the desired conclusion. □

23.3. Stopping time.

Stopping time is a tool for stochastic analysis.

Definition 23.18 (Filtration). A filtration F is an increasing sequence of sub-σ fields F =
{Fn}n∈N0 , that is,

(23.24) Fn ⊂ Fn+1 ⊂ F

for all n ∈ N0, where F is a fixed σ-field.

In the sequel it will be tacitly understood that a filtration F is given.

Definition 23.19 (Stopping time). A stopping time T : Ω → N0 is said to be a random
variable, if

(23.25) {T ≤ n} ∈ Fn
for all n ∈ N0. T denotes the set of all stopping times.

Proposition 23.20. Let T : Ω→ N0 be a random variable. Then the following are equivalent.

(1) T is a stopping time.
(2) {T = n} ∈ Fn for all n ∈ N0.

Exercise 167. Prove Proposition 23.20.

23.4. Elementary properties.

Theorem 23.21. T has the following properties.

(1) Let S, T ∈ T . Then S ∧ T, S ∨ T ∈ T .
(2) Let {Sn}n∈N ⊂ T be a sequence of stopping times. Then

(23.26)
∧
n∈N0

Sn := inf
n∈N0

Sn,
∨
n∈N0

Sn := sup
n∈N0

Sn ∈ T .

(3) n ∈ N0 can be embedded into T in the following sense :

(23.27) n ∈ N0 7→ ñ := [ω ∈ Ω 7→ n ∈ N0] ∈ T .

Here and below in view of this n ∈ N0 will be identified with a constant function ñ.
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(1). Let n ∈ N0. Then

(23.28) {S ∧ T ≤ n} = {S ≤ n} ∪ {T ≤ n} ∈ Fn, {S ∨ T ≤ n} = {S ≤ n} ∩ {T ≤ n} ∈ Fn.
Therefore it follows that S ∧ T, S ∨ T ∈ T . □

(2). The proof is the same as (1), although it is a bit more complicated. Let k ∈ N0 as before.
Then, taking into account that all the stopping times take their value in N, we have

(23.29)

{ ∨
n∈N0

Sn ≤ k

}
=
∪
n∈N0

{Sn ≤ k} ∈ Fk,

{ ∧
n∈N0

Sn ≤ k

}
=
∩
n∈N0

{Sn ≤ k} ∈ Fk.

Therefore, it follows that
∧
n∈N0

Sn,
∨
n∈N0

Sn ∈ T . □

(3). Let k ∈ N. Then {ñ ≤ k} =, provided n > k and {ñ ≤ k} = Ω, if n ≤ k. Therefore
ñ ∈ T . □

Definition 23.22. Let T ∈ T . Then define

(23.30) FT := {A ∈ F : A ∩ {T ≤ n} ∈ Fn for all n ∈ N0}.

FT , as is expected, is a σ-field.

Proposition 23.23. FT is a σ-field for every T ∈ T . Furthermore, Fñ = Fn, where ñ is
defined by (23.27).

Exercise 168. Prove Proposition 23.23.

Theorem 23.24. Let τ, µ ∈ T . Then the following are true.

(1) Let A ∈ Fτ . Then A ∩ {τ ≤ µ} ∈ Fµ.
(2) τ ≤ µ implies Fτ ⊂ Fµ.
(3) {τ = µ}, {τ ≥ µ} ∈ Fτ ∩ Fµ.
(4) Fmin(τ,µ) = Fτ ∩ Fµ.

(1). We have to show

(23.31) (A ∩ {τ ≤ µ}) ∩ {µ ≤ n} ∈ Fn.
Note that this can be expressed as follows :

(23.32) (A ∩ {τ ≤ µ}) ∩ {µ ≤ n} =
∪

k,l∈N0
0≤k≤l≤n

A ∩ {τ = k} ∩ {µ = l}.

Since A ∩ {τ = k} ∈ Fk ⊂ Fn and {µ = l} ∈ Fl ⊂ Fn, (23.31) is established. □

(2). Since τ ≤ µ, if follows that A ∩ {τ ≤ µ} = A for all A ∈ Fτ . Therefore, we see Fτ ⊂ Fµ
from (1). □

(3). Let n ∈ N. Then {τ = µ}∩ {µ ≤ n} =
∪

0≤k≤n

{τ = µ = k} ∈ Fn. Therefore, {τ = µ} ∈ Fµ.

By symmetry, we have {τ = µ} ∈ Fτ . Thus, {τ = µ} ∈ Fµ ∩ Fτ is proved.

Since Ω ∈ Fµ, we have {τ ≥ µ} ∈ Fτ by (1), from which we deduce {τ ≤ µ} ∈ Fµ and, taking
its complement, we further obtain {τ > µ} ∈ Fµ. Since {τ ≥ µ} = {τ > µ} ∪ {τ = µ} ∈ Fµ by
(1), it follows that {τ ≥ µ} ∈ Fτ ∩ Fµ. □
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(4). By (2) we have Fτ∧µ ⊂ Fτ ∩ Fµ. Let A ∈ Fτ ∩ Fµ. Then we have

(23.33) A ∩ {τ ∧ µ ≤ n} = (A ∩ {τ ≤ n}) ∪ (A ∩ {µ ≤ n}) ∈ Fn.
Therefore, the reverse inclusion Fτ∧µ ⊃ Fτ ∩ Fµ is also established. □

24. Properties of martingales

24.1. The optional sampling theorem.

Notation . For a stochastic process X = (Xn)n∈N0 and τ ∈ T we denote Xτ := (Xmin(τ,n))n∈N,
where we have defined Xµ(ω) := Xµ(ω)(ω) for µ ∈ T .

Theorem 24.1 (Doob’s optimal sampling theorem). Let τ ∈ F and X be a martingale. Then
Xτ is a F-martingale. Furthermore, Xτ is a (Fτ∨n)n∈N-martingale.

Proof. Xτ is a F-martingale. To verify this, let m ≥ n be two integers and we have to show

(24.1) E[Xτ
m : Fn] = Xτ

n

for almost surely. Let A ∈ Fn. Then

E[Xτ
m : A] =

n∑
j=1

E[Xj : A ∩ {τ = j}] +
m∑

j=n+1

E[Xj : A ∩ {τ = j}]

+
∞∑

j=m+1

E[Xm : A ∩ {τ = j}].

Note that if τ = j ≤ n, then Xj = Xτ
j . Therefore the first term can be written as

(24.2)
n∑
j=1

E[Xj : A ∩ {τ = j}] =
n∑
j=1

E[Xτ
n : A ∩ {τ = j}].

The second term is equal to
m∑

j=n+1

E[Xj : A ∩ {τ = j}] =
m∑

j=n+1

E [E[Xm : Fj ] : A ∩ {τ = j}]

=
m∑

j=n+1

E[Xm : A ∩ {τ = j}],

where we used A ∩ {τ = j} ∈ Fm. As a result we are led to

(24.3)

m∑
j=n+1

E[Xj : A∩{τ = j}]+
∞∑

j=m+1

E[Xm : A∩{τ = j}] =
∞∑

j=n+1

E[Xm : A∩{τ = j}].

Since B :=
∞∪

j=n+1

(A ∩ {τ = j}) = Ω \
n∪
j=1

(A ∩ {τ = j}) ∈ Fn, we obtain

∞∑
j=n+1

E[Xm : A ∩ {τ = j}] = E [E [Xm1B : Fn]] = E [Xn1B : Fn] .

Inserting this estimate we obtain

(24.4)

∞∑
j=n+1

E[Xm : A ∩ {τ = j}] =
∞∑

j=n+1

E[Xn : A ∩ {τ = j}].

This is the desired result.
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Xτ is a Fτ∧n-martingale. To see this, we have to show

(24.5) E[Xτ
m : Fτ∧n] = Xτ

n .

To prove this, we proceed as before. First we take A ∈ Fτ∧n. We shall calculate

E[Xτ
m : A] =

n∑
j=1

E[Xj : A ∩ {τ = j}] +
∞∑

j=n+1

E[Xm : A ∩ {τ = j}].

The treatment of the first term is complete.

(24.6)
n∑
j=1

E[Xj : A ∩ {τ = j}] =
n∑
j=1

E[Xτ
n : A ∩ {τ = j}].

Note that

(24.7) A ∩ {τ = j} ∈ Fτ∧n∧j ⊂ Fn.
Taking into account that Xτ

n ∈ Fn, we obtain

(24.8) E[Xj : A ∩ {τ = j}] = E[Xn : A ∩ {τ = j}].
The rest is the same and we omit some details. □

24.2. Doob’s maximal inequality.

Our elementary inequality is as follows: Note that this is similar to the weak-(1, 1) inequality
of the Hardy-Littlewood maximal operators.

Theorem 24.2 (Doob’s maximal inequality). Suppose that M is a submartingale. Then for
all λ > 0

(24.9) P

(
max

1≤k≤n
Mk > λ

)
≤ 1

λ
E

[
Mn : max

1≤k≤n
Mk > λ

]
.

Proof. Let τ = min{k ∈ N : |Mk| > λ}. Then τ ∈ T .

P

(
max

1≤k≤n
Mk > λ

)
=

n∑
k=1

P (τ = k) ≤ 1

λ

n∑
k=1

E[Mk : τ = k].

Since M is a submartingale, we have Mk ≥ E[Mn : Fk]. Thus
(24.10) E[Mk : τ = k] ≤ E[E[Mn : Fk]1{τ=k}] = E[E[Mn1{τ=k} : Fk] ] = E[Mn1{τ=k}].

Summing up the above estimate for k = 1, 2, . . . , n, we obtain

(24.11) P

(
max

1≤k≤n
Mk > λ

)
≤ 1

λ

n∑
k=1

E[Mn : τ = k] =
1

λ
E

[
Mn : max

1≤j≤n
Mj > λ

]
.

This is the desired result. □

Corollary 24.3 (Doob). Suppose that M = (Mn)n∈N0 is a submartingale. Then

(1) P

(
max

1≤k≤n
|Mk| > λ

)
≤ 1

λ
E[|Mn|].

(2) Let 1 < p <∞. Then

(24.12) E

[
max

1≤k≤n
|Mk|p

]
≤
(

p

p− 1

)p
E[|Mn|p].

In particular, letting p = 2, we have

(24.13) E

[
max

1≤k≤n
|Mk|2

]
≤ 4E[|Mn|2].
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Exercise 169. Prove Corollary 24.3 by means of interpolation. Reexamine the proof of the
interpolation to obtain the size of constants.

Remark 24.4. Compare Corollary 24.3 with the boundedness of the maximal operator.

Exercise 170. Set (Ω,F , P ) = ([0, 1),B([0, 1)), dx|[0, 1)). Let Mn = 2nχ[0,2−n) for n ∈ N. Then
show that by defining a suitable filtration 24.3 is not available for p = 1.

24.3. Convergence theorems of martingales.

We begin with our criterion of almost sure convergence. The following theorem gives us a
general principle for the almost sure convergence.

Theorem 24.5. Suppose that X = {Xn}∞n=1 is a stochastic precess such that

(24.14) lim
n→∞

P

(
sup
n≤k,l

|Xk −Xl| > ε

)
= 0

for all ε > 0. Then X = {Xn}n∈N converges almost surely.

Proof. We have to show that

(24.15) P

(
lim sup
m,k→∞

|Xk −Xm| ̸= 0

)
= 0.

To this end it suffices to show that

(24.16) P

(
lim sup
m,k→∞

|Xk −Xm| > ε

)
= 0

for all ε > 0. However, this is just a matter of taking limit of the assumption, we omit the
details. □

Lemma 24.6. Let m ≤ n and M = {Mn}∞n=1 be a submartingale. Then we have

E[Mn
2], E[MnMm] ≥ E[Mm

2].

Proof. The first inequality is a direct consequence of Jensen’s inequality and the fact that M
is a non-negative submartingale.

(24.17) Mm
2 ≤ E[Mn : Fm]2 ≤ E[Mn

2 : Fm].

The second inequality is similar.

(24.18) Mm
2 ≤MmE[Mn : Fm] = E[MmMn : Fm].

It remains to take the expectation in both estimates. □

Theorem 24.7. Suppose that M = (Mn)n∈N0 is an L2(P )-bounded non-negative submartin-
gale. Then

(24.19) M∞ := lim
n→∞

Mn

exists in L2(P ).

Proof. From the lemma above and the assumption that X is L2(P )-bounded, we deduce that
lim
n→∞

E[Mn
2] exists and finite. We also have

(24.20) E[(Xn −Xm)2] ≤ E[Xmax(m,n)
2]− E[Xmin(m,n)

2]

by virtue of the second inequality. As a consequence (Xn)n∈N converges in L2(P ). □
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Theorem 24.8. Suppose that M = (Mn)n∈N is a positive martingale. Then lim
n→∞

Mn(ω) exists

for almost sure ω ∈ Ω.

Proof. Let Xn = exp(−Mn) for n ∈ N. Since exp : R→ (0,∞) is a homeomorphism, it suffices
to prove

(24.21) lim
n→∞

P

(
max
n≤k, l

|Xk −Xl| > ε

)
= 0

for all ε > 0.

First of all, we note that {Xn}∞n=1 is a submartingale. Indeed, {−Mn}∞n=1 is a martingale
and hence as a composition of a convex function, {Xn}∞n=1 is a submartingale. By positivity of
M , Xn satisfies 0 ≤ Xn ≤ 1.

Thus we are in the position of using Theorem 24.7, to have Xn, n = 1, 2, . . . converges
in L2(P ). Keeping the L2(P )-convergence of X in mind, we prove (24.21). Let X∞ be the
L2(P )-limit of (Xn)n∈N. Then we have

lim
n→∞

P

(
max
n≤k, l

|Xk −Xl| > ε

)
= lim
n→∞

(
lim
m→∞

P

(
max
n≤k,m

|Xk −Xl| > ε

))
≤ 4

ε2
lim
n→∞

(
lim
m→∞

E[|Xm −Xn|2]
)

≤ 4

ε2
lim
n→∞

E[|X∞ −Xn|2]

= 0.

Consequently we have proved the theorem. □

24.4. Applications of convergence theorems.

Recall that

(24.22)
1

1
+

1

2
+

1

3
+

1

4
+ . . .

is divergent while

(24.23)
1

1
− 1

2
+

1

3
− 1

4
+ . . .

is convergent. If we choose the sign ± randomly in the above series, what happens ? The
following example is very interesting in that it gives a definitive answer in terms of mathematics.

Example 24.9. Let ξj , j = 1, 2, . . . be a sequence of independent and identically distributed

random variables with P (ξ1 = −1) = P (ξ1 = 1) =
1

2
. Then

(24.24) Y (ω) =
∞∑
j=1

ξj(ω)

j

converges for almost sure ω ∈ Ω.

Proof. First, we set

(24.25) Xn(ω) =

n∑
j=1

ξj(ω)

j
.
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Then (Xn)n∈N is a martingale. Since E[ξ1
2] = 1, E[ξ1] = 0, ξ1, ξ2, ξ3, . . . , ξn are i.i.d. and it

follows that

(24.26) E[Xn
2] =

n∑
j=1

1

j2
<
π2

6
.

Therefore, X is an L2(P )-bounded martingale and hence admits its almost sure limit lim
n→∞

Xn.

Consequently Y (ω) is convergent for almost sure ω ∈ Ω. □

Example 24.9 can be explained from the next theorem as well.

Theorem 24.10 (Kolmogorov’s 0-1 principle). Suppose that G1,G2, . . . ,Gn, . . . are independent

σ-field. Define the tail σ-field by T ∗ :=
∩
k∈N

∪
n≥k

Gn

 . Then any event in T ∗ happens almost

surely or never happens almost surely.

Proof. Let Fn =

n∨
j=1

Gj for n = 1, 2, . . . and F =
∨
j∈N
Gj . Let A ∈ T ∗. Define Xn := E[1A : Fn].

Then (Xn)n∈N is a martingale converging to 1A almost surely. Therefore

(24.27) 1A = lim
n→∞

Xn.

However, A is independent of Fn because A ∈ ∨∞j=n+1Gj . As a result we have Xn = P (A).
Therefore 1A is constant except on a null set. This means P (A) = 0 or 1. □

Exercise 171. Suppose that X1, X2, . . . , Xn, . . . is a sequence of real valued independent random
variables. Then show that the probability for which

(24.28) Y := lim
n→∞

X1 +X2 + . . .+Xn

n

converges is 0 or 1.

24.5. The strong law of large numbers.

As a further application of the convergence theorem we prove the strong law of large numbers.

Theorem 24.11 (Kronecker’s theorem). Suppose that {aj}j∈N is an increasing sequence tend-

ing to ∞ and {xj}j∈N is another sequence. Assume that
∞∑
j=1

xj
aj

converges. Then

(24.29) lim
j→∞

x1 + x2 + . . .+ xj
aj

= 0.

Proof. Let us set yj :=

j∑
k=1

xk
ak

and y0 := 0. Then we have xj = aj(yj − yj−1) for all j ∈ N.

Therefore, we obtain

(24.30)

j∑
k=1

xk =

j∑
k=1

ak yk −
j∑

k=1

ak yk−1 =

j−1∑
k=1

yk(ak − ak+1) + aj yj .

The assumption reads

(24.31) y∞ := lim
j→∞

yj
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exists. Therefore, it suffices to prove that

(24.32) lim
j→∞

1

aj

j−1∑
k=1

(ak+1 − ak)yk = y∞.

It is clear that

(24.33) lim
j→∞

1

aj

j−1∑
k=1

(ak+1 − ak)y∞ = y∞,

since {aj}j∈N is increasing to ∞. In view of this, let us estimate

(24.34)
1

aj

j−1∑
k=1

(ak+1 − ak)(yk − y∞)

Let N ∈ N be fixed. In view of the fact that {aj}j∈N is increasing, we obtain

(24.35)

∣∣∣∣∣ 1aj
j−1∑
k=1

(ak+1 − ak)(yk − y∞)

∣∣∣∣∣ ≤ 1

aj

N∑
k=1

(ak+1 − ak)|yk − y∞|+ sup
l≥N
|yl − y∞| ·

aj − aN
aj

for all j > N . Letting j →∞, we obtain

(24.36) lim sup
j→∞

∣∣∣∣∣ 1aj
j−1∑
k=1

(ak+1 − ak)(yk − y∞)

∣∣∣∣∣ ≤ sup
l≥N
|yl − y∞|.

Since N is still at our disposal, we obtain

(24.37) lim
j→∞

1

aj

j−1∑
k=1

(ak+1 − ak)yk = y∞.

Thus, the proof is now complete. □

Theorem 24.12 (Laws of large numbers, LLN). Suppose that (Xj)j∈N is a sequence of i.i.d.
random variables. Then

(24.38) lim
j→∞

X1 +X2 + . . .+Xn

n
= E[X1]

for almost surely.

Proof. Let us set Yj = 1{ |Xj |<j} ·Xj . Denote by µ the distribution of X1. Then we have

∞∑
j=1

P (Xj ̸= Yj) =
∞∑
j=1

µ((−∞,−j] ∪ [j,∞)) ≤
∫
R
|t| dµ(t) ≤ E[ |X1| ] <∞.

Therefore, we have only to prove lim
n→∞

Y1 + Y2 + . . .+ Yn
n

= E[X1] for almost surely.

In the same way we obtain

(24.39)
∞∑
j=1

E[ |Yj |2 ]
j2

=
∞∑
j=1

∫ ∞

0

λ2 · χ{ |λ|<j}(λ) dµ(λ) =

∫ ∞

0

λ2

 ∞∑
j=[|λ|]+1

1

j2

 dµ(λ).

Since
∞∑

j=[|λ|]+1

1

j2
≲ 1

|λ|+ 1
, we obtain

∞∑
j=1

E[ |Yj |2 ]
j2

≲
∫ ∞

0

|λ| dµ(λ) ≲ E[ |X1| ] <∞.
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Let j ∈ N. Then we set Mn =
n∑
k=1

Yk − E[Yk]

k
. Then (Mn)n∈N is a martingale with

(24.40) sup
n∈N

E[ |Mn|2 ] ≤
∞∑
j=1

E[ |Yk|2 ]
k2

<∞

in view of the paragraph above. Therefore, the convegence theorem above gives us

(24.41) lim
j→∞

Mn(ω)

exists for almost every ω ∈ Ω. If we apply Theorem 24.11 with an = n and xn = Yn(ω)−E[Yn],
we obtain

(24.42) lim
n→∞

Y1 + Y2 + . . .+ Yn − E[Y1 + Y2 + . . .+ Yn]

n

exists. Since

(24.43)
E[Y1 + Y2 + . . .+ Yn]

n
=

∫
R

χ(−1,1)(t) + χ(−2,2)(t) + . . .+ χ(−n,n)(t)

n
dµ(t),

we are in the position of using the Lebesgue convergence theorem to obtain

(24.44) lim
n→∞

Y1 + Y2 + . . .+ Yn
n

= lim
n→∞

E[Y1 + Y2 + . . .+ Yn]

n
= E[X1].

This is the desired result. □

24.6. Uniform integrability.

Suppose that (Xn)n∈N converges to X almost surely and that E[Xn|Fm] = Xmin(m,n) almost

surely. Can we say that there exists X ∈ L1(P ) such that Xn = E[X|Fn] almost surely ?
The answer is no. Indeed, let (Yn)

∞
n=1 be a sequence of i.i.d. random variables such that

P (Yn = ±1) = 1/2. Then put

Xn =
n∑
k=1

Yk

for each n ∈ N. The sequence (Xn)n∈N satisfies the condition above but there is no limit X.
We attept to give a necessary and sufficient condition for this problem.

Definition 24.13. A set of random variables (Xλ)λ∈Λ is said to be uniformly integrable, if

(24.45) lim
ρ→∞

(
sup
λ∈Λ

E[|Xλ| : |Xλ| > ρ]

)
= 0.

Let us see the family of uniformly integrable random variables.

Example 24.14. Suppose that (Gλ)λ∈Λ be a family of sub-σ fields. Let X ∈ L1(Ω,F , P ).
Then (E[X : Gλ])λ∈Λ forms a uniformly integrable family.

Proof. We have to show

(24.46) lim
ρ→∞

sup
λ∈Λ

E[|E[X : Gλ]| : |E[X : Gλ]| > ρ] = 0.

Taking into account that E[X : Gλ] ∈ Gλ, we have

(24.47) E[|E[X : Gλ]| : |E[X : Gλ]| > ρ] ≤ E[|X| : |E[X : Gλ]| > ρ].

By absolute continuity of measures, (24.46) can be obtained. □

Another important example is
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Example 24.15. Let p > 1 and (Xλ)λ∈Λ is Lp-bounded. Then (Xλ)λ∈Λ is uniformly integrable.

Proof. Immediate from E[|Xλ| : |Xλ| > λ] ≤ 1

λ
sup
λ∈Λ

E[|Xλ|p]. □

Having made a brief look of examples of the uniformly integrable family, let us characterize
the uniform integrable family.

Definition 24.16. A family of L1(P )-random variables X = {Xλ}λ∈Λ is said to be uniformly
absolutely continuous, if

(24.48) lim
δ→0

sup
A∈F

P (A)<δ

E[|X| : A] = 0.

Theorem 24.17. Let X = (Xλ)λ∈Λ be a family of L1(P )-random variables. Then X is uni-
formly integrable if and only if it is L1(P )-bounded and uniformly absolutely continuous.

Theorem 24.18. Suppose that (Xn)n∈N converges to X almost surely and that E[Xn|Fm] =
Xmin(m,n) almost surely. Then (Xn)n∈N is uniformly integrable if and only if Xn converges to

X in the L1(P )-topology.

Proof. Suppose that X converges to X in the L1(P )-topology.

We have to prove

(24.49) lim
λ→∞

sup
n∈Z

E[|Xn| : |Xn| > λ] = 0.

For this purpose it suffices to prove

(24.50) lim
λ→∞

sup
n∈Z

E[|X| : |Xn| > λ] = 0,

since the estimate

(24.51) sup
n∈Z

E[|Xn −X| : |Xn| > λ] ≤ sup
n≥m

E[|X −Xn|] +
m∑
k=1

E[|X −Xk| : |Xk| > λ]

and lim
n→∞

Xn(ω) = X(ω) for almost sure ω implies

(24.52) lim
λ→∞

sup
n∈Z

E[|Xn −X| : |Xn| > λ] ≤ sup
n≥m

E[|X −Xn|].

(24.50) is a consequence of absolute continuity of the measure.

Suppose that (Xn)n∈N is uniformly integrable. Then

E[|Xn −X|] ≤ sup
n∈N

E[|Xn| : |Xn| > λ] + sup
n∈N

E[|X| : |Xn| > λ]

+ E[|X|+ λ : |Xn| ≤ λ, |X| > λ] + E[|Xn −X| : |Xn| ≤ λ, |X| ≤ λ].
Let ε > 0 be arbitrary. Then there exists δ > 0 such that for each A ∈ F with P (A) < δ we
have E[|X| : A] < ε.

If we take λ > 0 large enough, then
(24.53)

λP (|X| > λ) ≤ E[|X| : |X| > λ] < ε, sup
n∈N

E[|Xn| : |Xn| > λ] < ε, sup
n∈N

P (|Xn| > λ) < δ.

We fix λ so large that the above condition holds. Since |Xn −X| ≤ λ, there exists N such
that, for every n ≥ N , we have

(24.54) E[|Xn −X| : |Xn| ≤ λ, |X| ≤ 2λ] < ε.
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Putting these observations together, lim
n→∞

E[|Xn −X|] = 0.

As a consequence the proof is finished. □

24.7. Upcrossing time and almost sure convergence.

Upcrossing number and upcrossing time are useful for almost sure convergence.

Definition 24.19 (Upcrossing number). Let X = (Xn)n∈N0 be a submartingale and let −∞ <
a < b <∞.

(1) One first defines

(24.55) σ1 := min{n ≥ 1 : Xn ≤ a}, σ2 := min{n > σ1 : Xn ≤ b}.
Suppose that σ1, σ2, . . . , σ2k−2 are defined. Then set

σ2k−1 := min{n > σ2k−2 : Xn ≤ a}
σ2k := min{n > σ2k−1 : Xn ≥ b}.

(2) Set the upcrossing number by

(24.56) Un := max{k ∈ N0 : σ2k ≤ n} (≤ n).

Here it will be understood that min ∅ =∞.

Note that σk+1 ≥ σk + 1 for all k ∈ N in the above definition.

Exercise 172. Show that each Un is a random variable.

The following inequality, called upcrossing inequality, plays an important role for the proof
of almost everywhere convergence.

Theorem 24.20 (Upcrossing inequality). Let −∞ < a < b <∞. Then we have (b−a)E[Un] ≤
E[(Xn − a)+].

Proof. We set Yn := (Xn − a)+. Suppose that Un = k. Then, taking into account that
Yσ2j − Yσ2j−1 ≥ b− a, we obtain

(24.57) (b− a)Un = (b− a)k ≤
k∑
j=1

(Yσ2j − Yσ2j−1).

Set Hn =

∞∑
k=1

1{σ2k−1<n≤σ2k} for n ≥ 1 and H0 = 0. Then Hn is predictable. Indeed,

(24.58) 1{σ2k−1<n≤σ2k} = 1{σ2k−1≤n−1} − 1{σ2k≤n−1} ∈ Fn−1.

Then
n∑
j=1

Y{σ2j
− Yσ2j−1} can be written as

(24.59)
n∑
j=1

(Yσ2j − Yσ2j−1) = (H ·X)n.

And H ·X is a submartingale. Consequently

(24.60) E[(b− a)Un] ≤ E[(H · Y )n] = E[Yn]− E[((1−H) · Y )n] ≤ E[Yn].

This is the desired result. □
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Finally to conclude this part, we refine the almost sure convergence theorem.

Theorem 24.21. If X is a submartingale such that sup
n∈N

E[Xn
+] < ∞. Then the almost sure

limit lim
n→∞

Xn =: X∞ exists.

Proof. Set

(24.61) X := lim sup
n→∞

Xn, X := lim inf
n→∞

Xn.

We shall show this theorem by proving

(24.62) P
(
X > X

)
= 0

or equivalently

(24.63) P
(
X > b > a > X

)
= 0

for all a, b ∈ Q with a < b. Now that {Xn(ω)}n∈N0 upcrosses (a, b) infinitely many times,
if X(ω) > b > a > X(ω). Thus, (b − a)E[Un] ≤ E[(Xn − a)+] for n ∈ N implies, along
with the assumption, (b − a)E[U∞] < ∞. Thus, U∞ < ∞ almost surely. This implies that
P
(
X > b > a > X

)
= 0 and the proof is now complete. □

Theorem 24.22. Suppose that M = (Mn)n∈N is a uniformly integrable martingale. Then

(24.64) M∞ := lim
n→∞

Mn

exists almost surely and in L1(P ). Furthermore we have

(24.65) Mn = E[M∞ : Fn]
holds.

Proof. Since M is uniformly integrable, M is L1(P )-bounded. Therefore, by Theorem 24.21
(24.64) holds almost surely. Again by the uniform integrability and the almost sure convergence,
we see that (24.64) takes place in L1(P ). Since Mn = E[Mn+j : Fn] for j ∈ N, the L1(P )-
convergence gives us (24.65). □
Exercise 173. Use the random walk to show that we really need to assume that M is uniformly
integrable.

Notes and references for Chapter 11.

Section 22. Theorem 22.14

Theorem 22.16

Theorem 22.25

Theorem 22.27

Theorem 22.29 is due to de Moivre and Laplace.

Section 23. Theorem 22.32

Theorem 22.35

Theorem 22.36

Theorem 22.37

Theorem 22.38
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Theorem 22.39

Theorem 23.5

Theorem 23.7

Burkholder considered Theorem 23.12 in [104, 104].

Theorem 23.14

Theorem 23.17

Theorem 23.24

Theorem 24.1

Theorems 23.21 and 24.2 are due to Doob [8]. For Corollary 24.3 we refer to [349].

Theorem 24.5

Section 24. Theorem 24.7

Theorem 24.8

Theorem 24.10

Theorem 24.11

Theorem 24.12

Theorem 24.17

Theorem 24.18

Theorem 24.20

Theorem 24.21

Theorem 24.22
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Part 12. Ergodic theory

In this chapter we consider ergodic theory.

In Section 25 we introduce the notion of ergodicity. In Section 26 we deal with the maximal
inequalities.

Throughout this chapter we assume that (Ω,F , P ) is a probability space.

25. Ergodicity

Let us begin with stating fundamental concepts.

Definition 25.1. A measurable bijection T : Ω → Ω is measure preserving, if T (F) = F and
P (TA) = P (A) for all A ∈ F .

Here and below, by convention of ergodic theory, we write TA instead of T (A).

Definition 25.2. A measure preserving mapping T : Ω → Ω is ergodic, if TA = A implies
P (A) = 0, 1 for all A ∈ F .

Example 25.3. Let us denote by S1 the unit circle on C. Then for every α ∈ R \ Q, the
mapping T : z ∈ S1 → exp(2πα)z ∈ S1 is ergodic.

Proof. Let A be an invariant set. Then consider its indicator and expand it into Fourier series.

(25.1) χA(z) =
∞∑

j=−∞
cj z

j .

Since A is invariant, we have

(25.2)

∞∑
j=−∞

cj z
j = χA(z) = χA(exp(2πα)z) =

∞∑
j=−∞

cj exp(2πα j)z
j

Hence it follows that

(25.3) cj = cj exp(2πα)

for all j ∈ Z, which yields χA(z) is a constant function a.e.. As a result A or S1 \A has measure
zero. □
Exercise 174. If α ∈ Q, show that T , defined in Example 25.3, is not ergodic.

26. Ergodic maximal function

Here we will view the similarity between harmonic analysis and ergode theory.

L2(P )-theory.

Theorem 26.1. Let f ∈ L2(P ) and T be a measure preserving mapping. Then

(26.1) lim
j→∞

1

j

j∑
k=1

f ◦ T k(ω)

exists for a.s. ω ∈ Ω and in the topology of L2(P ).
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Proof. It is easy to see that the assertion is true if f can be written as f = g − g ◦ T for some
g ∈ L2(P ) or if f is invariant under T . Therefore, by the Banach-Steinhaus principle it remains
to show that the sum of such functions spans a dense space.

Suppose that f is a function that is perpendicular to such functions. Since f ⊥ (f − f ◦ T ),
we see that

(26.2) ⟨f, f − f ◦ T ⟩L2(P ) = 0

As a consequence, since T is a measure preserving, we obtain

⟨f − f ◦ T, f − f ◦ T ⟩L2(P ) = ⟨−f ◦ T, f ◦ T−1 ◦ T − f ◦ T ⟩L2(P )(26.3)

= ⟨−f, f ◦ T−1 − f⟩L2(P )(26.4)

= ⟨−f, (f ◦ T−1)− (f ◦ T−1) ◦ T ⟩L2(P )(26.5)

= 0(26.6)

Hence f is invariant under T . However, f is assumed to be perpendicular to any function
invariant under T . As a result, we see that f = 0. □

Maximal inequality. The following theorem, called the maximal ergodic theorem, is a heart of
the matters in ergodic theory.

Theorem 26.2. Let T : Ω→ Ω be a measure preserving mapping. Then we have

(26.7)

∫
G

f(ω) dP (ω) ≥ 0,

where

(26.8) G =

{
sup
j∈N0

j∑
l=0

f ◦ T l > 0

}
.

Proof. Let us set

(26.9) GJ =

{
sup

0≤j≤J

j∑
l=1

f ◦ T l > 0

}
, J = 0, 1, 2, . . . .

Notice that GJ converges monotonically to G. Thus, we have

(26.10)

∫
G

f(ω) dP (ω) = lim
J→∞

∫
GJ

f(ω) dP (ω) = lim
J→∞

1

J

J∑
k=0

∫
Gk

f(ω) dP (ω).

With this in mind, let us prove that

(26.11)
J∑
k=0

∫
Gk

f(ω) dP (ω) ≥ 0.

Let us now consider the case J = J0. Now that T preserves measure, we have

(26.12)

J∑
k=0

∫
Gk

f(ω) dP (ω) =

J∑
k=0

∫
{sup0≤j≤k

∑J−k+j
l=J−k f◦T l>0}

f ◦ T J−k(ω) dP (ω).

Let fk = f ◦ T k. Then we have

(26.13)
J∑
k=0

∫
Gk

f(ω) dP (ω) =

∫
Ω

J∑
k=0

χ{sup0≤j≤J−k
∑k+j
l=k fl>0}fk(ω) dP (ω).
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Therefore, we have only to prove that

(26.14)
J∑
k=0

χ{sup0≤j≤J−k
∑k+j
l=k fl>0}fk ≥ 0.

More generally, let us establish that

(26.15)
J∑
k=0

χ{sup0≤j≤J−k
∑k+j
l=k al>0}al ≥ 0

for any sequence {al}l∈N.

If J = 0, then there is nothing to prove. Assume that this is the case for J0. If

(26.16) sup
0≤j≤J

j∑
l=0

al ≤ 0

then we can readily obtain

(26.17)

J∑
k=0

χ{sup0≤j≤J−k
∑k+j
l=k al>0}ak =

J∑
k=1

χ{sup0≤j≤J−k
∑k+j
l=k al>0}ak ≥ 0

by induction assumption. Assume sup
0≤j≤J

j∑
l=0

al > 0 instead. Let k0 ≥ 0 be the smallest integer

such that

k0∑
l=0

al > 0. Then we have that

k0∑
l=k+1

al > 0 for all k ≤ k0 − 1. because

k∑
l=0

al < 0. As

a result, we obtain

(26.18)
J∑
k=0

χ{sup0≤j≤J−k
∑k+j
l=k al>0}ak =

k0∑
k=0

ak +
J∑

k=k0+1

χ{sup0≤j≤J−k
∑k+j
l=k al>0}ak > 0.

This is the desired result. □

Lp-theory. Once we obtain Theorem 26.2, we can prove fundamental theorems in ergodic theory
in a satisfactory manner.

Theorem 26.3. Let T be a measure preserving.

(1) Let λ > 0. Then we have P

sup
J∈N

1

J

J−1∑
j=0

|f ◦ T j | > λ

 ≤ 1

λ
E[|f |]

(2) Let 1 < p <∞. Then we have

(26.19) E

 sup
J∈N

∣∣∣∣∣∣ 1J
J−1∑
j=0

f ◦ T j
∣∣∣∣∣∣
p  ≤ p · 2p

p− 1
E[|f |p].

(3) If f ∈ L1(P ), then the limit

(26.20) lim
j→∞

1

N

N∑
j=1

f ◦ T j

exists for a.s. (Birkhoff’s ergodic theorem).
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(4) Assume in addition that T is ergodic. Then

(26.21) E[f ] = lim
j→∞

1

N

N∑
j=1

f ◦ T j

for a.s. (von Neumann’s ergodic theorem).

Exercise 175. Prove Theorem 26.3 by mimicking the proof of the boundedness of the maximal
operators.

Notes and references for Chapter 12.

Section 25.

Section 26. Theorem 26.1 stems from the work of von Neumann (1932).

Theorem 26.2 dates back to Riesz (1945).

Theorem 26.3 (3), which is called the pointwise ergodic theorem, is due to Birkhoff (1931).
The proof given here depends upon Riesz (1945) who considered and applied Theorem 26.2.
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Part 13. Functional analysis and harmonic analysis

Part 14. More about functional analysis

The aim of this in this part is to review functional analysis, keeping rich examples obtained
in this book in mind. For example, what we have proved in Chapter 8 provides rich examples.

Example 26.4. Singular integral operators are bounded on Lp for all 1 < p < ∞. Let
0 < α < d. Then the fractional integral operator Iα is bounded from Lp(Rd) to Lq(Rd)
whenever

1

q
=

1

p
− α

d
.

In Chapter 14 we build up theory on functional analysis. What is totally different from the
usual book on functional analysis is that we have already kept abundant examples in mind.
Section 27 is a combination of Banach space theory and theory of integration. In this section
as an application of the Bochner integral we consider the semigroup of operators. In Section
29 we are going to prove the spectral decomposition as well as to develop theory of Banach
algebras.

Having set down the elementary notions in functional analysis, the remaining three chapters
are devoted to deeper consideration of functional analysis.

27. Bochner integral

The Bochner integral is an advanced topic for beginners. However, we shall need it in this
book. We assume that (X,B, µ) is a σ-finite measure space.

27.1. Measurable functions.

Our present aim, as we have been referring to, is the construction of the theory of integration
for B-valued functions. The theory of the underlying measure space (X,B, µ) is already set up,
so that it seems appropriate that we start from the definition of the measurability of B-valued
functions,

Definition 27.1. Let B be a Banach space and (X,B, µ) a measure space. Suppose φ : X → B
is a function.

(1) φ is said to be weakly measurable, if b∗ ◦ φ : X → K is measurable for all b∗ ∈ B∗.
(2) φ is said to be simple, if there exists x1, x2, . . . and A1, A2, . . . ∈ B such that

φ(x) =

∞∑
j=1

χAj (x) · xj

for µ-almost all x ∈ X
(3) φ is said to be strongly measurable, if there exists a sequence of simple functions
{φj}j∈N such that lim

j→∞
φj(x) = φ(x) for µ-a.e. x ∈ X.

(4) φ is said to be separably valued, if there exists a measurable set X0 such that φ(X0) is
separable and µ(X \X0) = 0.

The next lemma is useful when we consider separably valued functions.
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Lemma 27.2. If Y is a separable Banach space, then there exists a countable set Z∗ ⊂ (Y ∗)1
such that

(27.1) ∥ y∥Y = sup
z∗∈Z∗

|z∗(y)|

for all y ∈ Y .

Proof. Pick a countable dense set Y0 = {yj}j∈N. For each j ∈ N by Hahn-Banach theorem we
can find a norm attainer z∗j ∈ (Y ∗)1 of yj . We have only to set Z∗ := {z∗j : j ∈ N}. □

Below given a B-valued function φ : X → B, let us write

(27.2) ∥φ∥B (x) := ∥φ(x)∥B ,

that is, ∥φ∥B is a non-negative function.

Theorem 27.3. Let φ : X → B be a function. Then φ is strongly measurable, if and only if
φ is separably valued and weakly measurable.

Proof. It is straightforward to prove “only if ” part and we leave this for the readers. Assume
that φ is separably valued and weakly measurable. We may assume by disregarding a set of
measure zero that φ(X) itself is separable. Let Y = φ(X) and {yk}k∈Z a countable dense set
in Y . Then by Lemma 27.2 we obtain z∗1 , z

∗
2 , . . . , z

∗
k, . . . ∈ (Y ∗)1 such that

(27.3) ∥ y∥Y = sup
j∈N
|z∗k(y)|.

From this we conclude that ∥φ(·)− z∥B is a measurable function.

Let j ∈ N. Then

(27.4) Ak,j := {∥φ− yk∥X < j−1}.

Set

(27.5) B1,j = A1,j , Bk,j = Ak,j \ (A1,j ∪A2,j ∪ . . . ∪Ak−1,j), k ≥ 2.

Then we have only to set

(27.6) φj(x) :=
∞∑
k=1

χBk,j (x) · yk.

From the property of Ak,j , k, j ∈ N we conclude that φj tends to φ and hence φ is separably
valued. □

Exercise 176. Prove that φ is separably valued and weakly measurable, if φ is strongly mea-
surable.

27.2. Definition of the Bochner integral.

Having clarified the definition of measurability, we turn to the definition of the Bochner
integral.
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Bochner integral for ( countably ) simple functions. Now we are going to define integrals for
countably simple functions. As we did for the usual measurable measurable functions, it is
convenient to start from the definition of the countably simple function. But we need be
careful : It will not work if we define the countably simple functions as the one taking finitely
many values. What is quite different is that countably simple functions are allowed to take
countably many values.

Definition 27.4 (Integrable countably simple functions). Let (X,B, µ) be a measure space
and B a Banach space. A countably simple function φ X → B is said to be integrable, if it
admits a representation

(27.7) φ(x) =
∞∑
j=1

aj χEj (x)

µ-a.e. x ∈ X with

(27.8)
∞∑
j=1

∥aj∥B · µ(Ej) <∞.

The above representation is called integrable representation and write

(27.9) φ ≃
∞∑
j=1

aj χEj .

Lemma 27.5. Suppose that φ is a countably simple integrable functions. Then there exists a
unique element Φ such that

(27.10) b∗(Φ) =

∫
X

b∗(φ(x)) dµ(x)

for all b∗ ∈ B∗. Below we shall write

(27.11) Φ =

∫
X

φ(x) dµ(x).

Proof. Existence Choose an integrable representation φ(x) ≃
∞∑
j=1

aj χEj (x). Then define an

element Φ :=
∞∑
j=1

aj µ(Ej) ∈ B. Note that the convergence is absolute. Let y ∈ B∗. Then we

have

(27.12) b∗(Φ) =
∞∑
j=1

b∗(aj)µ(Ej) =

∫
X

b∗ ◦ φ(x) dµ(x),

where we have used the Lebesgue convergence theorem for the second equality.

Uniqueness Uniqueness is almost clear from the Hahn-Banach extension theorem. □

Lemma 27.6. Let φ : X → B be an integrable countably simple function. Then we have

(27.13)

∥∥∥∥∫
X

φ(x) dµ(x)

∥∥∥∥
B

≤
∫
X

∥φ∥B(x) dµ(x).

In particular if φ has an integrable representation φ ≃
∞∑
j=1

aj χEj , then

(27.14)

∥∥∥∥∫
X

φ(x) dµ(x)

∥∥∥∥
B

≤
∞∑
j=1

∥aj∥Bµ(Ej).
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Proof. By the Hahn-Banach theorem we can choose y∗ from the closed unit ball of B∗. Then
we have ∥∥∥∥∫

X

φ(x) dµ(x)

∥∥∥∥
B

= y∗
(∫

X

φ(x) dµ(x)

)
=

∫
X

y∗ ◦ φ(x) dµ(x)

≤
∫
X

∥φ(x)∥B dµ(x),

where the second inequality follows from the definition of

∫
X

φ(x) dµ(x). The second inequality

is a direct consequence of the inequality

(27.15) ∥φ(x)∥B ≤
∞∑
j=1

∥aj∥BχEj (x)

for µ-almost every x ∈ X. Therefore, the proof is now complete. □

Lemma 27.7. Suppose that φ is a countably simple measurable function and ε > 0. Then φ

has an integrable representation φ ≃
∞∑
j=1

aj χEj such that

(27.16)

∞∑
j=1

∥aj∥Xµ(Ej) <
∫
X

∥φ∥B(x) dµ(x) + ε.

Proof. Suppose that φ ≃
∞∑
j=1

bjχFj is an integrable representation. Then there exists an in-

creasing sequence of integers N1 < N2 < . . . such that

(27.17)
∞∑

j=Nk

∥bj∥Xµ(Fj) <
ε

2k+1
.

for each k. Let N0 =M0 = 1. By partitioning FNk−1
, FNk−1+1, . . . , FNk we can find a collection

of disjoint measurable sets EMk−1
, EMk−1+1, . . . , EMk

and aMk−1
, aMk−1+1, . . . , aMk

∈ B

(27.18)

Mk−1∑
l=Mk−1

al χEl =

Nk−1∑
j=Nk−1

bj χFj .

Then disjointness of {Ej}Mk−1
j=Mk−1

yields

(27.19)∫
X

∥∥∥∥∥∥
Nk−1∑
j=Nk−1

bj χFj (x)

∥∥∥∥∥∥
B

dµ(x) =

∫
X

∥∥∥∥∥∥
Mk−1∑
l=Mk−1

al χEl(x)

∥∥∥∥∥∥
B

dµ(x) =

Mk−1∑
l=Mk−1

∥al∥Bµ(El).
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Therefore, we obtain

∞∑
l=1

∥al∥Bµ(El) =
∞∑
k=1

∫
X

∥∥∥∥∥∥
Nk−1∑
j=Nk−1

bj χFj (x)

∥∥∥∥∥∥
B

dµ(x)

≤
∫
X

∥∥∥∥∥∥
N1−1∑
j=1

bj χFj (x)

∥∥∥∥∥∥
B

dµ(x) +
∞∑
k=1

∞∑
j=Nk

∥bj∥Xµ(Fj)

≤
∫
X

∥∥∥∥∥∥f −
∞∑

j=N1

bj χFj (x)

∥∥∥∥∥∥
B

dµ(x) +
∞∑
k=1

∞∑
j=Nk

∥bj∥Xµ(Fj)

≤
∫
X

∥f(x)∥B dµ(x) + 2

∞∑
k=1

∞∑
j=Nk

∥bj∥Xµ(Fj)

≤
∫
X

∥f(x)∥B dµ(x) + ε.

The number ε > 0 being, arbitrary, this is the desired result. □

Bochner integral for strongly measurable functions. Keeping our observations above, we pass
to the general case. We are going to define the integrable functions. In the R-valued case we
have allowed the integral to take the value ±∞. However, in the Bochner integral we rule out
the possibility for the integral to diverge.

Definition 27.8 (Bochner integrable functions). A function φ : X → B is said to be Bochner
integrable, if there exists a sequence of countably simple functions {φj}j∈N such that

(27.20) lim
j→∞

φj(x) = φ(x)

for µ-almost every x ∈ X and that

(27.21) lim
j→∞

∫
X

∥φ(x)− φj(x)∥B dµ(x) = 0.

If this is the case, define the integral of φ on X by

(27.22)

∫
X

φ(x) dµ(x) =

∫
X

φdµ := lim
j→∞

∫
X

φj(x) dµ(x).

Below denote by L1(X;B) the set of all Bochner integrable functions.

Lemma 27.9. The definition of the integral

∫
X

φ(x) dµ(x) is makes sense, that is, in that the

limit defining

∫
X

φ(x) dµ(x) does exist and the element

∫
X

φ(x) dµ(x) ∈ B does not depend on

the choice of {φj}j∈N.

Proof. The limit in (27.22) exists. To see this, we observe, if j, k ≥ J∥∥∥∥∫
X

φj(x) dµ(x)−
∫
X

φk(x) dµ(x)

∥∥∥∥
B

≤ 2 sup
l≥J

∫
X

∥φ(x)− φl(x)∥B dµ(x).

Therefore

{∫
X

φj(x) dµ(x)

}
j∈N

is a Cauchy sequence in B and the limit therefore does exist.
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The integral does not depend on the admissible representation of φ. Suppose {ψj}j∈N is

another sequence of countably simple integrable functions such that

(27.23) lim
j→∞

ψj = φ, lim
j→∞

∫
X

∥φ(x)− ψj(x)∥B dµ(x) = 0.

Then by the triangle inequality we obtain∥∥∥∥∫
X

φj(x) dµ(x)−
∫
X

ψj(x) dµ(x)

∥∥∥∥
B

≤
∫
X

(∥φ(x)− φj(x)∥B + ∥φ(x)− ψj(x)∥B) dµ(x),

which tends to 0 as j →∞. Thus, both

{∫
X

φj(x) dµ(x)

}
j∈N

and

{∫
X

ψj(x) dµ(x)

}
j∈N

tend

to the same limit. Therefore, the integral does not depend on the admissible representations of
φ. □

Lemma 27.10. Keep to the same setting as above. Let φ : X → B be a Bochner integrable
function. Then we have

(27.24)

∥∥∥∥∫
X

φ(x) dµ(x)

∥∥∥∥
B

≤
∫
X

∥φ(x)∥B dµ(x).

Proof. It is just a matter of passage to the limit of the countably simple function case. However,
it is worth considering the case when B = C. Writing out the statement in full with B = C,
we can easy imagine what is the crux of the proof of Lemma 27.10. □

Theorem 27.11. The function φ : X → B is Bochner integrable, if and only if φ is an
integrable and countably simple function.

Proof. Suppose that φ is an integrable countably simple function. Then we can take an in-

tegrable representation

(27.25) φ ≃
∞∑
j=1

aj χEj .

Set φj =

j∑
k=1

ak χEk . Then each φj is an integrable countably simple function. By the Fatou

lemma we have

(27.26)

∫
X

∥φ(x)− φj(x)∥B dµ(x) ≤
∫
X

∥∥∥∥∥∥
∞∑

k=j+1

ak χEk

∥∥∥∥∥∥
B

dµ(x) ≤
∞∑

k=j+1

∥ak∥Bµ(Ek).

The most right-hand side tending to 0 as k → ∞, so does the left-hand side. Therefore, φ is
Bochner integrable.

Suppose that φ is Bochner integrable. Then there exists a sequence of countably simple

integrable functions {φj}j∈N such that

(27.27) lim
j→∞

∫
X

∥φ(x)− φj(x)∥B dµ(x) = 0.

A passage to the subsequence, we can assume

(27.28)

∫
X

∥φ(x)− φj(x)∥B dµ(x) < 2−j−1.

In this case we have

(27.29)

∫
X

∥φj+1(x)− φj(x)∥B dµ(x) <
3

4
· 2−j .
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If we invoke Lemma 27.7, then we can find an integrable representation

(27.30) φj+1 − φj ≃
∞∑
k=1

aj+1,kχEj+1,k
with

∞∑
k=1

∥aj,k∥Bµ(Ej,k) < 2−j

for each j ∈ N. We also have an integrable representation of φ1 : φ1 ≃
∞∑
k=1

a1,kχE1,k
. Using

these integrable representations, we see that φ has a following integrable representation

(27.31) φ ≃
∞∑

j,k=1

aj,kχEj,k .

Therefore φ is an integrable countably simple function as well. □

27.3. Convergence theorems.

Having set down the definition of the integrals, we now turn to the convergence theorems
such as the dominated convergence theorem.

Theorem 27.12. Suppose that {φj}j∈N is a sequence of strongly integrable functions such
that {φj(x)}j∈N is a Cauchy sequence for almost every x ∈ X. Let φ be a weakly measurable
function such that φ(x) = lim

j→∞
φ(x) for µ-almost every x ∈ X. Assume in addition there exists

ψ ∈ L1(µ;R) such that

(27.32) ∥φj(x)∥B ≤ ψ(x)

for µ-a.e. x ∈ X. Then φ ∈ L1(X;B)

(27.33) lim
j→∞

∫
X

φj dµ =

∫
X

φdµ.

Proof. φ is strongly measurable. This follows from the fact that Y :=

∞∪
j=1

Yj is separable,

whenever each Yj is separable.

φ ∈ L1(X,B) and (27.33) holds. Since φj ∈ L1(X,B), by Theorem 27.11 we conclude

that φj is an integrable countably simple function. Furthermore, ∥φ(x)−φj(x)∥B ≤ 2ψ(x) for
µ-almost everywhere x ∈ X. Thus, if we invoke Lebesgue’s convergence theorem, we obtain

(27.34) lim
j→∞

∫
X

∥φ(x)− φj(x)∥B dµ(x) = 0.

As a result φ ∈ L1(X;B) and (27.33) holds. □

Exercise 177. Suppose that {φj}j∈N ∈ L1(X;B) satisfies

(27.35)

∞∑
j=1

∫
X

∥φj∥B <∞.
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Then we have
∞∑
j=1

φj(x) converges µ-almost everywhere x ∈ X. Modifying a set of measure

zero, we have

∞∑
j=1

φj ∈ L1(X;B) and

(27.36)

∫
X

 ∞∑
j=1

φj

 dµ =
∞∑
j=1

∫
X

φj dµ.

Theorem 27.13. The space L1(X;B) is complete, once we identify the function having the
same integrable representation.

Proof. By Theorem 10.12, we have only to prove

∞∑
j=1

∥φj∥L1(B;X) converges then so does

∞∑
j=1

φj .

To do this we pick an integrable representation

(27.37) φj ≃
∞∑
k=1

aj,k χEj,k with

∞∑
k=1

∥aj,k∥Bµ(Ej,k) < ∥φj∥L1(B;X) + 2−j .

Then we define

(27.38) ψ(x) :=
∞∑

j,k=1

aj,k χEj,k(x),

provided the series converges and ψ(x) = 0 otherwise. Then ψ has an integrable representation

(27.39) ψ ≃
∞∑

j,k=1

aj,k χEj,k .

Therefore ψ ∈ L1(X;B). Since ψ −
l∑

j=1

φj has an integrable representation

(27.40) ψ −
l∑

j=1

φj ≃
∞∑

j=l+1

∞∑
k=1

aj,k χEj,k(x),

we conclude ψ =
∞∑
j=1

φj . □

Finally let us characterize the Bochner integral in terms of the dual spaces.

Proposition 27.14. Let φ be a Bochner integrable function. Then b :=

∫
X

φ(x) dµ(x) is a

unique element in B satisfying

(27.41) b∗(b) =

∫
X

b∗(φ(x)) dµ(x)

for all b∗ ∈ X∗.

Proof. Now that “Bochner integrable function” and “integrable countably simple function” are
synonymous, this proposition is Lemma 27.5 itself. □
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27.4. Fubini’s theorem for Bochner integral.

In this subsection to discuss Fubini’s theorem let (X,M, µ) and (Y,N , ν) be σ-finite measure
spaces.

Theorem 27.15. Suppose that φ ∈ L1(X × Y ;B). Then we have the following.

(1) For almost every x ∈ X, the function φ(x, ∗) belongs to L1(Y ;B). For almost every
y ∈ Y , the function φ(∗, y) belongs to L1(X;B). Below it will be understood tacitly that∫
Y

φ(x, y) dν(y) = 0 and that

∫
X

φ(x, y) dµ(x) = 0, if the integrand is not integrable.

(2) We have ∫∫
X×Y

φ(x, y) dµ⊗ ν(x, y) =
∫
X

(∫
Y

φ(x, y) dν(y)

)
dµ(x)

=

∫
Y

(∫
X

φ(x, y) dµ(y)

)
dν(y).

Proof. (1) is immediate because

(27.42)

∫∫
X×Y

∥φ(x, y)∥B dµ⊗ ν(x, y) <∞.

Let us prove (2). Pick an integrable representation of φ.

(27.43) φ ≃
∞∑
j=1

ajχGj ,

where each Gj is a µ⊗ν-measurable set. By disregarding a set of measure zero we may assume

(27.44)
∞∑
j=1

∥aj∥B ·
∫
Y

χGj (x, y) dν(y) <∞

for all x ∈ X. Then for all x ∈ X,

(27.45)

∫
Y

φ(x, y) dµ(y) =

∞∑
j=1

aj

∫
Y

χGj (x, y) dν(y).

Since

(27.46)
∞∑
j=1

∫
X

∥∥∥∥aj ∫
Y

χGj (x, y) dν(y)

∥∥∥∥
B

dµ(y) =
∞∑
j=1

∥aj∥B ·
∫
Y

χGj (x, y) dν(y) <∞,

we are in the position of using the Lebesgue convergence theorem (Theorem 27.12) for The
Bochner integral to obtain∫

X

(∫
Y

φ(x, y) dµ(y)

)
dν(x) =

∞∑
j=1

aj

∫
X×Y

χGj (x, y) dµ(x) dν(y) =

∫∫
X×Y

φdµ⊗ ν.

This is the desired result. □

27.5. Lp(X;B)-spaces. Now we pass our theory of Lebesgue integral to the Lp(X;B)-space.

Definition 27.16. Let 1 ≤ p <∞. Define Lp(X;B) as the set of all simple functions f : X →
B for which the norm

(27.47) ∥f∥Lp(X;B) :=

(∫
X

∥f∥pB dµ
) 1
p

<∞.



A HANDBOOK OF HARMONIC ANALYSIS 313

The space L∞(X;B) is the set of all simple functions satisfying

(27.48) ∥f∥L∞(X;B) := ∥ ∥f∥B ∥L∞(X) <∞.

Exercise 178. Let 1 ≤ p ≤ ∞. Then show that Lp(X;B) is a Banach space.

Some duality results. Now we shall collect some duality result that is needed in this book.

Theorem 27.17. Let B be a Banach space. Then the dual of L1(R;B) is canonically identified
with L∞(R;B∗).

(1) If g ∈ L∞(R;B∗), then there exists a linear functional Lg such that

Lg(χA · b) =
∫
A

⟨b, g(x)⟩ dx

for all b ∈ B and measurable sets A.
(2) Let φ ∈ L1(R : B)∗. Then there exists g ∈ L∞(R;B∗) such that Lg = φ.

Proof. It is not so hard to see that L∞(R;B∗) defines a continuous functional on L1(R;B).
Suppose that φ ∈ L1(R : B)∗. Then define Φ : R→ B∗ by

⟨Ψ(t), b⟩ :=
{
φ(χ[0,t] · b) t ≥ 0
−φ(χ[t,0] · b) t ≤ 0.

(b ∈ B).

For −∞ < s < t <∞, we note that

⟨Ψ(t), b⟩ − ⟨Ψ(s), b⟩ = φ(χ[s,t] · b).

Hence, denoting B1 by the unit ball of B, we obtain

(27.49) ∥Ψ(t)−Ψ(s)∥∗ = sup
b∈B1

|⟨Ψ(t), b⟩ − ⟨Ψ(s), b⟩| = sup
b∈B1

|φ(χ[s,t] · b)| ≤ ∥φ∥∗ · |t− s|.

Let us define

(27.50) Φj(t) := 2j(Ψ(t+ 2−j)−Ψ(t)) (t ∈ R).

Then we have

(27.51) ∥Φj(t)∥B∗ ≤ ∥φ∥∗ (t ∈ R)

by virtue of (27.49). Therefore, by the Banach Alaoglu theorem there exists a subsequence
{Φjk}k∈N such that the weak-∗ limit

(27.52) Φ(t) := lim
k→∞

Φjk(t)

exists for all t ∈ Q. If t, s ∈ Q, then we have

(27.53) ∥Φ(t)− Φ(s)∥B∗ = sup
b∈B

| ⟨Φ(t)− Φ(s), b⟩|
∥b∥B

≤ ∥φ∥∗ |t− s|.

Therefore, Φ can be extended to a continuous function from R to B∗ satisfying

(27.54) ∥Φ(t)− Φ(s)∥B∗ ≤ ∥φ∥∗ |t− s|.

This implies

|⟨Φ(t)− Φjk(t), b⟩| ≤ |⟨Φ(t)− Φ(s)− Φjk(t) + Φjk(s), b⟩|+ |⟨Φ(s)− Φjk(s), b⟩|
≤ 2∥φ∥∗ |t− s|+ |⟨Φ(s)− Φjk(s), b⟩|

for all t ∈ R and s ∈ Q. Letting j to ∞, then we obtain

(27.55) lim sup
j→∞

∥Φ(t)− Φjk(t)∥B∗ = lim sup
j→∞

sup
b∈B1

|⟨Φ(t)− Φjk(t), b⟩| ≤ 2∥φ∥∗ |t− s|.
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Since s ∈ Q is arbitrary, this implies lim
k→∞

Φjk(t) = Φ(t) for all t ∈ R. As a result, for each

g ∈ L∞
c (Rd)(R;B),

(27.56)

∫
R
⟨Φ(t), g(t)⟩ dt = lim

k→∞

∫
R
⟨Φjk(t), g(t)⟩ dt = φ(g).

Since L∞
c (Rd)(R;B) is dense in L1(R;B), we see that φ is realized by Φ. □

We conclude this section with another duality result. The proof is similar to Theorem 27.17
and we omit the proof.

Theorem 27.18. Suppose that B is reflexive and that 1 ≤ p <∞. Then

(27.57) Lp(X;B)∗ = Lp
′
(X;B∗).

28. Semigroups

28.1. Continuous semigroups.

In this book, in order that we concentrate on concrete examples we do not go into the details
of the semigroup. Our aim is modest. Our final aim is to consider the heat semigroup. This
semigroup enjoys nice properties such as continuity and so on. Thus, we content ourselves with
presenting a definition of the nice class of semigroups.

Definition 28.1 (Semigroup). Let X be a Banach space. A family of operators {T (t)}t≥0 ⊂
B(X) is said to be a (continuous) semigroup on X if it satisfies the following.

(1) T (0) = idX .
(2) The family {T (t)}t≥0 is strongly continuous, that is, t ∈ [0,∞) 7→ T (t)x ∈ X is

continuous for all x ∈ X.
(3) The family {T (t)}t≥0 satifies the semigroup property:

(28.1) T (t+ s) = T (t)T (s) (t, s ≥ 0).

Exercise 179. Use the uniformly bounded principle to show that there exists M > 0 such that
∥T (t)∥B(X) ≲ eM t.

Definition 28.2 (Generator of semigroup). Let X be a Banach space and {T (t)}t≥0 a semi-
group on X. The generator A of {T (t)}t≥0 is a linear operator given by

(28.2) D(A) :=

{
x ∈ X : lim

t↓0

T (t)x− x
t

exists

}
, Ax := lim

t↓0

T (t)x− x
t

for x ∈ D(A).

Proposition 28.3. The generator A of a continuous semigroup is closed.

Proof. If x ∈ D(A), then the function

(28.3) t ∈ [0,∞) 7→ d

dt
T (t)x = lim

h→0
h>0

T (t+ h)− T (t)
h

x = T (t) lim
h→0
h>0

T (h)− 1

h
x = T (t)Ax

is continuous. Here it will be understood that
d

dt
T (t)x

∣∣∣∣
t=0

= lim
h↓0

T (h)− 1

h
x. Therefore, we

obtain

(28.4) (T (h)− 1)x =

∫ h

0

T (s)Axds, x ∈ D(A).
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Suppose that x1, x2, . . . ∈ D(A) satisfy lim
j→∞

xj =: x and lim
j→∞

Axj = y. Then from (28.4), we

see

(28.5) (T (h)− 1)xj =

∫ h

0

T (s)Axj ds.

A passage to the limit therefore gives

(28.6) (T (h)− 1)x =

∫ h

0

T (s)y ds.

Thus, it follows that

(28.7) y = lim
h→0

1

h

∫ h

0

T (s)y ds = lim
h→0

T (h)− 1

h
x.

This equation proves x ∈ D(A) and y = Ax. □

28.2. Sectorial operators and semigroups.

Now we turn to the class of semigroup whose generator is nice. That is, the class of the
sectorial operators contains important closed operators such as Laplacian. Therefore, we are
still able to obtain results of interest if we restrict to sectorial operators.

Semigroup generated by a sectorial operator. As we mentioned before, our aim is to view a
theory of heat semigroups, which has a nice property. To formulate this property, we give a
definition of the sectorial operators.

Definition 28.4 (Sectrial operator). A densely defined closed operator A is said to be sectorial,

if there exist M ∈ R, ω ∈ R and
π

2
< η < π with the following properties.

(1) ρ(A) ⊃ Sω,η := {z ∈ C : z ̸= ω, |arg(z−ω)| < η}. Here arg is a branch taking (−π, π).

(2) ∥R(λ)∥X ≤
M

|λ− ω|
for all λ /∈ Sω,η.

Example 28.5. As it will turn out, we see that the Laplacian is a sectorial operator.

Exercise 180. Show that any element in B(X) is sectorial operator.

Definition 28.6 (Exponential of the sectrial operator). Given a sectorial operator A as in
Definition 28.4, the exponential etA is defined by

(28.8) et A :=
1

2πi

∫
γω,θ,r

et z(z −A)−1 dz.

Here, γω,θ,r is a path given by

γω,θ,r(t) =


ω + (t+ r)e−iθ t ≤ −r
ω + r ei

tθ
r −r ≤ t ≤ r

ω + (t− r)e−iθ t ≥ r

and
π

2
< θ < η and r > 0. Furthermore z lies in the right side of the domain defined by γω,θ,r.

Proposition 28.7. In Definition 28.6, the integral defining et A converges absolutely and the
definition of et A does not depend on admissible choices of θ and r.
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Proof. The integral converges absolutely. Set

γ1,ω,θ,r(t) := ω + t e−iθ, t ≤ −r

γ2,ω,θ,r(t) := ω + r ei
tθ
r , −r ≤ t ≤ r

γ3,ω,θ,r(t) := ω + t e−iθ, t ≥ r

From the definition of integral, we have∫
γ3

et z(z −A)−1 dz =

∫ ∞

r

et(ω+s e
−iθ)(A− ω − s e−iθ)−1eiθ ds.

Thus, the matter is to prove

(28.9)

∫ ∞

r

∥∥∥et(ω+s e−iθ)(A− ω − s e−iθ)−1
∥∥∥
B(X)

ds <∞.

Since A is sectorial, we have

(28.10)
∥∥∥et(ω+s e−iθ)(A− ω − s e−iθ)−1

∥∥∥
B(X)

≤ M etω+t s cos θ

|s|
.

Since
π

2
< θ < η < π, we conclude (28.9) holds. A similar argument works for γ2, γ3 and

therefore the integral converges absolutely.

et A does not depend on the path.

It is clear that the definition does not depend on r > 0 by virtue of the Cauchy integral

theorem. Let
π

2
< θ < θ′ < η. Then let ℓ1,R be an oriented line segment starting from

γ1,ω,θ′,r(R) and ending at γ1,ω,θ,r(R). Then let ℓ3,R be an oriented line segment starting from
γ3,ω,θ′,r(R) and ending at γ3,ω,θ,r(R). Then

(28.11)

∫
γω,θ,r|[−R,R]

−
∫
γω,θ′,r|[−R,R]

et z(z −A)−1 dz =

∫
ℓ1,R

+

∫
ℓ3,R

et z(z −A)−1 dz.

On ℓ1,R ∪ ℓ3,R the integrand is bounded by cR−1et R cos θ′ . Therefore, we see

(28.12) lim
R→∞

∫
ℓ1,R

+

∫
ℓ3,R

et z(z −A)−1 dz = 0.

As a result, we see for all
π

2
< θ′ < π,∫

γω,θ,r

et z(z −A)−1 dz =
1

2πi
lim
R→∞

∫
γω,θ,r|[−R,R]

et z(z −A)−1 dz

=
1

2πi
lim
R→∞

∫
γω,θ,r|[−R,R]

et z(z −A)−1 dz

=

∫
γω,θ′,r

et z(z −A)−1 dz.

Therefore, the integral defining et A does not depend on the path. □

Exercise 181. Suppose that A is a sectorial operator. Use the resolvent equation to show that
et A and (A− λ)−1 commute whenever λ ∈ ρ(A).
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The case when A is bounded. If A is bounded, we have now two plausible definitions. One is to
regard A as a sectorial operator. The other is to expand the exponential, as we did in defining
the exponential of matrices.

Proposition 28.8. If A ∈ B(X), then et A ∈ B(X) and it can be expanded into the Taylor

series: et A :=

∞∑
j=0

1

j!
Aj .

Proof. Proceeding in the same way as before, we see

(28.13) et A := lim
R→∞

1

2πi

∫
γω,θ,r|[−R,R]

et z(z −A)−1 dz := lim
R→∞

1

2πi

∫
γω,θ,r,R

et z(z −A)−1 dz,

where γω,θ,r,R is a curve obtained by connecting end points of γω,θ,r|[−R,R]. Since A is assumed
bounded, we see that

(28.14) et A :=
1

2πi

∫
γω,θ,r,R

et z(z −A)−1 dz,

provided R is large enough. It remains to expand et z into a Taylor series. □

If A is a sectorial operator, the boundedness of A is equivalent to the compactness of σ(A).

Proposition 28.9. Suppose that A is a sectorial operator. Then A is bounded, if and only if
σ(A) is compact.

Proof. By the Neumann expansion it is trivial that σ(A) is compact whenever A is bounded.

Suppose that σ(A) is compact. Then under the same notation as before we have

(28.15) et A =
1

2πi

∫
γω,θ,r,R

et z(A− z)−1 dz,

provided R is sufficiently large. Differentiation yields

(28.16) Aet A =
1

2πi

∫
γω,θ,r,R

z et z(A− z)−1 dz.

Let x ∈ X. Then there exists a sequence {xj}j∈N ⊂ D(A) such that lim
j→∞

xj = x. Observe that

(28.17) ∥A (xj − xk) : X∥ =

∥∥∥∥∥ 1

2πi

∫
γω,θ,r,R

z et z(A− z)−1(xj − xk) dz : X

∥∥∥∥∥ ≲ ∥xj − xk∥X .

Therefore lim
j→∞

Axj exists. As a result x ∈ D(A). Since x ∈ X is chosen arbitrarily, we conclude

that D(A) = X and hence A is a bounded operator. □

Regularizing effect. Let us return to the setting that A is a sectorial operator. In this paragraph
we consider regularizing effect of the semigroup {et A}t≥0. We considered the heat semigroup

before. Let t > 0. Then define E(x, t) :=
1

(4πt)
d
2

exp

(
−|x|

2

4t

)
. Then the semigroup

(28.18) f ∈ S ′(Rd)→ E(·, t) ∗ f ∈ S ′(Rd)
has some regularizing effect. That is the solution of the heat equation becomes smooth as soon
as the time passes even only a little. This applies for the semigroup et A. Speaking precisely
we have the following. To formulate the result, let us define inductively

(28.19) D(Ak+1) := {x ∈ D(Ak) : Ax ∈ D(Ak)}, Ak+1x = Ak(Ax) x ∈ D(Ak+1)

for k ∈ N.
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Proposition 28.10. If x ∈ X, then et Ax ∈ D(Ak) for each k ∈ N and t > 0. Furthermore

(28.20) Aet A =
1

2πi

∫
γω,θ,r

et zA(z −A)−1 dz.

In particular, if x ∈ D(A), then Aet Ax = et AAx.

Proof. We begin with proving et Ax ∈ D(Ak) for each k ∈ N. The semigroup property et A =

(e
t
kA)k and an induction argument reduces to the matter to showing the case that k = 1. It

suffices to prove
(28.21)∫

γω,θ,r

et z(z −A)−1 dz ∈ D(A) and A

(∫
γω,θ,r

et z(z −A)−1 dz

)
=

∫
γω,θ,r

et zA(z −A)−1 dz.

Indeed,(∫
γω,θ,r

et z(z −A)−1 dz

)

= lim
j→∞

2j−1∑
k=−2j

etγω,θ,r(2
−jk)γω,θ,r(2

−jk)−A)−1
(
γω,θ,r(2

−j(k + 1))− γω,θ,r(2−jk)
)
.

Since A(z −A)−1 = 1− z(z −A)−1 is continuous,

lim
j→∞

A

 2j−1∑
k=−2j

etγω,θ,r(2
−jk)γω,θ,r(2

−jk)−A)−1
(
γω,θ,r(2

−j(k + 1))− γω,θ,r(2−jk)
)

= lim
j→∞

2j−1∑
k=−2j

etγω,θ,r(2
−jk)γω,θ,rA(2

−jk)−A)−1
(
γω,θ,r(2

−j(k + 1))− γω,θ,r(2−jk)
)

=

∫
γω,θ,r

et zA(z −A)−1 dz

converges. Therefore, (28.21) holds. □

Theorem 28.11. If A is a sectorial operator described in Definition 28.4, then, for each k ∈ N0,

(28.22)
∥∥tk(A− ω)ket A ; B(X)

∥∥ ≲k eωt

for all t > 0.

Proof. Suppose k = 0. Recall that

(28.23) ∥eA∥X ≲M0,

in Proposition 28.10, where M0 is a constant in Definition 28.4. Then if we set B = A − ω,
then B is a sectorial operator and

(28.24) etB =
1

2πi

∫
γ0,θ,r

et z(z −B)−1 dz =
1

2πi

∫
γ0,θ,r

et z(z + ω −A)−1 dz = e−tωet A.

Therefore we can reduce the matter to the case when ω = 0. In this case we have

(28.25) et A =
1

2πi

∫
γ0,θ,t r

et z(z −A)−1 dz =
1

2πi t

∫
γ0,θ,r

ew(w − t−1A)−1 dw

By (28.23) with A replaced by t−1A and M0 by M0/t, we obtain

(28.26) ∥et A∥X ≲M0.

Therefore, the case when k = 0 is proved.
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Assume k ∈ N. Similarly we can prove the case when k = 1. Assume k ≥ 2. Then we
have ∥∥tk(A− ω)ket A∥∥

B(X)
≤ kk

∥∥∥∥ tk (A− ω)e tAk
∥∥∥∥k
B(X)

≤ (kM1)
k.

Therefore, the case when k ≥ 2 was established, too. Here we used the fact that k!ek =
∞∑
j=0

k!

j!
kj ≥ kk. □

Semigroup property. Let us see that {et A}t≥0 defined by means of the complex line integral is
a semigroup defined in the beginning of this section.

Theorem 28.12. If A is a sectorial operator, then {et A}t≥0 is a semigroup generated by A.

Proof. e(t+s)A = et AesA. Suppose that γω,θ0,r0 lies in the left side of γω,θ1,r1 . We write

et AesA =
1

(2πi)2

∫
γω,θ0,r0

et z(z −A)−1 dz

∫
γω,θ1,r1

esw(w −A)−1 dw

=
1

(2πi)2

∫∫
γω,θ0,r0×γω,θ1,r1

esw+tz(z −A)−1(w −A)−1 dz dw

=
1

(2πi)2

∫∫
γω,θ0,r0×γω,θ1,r1

esw+tz

w − z
((z −A)−1 − (w −A)−1) dz dw.

Here we used the Fubini theorem for the second inequality and the resolvent equation for the
third inequality. In view of this we set

I1 :=
1

(2πi)2

∫∫
γω,θ0,r0×γω,θ1,r1

esw+tz

w − z
(z −A)−1 dz dw

I2 :=

∫∫
γω,θ0,r0×γω,θ1,r1

esw+tz

w − z
(w −A)−1 dz dw.

Then, by virtue of the Cauchy integral theorem, we obtain

I1 =
1

(2πi)2

∫
γω,θ0,r0

(∫
γω,θ1,r1

esw

w − z
dw

)
et z(z −A)−1 dz

=
1

(2πi)2

∫
γω,θ0,r0

lim
R→∞

(∫
γω,θ1,r1,R

esw

w − z
dw

)
et z(z −A)−1 dz

=
1

(2πi)

∫
γω,θ0,r0

e(t+s)z(z −A)−1 dz,

I2 =
1

(2πi)2

∫
γω,θ1,r1

(∫
γω,θ0,r0

et z

w − z
dz

)
esw(w −A)−1 dw

=
1

(2πi)2

∫
γω,θ1,r1

lim
R→∞

(∫
γω,θ0,r0,R

et z

w − z
dz

)
esw(w −A)−1 dw

=
1

(2πi)2

∫
γω,θ1,r1

0 · esw(w −A)−1 dw = 0.

This is the desired result.
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lim
t→0

et Ax = x for all x ∈ X. By the Banach Steinhaus principle and (28.22) we can assume

x ∈ D(A). Then, going through the same argument as (28.4), we obtain

(28.27) et Ax− x =

∫ t

0

esAAxds.

Since if t ≤ 1, then the integrand esAAx remains bounded. Therefore, if we pass to the limit,
then we see x = lim

t↓0
et As.

The generator of et A is A. Denote by B the generator of et A.

Suppose that x ∈ D(A). Then again by (28.4) we have

(28.28) Ax = lim
t↓0

et A − 1

t
x.

Therefore x ∈ D(B) and hence A ⊂ B.

Suppose that x ∈ D(B). Then

(28.29) y = lim
t↓0

et A − 1

t
x

exists. Let z ∈ ρ(A) \ {1}. By multiplying (z −A)−1, we obtain

(28.30) (z −A)−1y = lim
t↓0

et A − 1

t
(z −A)−1x.

Since (z −A)−1x ∈ D(A), we obtain

(28.31) (z −A)−1y = lim
t↓0

et A − 1

t
(z −A)−1x = A(z −A)−1x.

Therefore,

(28.32) x = z(z −A)−1x− (z −A)−1y ∈ D(A).

This implies along with A ⊂ B that A = B. □

29. Banach and C∗-algebra

In this section we assume that the coefficient field K is C.

29.1. Banach algebras.

Definition. Banach algebras carry a structure similar to B(X). Recalling the property of B(X),
let us present the definition.

Definition 29.1.

(1) A Banach algebra (A, ∥ · ∥A) is a C-Banach space (A, ∥ · ∥A) which comes with an
additional operation · : A×A → A satisfying

(29.1) ∥x · y ∥A ≤ ∥x ∥A · ∥ y ∥A
for all x, y ∈ A. The operation · is said to be multiplication.

(2) A Banach algebra (A, ∥ · ∥A) is said to be commutative

(29.2) a · b = b · a
for all a, b ∈ A.
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(3) A Banach algebra (A, ∥ · ∥A) is said to be unital, if there exists an element e called
neutral such that

(29.3) e · a = a · e = a

for all a ∈ A.

Example 29.2. Below we present some examples of commutative and noncommutative Banach
algebras.

(1) C is a commutative Banach algebra.
(2) B(X) is a noncommutative Banach algebra, where X is a Banach space with dimension

larger than 2.
(3) L1(Rd) is a commutative Banach algebra whose multiplication is given by convolution.
(4) L∞(Rd) is a commutative Banach algebra whose multiplication is given by pointwise

multiplication.

Exercise 182. Concerning to Example 29.2, prove the following.

(1) Let X be a Banach space whose dimension is greater than 2. Then B(X) is unital but
not commutative.

(2) L1(Rd) is commutative but not unital.
(3) L∞(Rd) is commutative and unital.

Exercise 183. Let (X,B, µ) be a σ-finite space. For a measurable function K : X ×X → C, we
define

(29.4) ∥K∥A = max

{
esssup
x∈X

∫
X

|K(x, y)| dµ(y), esssup
y∈X

∫
X

|K(x, y)| dµ(x)
}
.

The linear space A is the set of all measurable functions K : X ×X → C such that ∥K∥A is
finite.

(1) Show that (A, ∥ · ∥A) is a Banach algebra. Here we define the multiplication by

(K1 ·K2)(x, y) =

∫
X

K1(x, z)K2(z, y) dµ(z)

for K1,K2 ∈ A.
(2) Show that, for each K ∈ A,

(29.5) IK : f ∈ Lp(µ) 7→
∫
X

K(x, y)f(y) dµ(y)

is a bounded linear mapping. Show also that ∥IK∥B(Lp(µ)) ≤ ∥K∥A by means of
complex interpolation (if necessary).

(3) Let p = 2. Show that the adjoint of IK ∈ B(L2(µ)) is given by IK∗ , where we defined

K∗(x, y) = K(y, x) for x, y ∈ X.

Exercise 184. Keep to the same notation as Exercise 183. Suppose that we are given a positive
measurable function m : X ×X → [1,∞) satisfying

(29.6) m(x, y) ≤ m(x, z)m(z, y), m(x, y) = m(y, x), m(x, x) ≤ C
for all x, y, z ∈ X. Define

∥K∥Am = ∥Km∥A
for a measurable function K : X ×X → C.

(1) Show that Am is a Banach algebra, where we define the multiplication by

(K1 ·K2)(x, y) =

∫
X

K1(x, z)K2(z, y) dµ(z)
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for K1,K2 ∈ A.
(2) Show that Am is a Banach-∗-algebra by defining the ajoint suitably.
(3) Let v : X → (0,∞) be a measurable function. Define

(29.7) m(x, y) := max

{
v(x)

v(y)
,
v(y)

v(x)

}
for x, y ∈ X. Then show that m satisfies (29.6) above.

(4) If m is given by (29.7), then IK maps Lp(wp) into itself continuously.

Definition 29.3. Let A and B be Banach algebras. Then define Hom(A,B) as the set of all
C-linear mappings φ satisfying φ(a0a1) = φ(a0)φ(a1) for all a0, a1 ∈ A.

Unitalization of nonunital Banach algebra. If A is not unital, we can unitalize A as follows :

Definition 29.4. Assume that A is not unital. Then define

(29.8) A0 := A× C.

Equip A0 with operations as follows :

(a0, k0) + (a1, k1) := (a0 + a1, k0 + k1)

(a0, k0) · (a1, k1) := (a0a1 + k0 · a1 + k1 · a0, k0 k1).
A0 is called unitalization of A. The norm of A0 is defined as

(29.9) ∥ (a0, k0) ∥A0 := ∥a0∥A + |k0|.

A0 enjoys the following properties. The proofs are left as an exercise because it is all
straightforward.

Theorem 29.5. Suppose that A is a Banach algebra which is not unital.

(1) The Banach algebra A0 is a unital Banach algebra whose neutral element is 1 := (0, 1).
(2) Define φ(a) = (a, 0) for a ∈ A. Then we have φ ∈ Hom(A,A0).
(3) A0 is commutative, if A is commutative.

Exercise 185. Prove Theorem 29.5.

Ideal and quotient. As we did for normed spaces, it is possible that we define the quotient of
Banach algebras.

Definition 29.6 (Ideal). Let A be a Banach algebra. A subspace I of A is said to be a
two-sided ideal or for short an ideal, if a · b, b · a ∈ I whenever a ∈ A and b ∈ I.

Example 29.7. Equip BC(Rd) with the pointwise multiplication. Then the space BC(Rd) ∩
L1(Rd) is an ideal of BC(Rd), which can be verified by using the Lebesgue convergence theorem.

Exercise 186. Let X be a Banach space. Then prove that K(X), the set of all compact
operators, is an ideal of B(X).

Definition 29.8. Let A be a Banach algebra and I an ideal.

(1) I is said to be maximal, if there is no ideal J such that I ⊊ J ⊊ A.
(2) Let a0 ∈ A. The ideal [I, a0] denotes the smallest ideal containing a0 and I.

Exercise 187. Keep to the same notation above. Show the following:

(1) [I, a] = {b+ b′a0 : b ∈ I, b′ ∈ A}.
(2) I is maximal precisely when [I, a] = A for all a /∈ I.
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Definition 29.9. Let I be a closed ideal. Then A/I is a Banach algebra equipped with a
structure of the Banach algebra. That is, define

(29.10) A/I := {a+ I : a ∈ A}
as a set and define addition and multiplication

(29.11) (a+ I) + (b+ I) := (a+ b) + I(a+ I)(b+ I) := ab+ I

The norm is the quotient norm as a normed space.

As we have seen before, the multiplication does not depend on the choice of the representative
of (a+ I).

Exercise 188. As for the definition of A/I prove the following.

(1) The multiplication is independent of the choice of the representative of (a + I) and
(b+ I).

(2) ∥ (a+ I)(b+ I) ∥A/I ≤ ∥ (a+ I) ∥A/I · ∥ (b+ I) ∥A/I .
(3) A/I is unital, if A is unital. A/I is commutative, if A is commutative.
(4) If I is maximal, then for all a ∈ A \ I there exists b ∈ A \ I such that ab − 1 ∈ I.

Therefore, if I is maximal, then A/I is a field, that is, (A/I)∗ = A \ {0}.

Invertible elements and spectrum.

Having seen how to define invertible elements for B(X), we are readily to generalize the
definitions.

Definition 29.10. Assume that A is a unital Banach algebra with unit eA. Let a ∈ A.

(1) a is said to be invertible, if there exists b ∈ A such that ba = ab = eA. Below define
A× as the set of all invertible elements in A.

(2) For λ ∈ C, identify λ with λeA ∈ A.

Here and below we abbreviate a eA simply to a.

Definition 29.11 (Resolvent, Spectrum). Let A be a unital Banach algebra. Define

ρ(a) := {λ ∈ C : λ− a ∈ A×}
σ(a) := {λ ∈ C : λ− a /∈ A×}.

ρ(a) and σ(a) are called the resolvent set and the spectrum set of a respectively.

Theorem 29.12. Let A be a unital Banach algebra. Then σ(a) is not empty.

Proof. Let f(λ) = (λ−a)−1 for λ ∈ ρ(a). Then f is a nonconstant holomorphic function which
is bounded near ∞. Thus, if f were defined everywhere, that is, ρ(a) = C, f would become a
nonconstant bounded holomorphic function defined everywhere on C. As the Lieuville theorem
asserts, there is no such a holomorphic function. From this we conclude ρ(a) ⊊ C. □
Theorem 29.13. If A is a unital Banach algebra which is a field as well, then A is isomorphic
to C.

Proof. Let a ∈ A. Then σ(a) consists of a point λ. Since the only non-invertible element in A
is 0, we must have

(29.12) a− λ ∈ A \ A× = {0}.
Thus, a = λ and this is the desired result. □
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Proposition 29.14. Let a, b ∈ A. Then σ(ab) \ {0} = σ(ba) \ {0}.

Proof. By normalizing a, we have only to prove that 1− ab is invertible if 1− ba is invertible.
Denote c = (1 − ba)−1. Then we have c − cba = c − bac = 1. Therefore a simple calculation
gives us

(29.13) (1− ab)(acb+ 1) = 1 + acb− abacb− ab = 1 + acb− a(c− 1)b− ab = 1

and

(29.14) (acb+ 1)(1− ab) = acb+ 1− acbab− ab = acb+ 1− a(c− 1)b− ab = 1.

This shows that (1− ab)−1 = acb+ 1. □

Remark 29.15. This example will explain why we excluded 0 in Proposition 29.14. Let
A = B(ℓ2(N)). Then define

(29.15) A({aj}j∈N) := {aj+1}j∈N, B({aj}j∈N) := {aj−1}j∈N.

Here it will be understood that a0 = 0 for a = {aj}j∈N. Then

(29.16) AB = idℓ2(N), BA({aj}j∈N) = (0, a2, a3, . . .).

Therefore,

(29.17) 0 ∈ σ(BA) \ σ(AB).

Lemma 29.16. Let A be a Banach algebra. Then r(a) := lim
j→∞

∥aj∥
1
j

A exists for all a ∈ A.

Furthermore we have r(a) ≤ ∥a∥A.

Proof. Let j be fixed. For k > j let us divide it by j : We write k = j ·m(k) + l(k) with m ∈ N
and 0 ≤ l(k) < j(k). Then we have

(29.18) ∥ak∥
1
k

A ≤ ∥a
j∥

m(k)
k

A · ∥a∥
l(k)
k

A .

Then, taking into account that lim
k→∞

m(k)

k
=

1

j
, we have

(29.19) lim sup
k→∞

∥ak∥
1
k

A ≤ ∥a
j∥

1
j

A.

Since j is arbitrary, we see

(29.20) lim sup
k→∞

∥ak∥
1
k

A ≤ lim inf
j→∞

∥aj∥
1
j

A.

Hence the limit in question exists.

The remaining assertion is easy from ∥aj∥
1
j

A ≤ ∥a∥A. □

Proposition 29.17. r(ab) = r(ba) for a, b ∈ A.

Proof. Let j ∈ N.

∥ (ab)j+1 ∥
1
j+1

A ≤ ∥ (ba)j ∥
1
j+1

A ∥a∥
1
j+1

A ∥b∥
1
j+1

A

≤ ∥ (ba)j ∥
1
j

A∥a∥
1
j+1

A ∥b∥
1
j+1

A ∥ (ba)j ∥
1

j(j+1)

A

Taking lim sup
j→∞

, we obtain r(ab) ≤ r(ba). By symmetry we also have r(ba) ≤ r(ab). Thus, it

follows that r(ba) = r(ab). □

What can be said for complex numbers can be said for Banach algebras.
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Theorem 29.18 (Neumann expansion). Let a ∈ A and λ ∈ C. If λ > r(a), then λ ∈ ρ(a) and
we have

(29.21) (λ− a)−1 =
∞∑
j=1

aj

λj+1
.

Proof. We have dealt with a similar assertion for B(X). Just mimic its proof. □
Example 29.19. Let X be a Banach space and A ∈ B(X) with ∥A∥X < 1. Then (1 − A) is
invertible.

We list two corollaries that are special cases of Theorem 29.18.

Corollary 29.20. Let a ∈ A. Then if |λ| > ∥a∥A, then λ ∈ ρ(A) and

(29.22) ∥ (λ− a)−1∥A ≤
1

|λ| − ∥a∥A
.

Corollary 29.21. Let a ∈ A×. Assume that b ∈ A satisfies

(29.23) ∥a− b∥A <
1

∥a−1∥A
.

Then b ∈ ρ(A). In particular ρ(A) is an open set in C.

Exercise 189. Prove Corollaries 29.20 and 29.21.

Concerning Theorem 29.18, we note the following.

Theorem 29.22 (Spectoral radius theorem). Let a ∈ A. Then

(29.24) r(a) = lim
j→∞

∥aj∥A = sup
λ∈σ(a)

|λ|.

Proof. We have seen in Theorem 29.18 that

(29.25) r(a) ≥ sup
λ∈σ(a)

|λ|.

To prove the converse, we note the following on the convergence radius of a Taylor series. Set
D(r) = {z ∈ C : |z| < r}.

Claim 29.23. If f : D(r)→ A is a holomorphic function whose Taylor expansion is given by

(29.26) f(z) =
∞∑
j=0

aj z
j , a0, a1, · · · ∈ A,

then lim sup
j→∞

∥aj∥
− 1
j

A ≥ r.

Claim 29.23 is proved by expressing each coefficient by means of complex line integral.
Although f takes its value in A, we can go through the same argument when A = C.

In view of this, if the inequality in (29.25) were strict, then we would have

(29.27) r(a) = lim sup
j→∞

∥aj−1∥
1
j

A > sup
λ∈σ(a)

|λ|

for the expansion (a−λ)−1 =
∞∑
j=0

aj

λj+1
. (29.27) is a contradiction. Thus, (29.25) is actually an

identity. □
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Theorem 29.24. Any maximal ideal of a unital Banach algebra A is closed.

Proof. Let M be a maximal ideal of A. Then its closure M is also closed. By Theorem 29.18,
we see that B(e, 1) ⊂ A×. Since M is a maximal ideal, M contains no invertible element.
Therefore, M ∩ B(e, 1) ̸= ∅. Since B(e, 1) is open, we conclude M ∩ B(e, 1) = ∅. Therefore
M is a proper subset of A. Since M is an ideal satisfying M ⊂ M ⊊ A, it follows from the
maximality of M that M =M . Therefore M is closed. □

Theorem 29.25. Let M be a maximal ideal of a unital Banach algebra A. Then A/M is
isomorphic to C.

Proof. Since A/M is a field and a Banach algebra, it follows that A/M is isomorphic to C. □

Maximal ideal space. In this paragraph we assume that A is a commutative Banach algebra.

Definition 29.26 (Homomorphism).

(1) φ : A → C is said to be a homomorphism, if

φ(a+ b) = φ(a) + φ(b), φ(ab) = φ(a)φ(b)

for all a, b ∈ A.
(2) The maximal ideal space MA is given by

(29.28) MA := {φ : φ is a nonzero homomorphism }.

Assume for the time being that A is unital. Let us see why MA deserves its name.

Theorem 29.27. Assume that A is unital.

(1) Let φ ∈MA. Then Ker(φ) is a maximal ideal.
(2) If M is a maximal ideal, then there exists a unique φ whose kernel is M .

Proof. (1) Since φ is not zero, Ker(φ) is not empty. Pick an element a0 /∈ Ker(φ). Let a ∈ A.

Then we have a− φ(a)

φ(a0)
a0 ∈ Ker(φ). Thus, a ∈ [Ker(φ), a0]. This implies [Ker(φ), a0] = A. □

Proof. (2) Consider a composition of natural mappings.

(29.29) A 7→ A/M ≃ C.

If we set this mapping as φ, then it is easy to see that φ ∈MA and Ker(φ) = C. □

Before we proceed further, let us make a little deeper look at the isomorphism

(29.30) A/M ≃ C.

Note that z ∈ C is mapped to [a] ∈ A/M such that a− z ∈M .

Given a polynomial f(x) =
d∑
j=0

aj x
d−j and a ∈ A, we define f(a);=

d∑
j=0

aj a
d−j

Proposition 29.28. Suppose that f(x) is a polynomial with complex coefficients. Then for
every a ∈ A, we have

(29.31) σ(f(a)) = {f(λ) : λ ∈ σ(a)}.
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Proof. Suppose that λ ∈ σ(a). We are going to show that f(λ) ∈ σ(f(a)). In this case by
virtue of the remainder theorem we can write

(29.32) f(a)− f(λ) = (a− λ)g(a)
with some polynomial g(x). If f(λ) /∈ σ(f(a)), then we would have a − λ would have inverse,
which is a contradiction.

Suppose instead that λ ∈ σ(f(a)). Then there exist γ1, γ2, . . . , γk ∈ C such that

(29.33) f(z)− λ = (z − γ1)(z − γ2) . . . (z − γk),
by virtue of the fundamental theorem of algebra. There exists j0 = 1, 2, . . . , k such that a− γj0
is not invertible : Otherwise f(a)− λ is invertible and this contradicts to λ ∈ σ(a). Therefore,
it follows that

(29.34) λ = f(γj) ∈ {f(µ) : µ ∈ σ(a)}.
This is the desired result. □
Theorem 29.29. Assume that A is unital. A∗ denotes the set of all bounded continuous
functional. Then MA is a weak-* compact subset of the closed unit ball A∗.

Proof. MA is a subset of the closed unit ball of A∗. Let φ ∈ MA. Suppose that z ∈ C sat-

isfies |z| > ∥a∥A. Then z − a ∈ A∗. Therefore, there exists bz ∈ A such that (z − a)bz = eA.
Using this bz, we obtain φ(z − a)φ(bz) = 1. Thus z ̸= φ(a). Since z is an arbitrary point
outside the closed disk { |z| ≤ ∥a∥A}, we conclude |φ(a)| ≤ ∥a∥A. Thus φ lies in the closed
unit ball in A∗.

MA is weak-∗ compact in A∗. Let us write out MA in terms of A∗. Since

(29.35) MA =
∩

a,b∈A

{φ ∈ A∗ : φ(ab) = φ(a)φ(b)} ,

and each {φ ∈ A∗ : φ(ab) = φ(a)φ(b)} is weak-∗ closed in A∗, we see thatMA is weak-∗ closed.
By the Banach Alaoglu theorem and the fact that weak-∗ topology is Hausdorff, we see that
MA is weak-∗ compact. □

Examples. Now let us exhibit some examples of the above notions.

Example 29.30. Let X be a compact Hausdorff space. For a point x ∈ X, define

(29.36) evx(f) = f(x), f ∈ C(X).

Then it follows from the definition of MC(X) that evx ∈MC(X).

Theorem 29.31. Keep to the same setting as Example 29.30. Then the evaluation mapping
ev : X 7→MC(X), ev(x) = evx is a homeomorphism.

Proof. Injectivity Let x, y ∈ X be distinct points. Then Uryzohn’s lemma yields f ∈ C(X)

such that f(x) = 1 and f(y) = 0. Then [ev(x)](f) = 1 and [ev(y)](f) = 0. Thus ev(x) ̸= ev(y).

Surjectivity Let φ ∈MC(X). Then we have

(29.37) {x ∈ X : f1(x) = f2(x) = . . . = fn(x) = 0} ≠ ∅

for any finite collection f1, f2, . . . , fn ∈ Ker(φ). Indeed, if we set g :=
n∑
j=1

|fj |2, then we have

g ∈ Ker(φ). Therefore we obtain g /∈ C(X)×, since Ker (φ) ∩ C(X)× = ∅. Let us recall the
condition for h ∈ C(X) to be invertible : h is invertible if and only if inf

x∈X
|h(x)| > 0. In view
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of this observation g vanishes at some point x̃ ∈ X. Thus, (29.37) is established. Since X is
compact, we are in the position of applying the finite intersection property. According to this
property, Ker(φ) has a common vanishing point x0. This can be rephrased as

(29.38) Ker(φ) ⊂ Ker(evx0).

Finally let us prove that evx0 = φ, which shows the surjectivity of ev. If we pick f ∈ C(X)
arbitrarily, then we have f − φ(f) ∈ Ker(φ) ⊂ Ker(evx0). Therefore,

(29.39) φ(f) = φ(f − φ(f)) + φ(f) = f(x0)− φ(f) + φ(f) = f(x0).

Thus, φ = evx0 .

Continuity Since we have proved the surjectivity of ev,

(29.40) {Ux,ε,f : x ∈ X, ε > 0, f ∈ C(X)}

is an open basis of MC(X), where

(29.41) Ux,ε,f := {τ ∈MC(X) : |τ(f)− f(x)| > ε}.

Since ev−1(Ux,ε,f ) = {y ∈ X : |f(y) − f(x)| > ε} is an open set of X, it follows that ev is
continuous.

Openness Since X is compact, MC(X) is Hausdorff and ev is continuous, we see that ev

is open. □

Exercise 190. Let X be a compact topological space and Y a Hausdorff topological space. Then
any continuous bijection f : X → Y is homeomorphism.

Example 29.32. Let λ ∈ ∂D = {λ ∈ C : |λ| = 1}. Then define

(29.42) τλ(a) =
∑
j∈Z

ajλ
j

for a = {aj}j∈Z ∈ ℓ1. Define τ : λ ∈ ∂D 7→Mℓ1 .

Theorem 29.33. Keep to the same setting above. Then τ is a homeomorphism.

Proof. It is the same as Example 29.30 that openness of τ follows automatically once we prove τ
is a continuous bijection. However, unlike Example 29.30 it is easy to see that τ is a continuous
injection. Thus, it remains to prove the bijectivity. The same argument as Example 29.30
works for this case. In particular we can show the following : Let φ ∈Mℓ1 There exists λ ∈ ∂D
with Ker(φ) ⊂ Ker(τλ). Thus, going through the same argument as Example 29.30, we see τ
is surjective. □

Exercise 191. Fill in the details of Example 29.32.

Gelfand transform for unital Banach algebra. In this paragraph we investigate the structure of
unital and commutative Banach algebras.

Definition 29.34 (Gelfand transform). Let A be a unital and commutative Banach algebra.

Given f ∈ A, define f̂ ∈ C(MA) by f̂(φ) = φ(f).

Theorem 29.35 (Gelfand). ev : A 7→ C(MA), f 7→ f̂ is a homomorphism. Furthermore,

(29.43) ∥f̂∥C(MA) ≤ ∥f∥A.
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Proof. We content ourselves with proving well-definedness of ev, that is, we are going to show

that ev(f) = f̂ ∈ C(MA). To do this, we pick an open set U ⊂ C. Then

(29.44) {φ ∈MA : f̂(φ) ∈ U} = {φ ∈MA : φ(f) ∈ U}
is an open set in MA. Therefore, ev is well-defined. □
Exercise 192. Complete the proof of Theorem 29.35.

Theorem 29.36. For every f ∈ A, we have f̂(MA) = σ(f) ⊂ C.

Proof. f̂(MA) ⊂ σ(f) Let λ := f̂(φ) = φ(f) for some φ ∈ MA. Then f − λ = f − φ(f)
cannot be invertible because it belongs to Ker(φ). Therefore λ ∈ σ(f).

f̂(MA) ⊃ σ(f) Conversely let λ ∈ σ(f). Then there exists a maximal ideal I such that

f −λ ∈ I. Given g ∈ A, we define φ(g) as a unique complex number such that g−φ(g) ∈ I. It
follows from the definition that φ(f) = λ and φ preserves operations. If g /∈ I, then φ(g) ̸= 0
by definition. Therefore, and φ ∈MA. □

29.2. C∗-algebras.

C∗-algebras. As we have seen, if X is a Banach space, then B(X) is a Banach algebra. Suppose
in addition that X is a Hilbert space. Then B(X) has another operation. That is, the adjoint
operation A 7→ A∗. Keeping the property of this operation in mind, let us make a view of the
definition of C∗-algebras.

Definition 29.37 (C∗-algebra). A C∗-algebra is a triple (A, ∥ · ∥A, ∗) of a Banach algebra
(A, ∥ · ∥A) and an operation called involution ∗ : A → A with the following properties.

(1) (a∗)∗ = a for all a ∈ A.
(2) (k · a)∗ = k · a∗ for all k ∈ K and a ∈ A.
(3) (a+ b)∗ = a∗ + b∗ for all a, b ∈ A.
(4) ∥a∗∥A = ∥a∥A for all a ∈ A.
(5) ∥a∗a∥A = ∥a∥2A for all a ∈ A.

Example 29.38. All the examples in Example 29.2 are C∗-algebras, if we assume X is a
Hilbert space in (2). In particular Mdyadic(C), the set of all d × d matrices, is an example of
C∗-algebra with X = Rd.

Definition 29.39. Let A be a C∗-algebra and a ∈ A.

(1) a is said to be normal, if a∗a = aa∗.
(2) a is said to be self-adjoint if a∗ = a. S(A) denotes the set of all self-adjoint elements

in A.
(3) a is said to be projection, if a2 = a and a ∈ S(A). P (A) denotes the set of all projections

in A.
(4) a is said to be unitary, if a∗a = aa∗ = eA. U(A) denotes the set of all unitary elements

in A.
Exercise 193. Let f ∈ L∞(X), where (X,B, µ) is a measure space. Establish:

(1) f ∈ S(L∞(X)) if and only if Essrange(f) ⊂ R.
(2) f ∈ P (L∞(X)) if and only if Essrange(f) ⊂ {0, 1}.
(3) f ∈ U(L∞(X)) if and only if Essrange(f) ⊂ ∂D = {z ∈ C : |z| = 1}.

Exercise 194. Show that all these notions are natural extension of the ones corresponding to
B(H) which we took up in Section 11, where H is a Hilbert space,
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Exercise 195. Let A be a 2× 2 matrix which is not a constant multiple of the unit matrix I.

(1) Let B be a 2×2 matrix. Then characterize the condition for which AB = BA in terms
of A.

(2) In M2(C), the C∗- algebra consisting of 2× 2 matrix, exhibit a normal element which
is not self-adjoint.

Exercise 196. Let A be a non-unital C∗-algebra. Denote by A×C the unitalization of A. Show
that

(29.45) ∥ (a, λ) : A× C ∥ := sup{∥a b+ λ b : A∥ : ∥b : A∥ ≤ 1}
defines a norm that makes A× C into a unital C∗-algebra.

In this paragraph we assume that A is a unital C∗-algebra.

Theorem 29.40. Let A be a C∗-algebra and a ∈ A.

(1) If a is normal, then r(a) = ∥a∥A.
(2) If a ∈ S(A), then σ(a) ⊂ R.
(3) If a ∈ U(A), then σ(a) ⊂ D = {z ∈ C : |z| = 1}.

(1). Let j ∈ N.

(29.46) ∥a2
j

∥A = ∥a(2
j−1)a∗(2

j−1)∥A = ∥ (aa∗)(2
j−1)∥A = ∥aa∗∥(2

j−1)
A = ∥a∥2

j

A .

Therefore, it follows that r(a) = lim
j→∞

∥a2
j

∥
1

2j

A = ∥a∥A. □

(2). Let β+iγ ∈ σ(a), where β, γ ∈ R. Observe that, for each n ∈ N, i(n+1)γ ∈ σ(a−β+inγ).
Theorem 29.18 gives us

(29.47) (n+ 1)2γ2 ≤ r(a− β + inγ)2 ≤ ∥a− b+ ic∥2A.
Therefore, it follows that

(29.48) (n+ 1)2γ2 ≤ ∥ (a− β)2 + n2γ2∥A ≤ ∥ (a− β)2∥A + n2γ2.

From this formula we see that γ = 0 because n ∈ N is arbitrary. □

(3). It is easy to see

(29.49) σ(b−1) = {λ ∈ C : λ−1 ∈ σ(a)}, σ(b∗) = {λ ∈ C : λ ∈ σ(a)},
provided b−1 exists. Thus, we obtain, using a∗ = a−1,

σ(a) = {λ ∈ C : λ ∈ σ(a∗)} = {λ ∈ C : λ ∈ σ(a−1)} = {λ ∈ C : λ−1 ∈ σ(a)}.

As a result we obtain λ ∈ σ(a) ⇐⇒ λ−1 ∈ σ(a). However, again by Theorem 29.18 σ(a) is
contained in {λ ∈ C : |λ| ≤ 1}. Therefore, σ(a) is contained in D = {z ∈ C : |z| = 1}. □
Theorem 29.41 (Functional calculus). Let a be a self-adjoint element in A. Then there exists
a unique continuous linear mapping

(29.50) f ∈ C(σ(a)) 7→ f(a) ∈ A
such that f(a) has its elementary meaning when f is a polynomial. Moreover, this mapping
enjoys the following property for all f, g ∈ C(σ(a)).

(1) ∥f(a)∥A = ∥f : C(σ(A))∥ ;
(2) (f · g)(a) = f(a)g(a) ;
(3) f(a) = f(a)∗ ;
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(4) f(a) is normal ;
(5) If b commutes with A, then bf(a) = f(a)b.

Outline. Since the set of all polynomial is dense in C(σ(A)) by virtue of Weierstrass’s approx-
imation theorem, we have only to show the first assertion. The remaining assertion follows
immediately from this. Furthermore by approximation, it is enough even to prove it only for
polynomial.

This can be achieved easily by virtue of Theorem 29.27,:

(29.51) ∥f(a)∥A = sup
φ∈MA

|φ(f(a))| = sup
φ∈MA

|f(φ(a))| = ∥f : C(σ(a))∥.

This is the desired result. □
Exercise 197. Fill in the details of the proof of this theorem.

Theorem 29.42 (Spectral mapping theorem). Let a ∈ A. Let f ∈ C(σ(a)). Then we have

(29.52) σ(f(a)) = {f(λ) : λ ∈ σ(a)}.

Proof. To prove this theorem, we begin with a setup. Choose a sequence of polynomials {fj}j∈N
such that rj := ∥f − fj : C(σ(a))∥ < e−j for each j ∈ N.

First let us establish

(29.53) {f(λ) : λ ∈ σ(a)} ⊂ σ(f(a)).
or equivalently

(29.54) C \ σ(f(a)) ⊂ C \ {f(λ) : λ ∈ σ(a)}.
To prove (29.54) we let µ /∈ σ(f(a)). Since µ /∈ σ(f(a)), i.e., µ ∈ ρ(f(a)), (µ − f(a))−1 makes
sense and is not a zero element. With this in mind, let us set

(29.55) R :=
1

2∥(f(a)− µ)−1∥A
.

We claim

(29.56) B(µ,R) ∩

 ∪
j∈N∩(1+| logR|,∞)

{fj(λ) : λ ∈ σ(a)}

 = ∅.

To prove (29.56), we suppose that j > 1 + | logR| is an integer.

We take τ ∈ B(µ,R). Then we have

∥ (f(a)− µ)− (fj(a)− τ)∥A ≤ ∥f(a)− fj(a)∥A + |µ− τ |.(29.57)

By the fact that j > 1 + | logR| and the functional calculus, we have

(29.58) ∥f(a)− fj(a)∥A + |µ− ρ| ≤ 2rj <
1

∥(f(a)− µ)−1∥A
.

If we combine (29.57) and (29.58), we obtain

(29.59) ∥ (f(a)− µ)− (fj(a)− τ)∥A <
1

∥(f(a)− µ)−1∥A
.

(29.59) allows us to use the Neumann expansion. The neumann expansion shows that fj(a)−τ
is invertible and hence

(29.60) τ ∈ ρ(fj(a)) = σ(fj(a))
c, j ∈ N

Since each fj is a polynomial, we have

(29.61) σ(fj(a)) = {fj(λ) : λ ∈ σ(a)}, j ∈ N.
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Thus, we finally obtain (29.56) from (29.60) and (29.61).

Since f(λ) = lim
j→∞

fj(λ), it follows that µ /∈ {f(λ) : λ ∈ σ(a)}. As a consequence (29.53)

was justified.

Suppose that

(29.62) µ /∈ {f(λ) : λ ∈ σ(a)}.
Then, there exists R > 0 such that

(29.63)

 ∪
λ∈f−1(µ)

B(λ, 3R)

 ∩ σ(a) = ∅.
By uniform convergence of the sequence {fj}j∈N we have

(29.64)

 ∪
λ∈fj−1(µ)

B(λ, 2R)

 ∩ σ(a) = ∅.
Therefore, it follows that |µ− fj(λ)| ≥ 2R, λ ∈ σ(a), if j > logR−1. This implies

(29.65) gj(λ) =
1

µ− fj(λ)
is a continuous function on σ(a). By the estimate of µ− fj(λ) from below we see that {gj}j∈N
converges uniformly to g ∈ C(σ(a)). Since
(29.66) gj(a)(µ− fj(a)) = (µ− fj(a))gj(a) = 1,

a passage to the limit gives us (µ−f(a))−1 = g(a). Therefore, we obtain µ ∈ ρ(a) = C\σ(a). □

Positive elements. In the C∗-algebra world we are able to define positivity.

Definition 29.43. a ∈ A is said to be positive, if a ∈ S(A) and σ(a) ⊂ [0,∞). S(A)+ denotes
the set of all positive elements in A.

Lemma 29.44. If a ∈ S(A)+ satisfies −a ∈ S(A)+, then a = 0.

Proof. By assumption σ(a) = 0. Since a ∈ S(A), it follows that ∥a∥A = r(a) = sup
λ∈A
|λ| = 0.

Therefore we conclude a = 0. □

The following lemma is a key to our observations.

Lemma 29.45. Let a ∈ S(A). Then a is positive if and only if

(29.67) ∥a− ∥a∥A∥A ≤ ∥a∥A.
In particular, S(A)+ is closed.

Proof. Assume that a is positive. Then we have

(29.68) σ(a− ∥a∥A) ⊂ [−∥a∥A, 0]
by assumption. Therefore,

(29.69) ∥a− ∥a∥A∥ = sup
λ∈σ(a−∥a∥A)

|λ| ≤ ∥a∥A.

Assume ∥a− ∥a∥A∥A ≤ ∥a∥A. Then we have

(29.70) σ(a− ∥a∥A) ⊂ [−∥a∥A, ∥a∥A].
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Therefore, by the spectral mapping theorem we obtain

(29.71) σ(a) ⊂ [0, 2∥a∥A],
which shows that a is positive. □
Theorem 29.46. If a, b ∈ S(A)+, then a+ b ∈ S(A)+.

Proof. From Lemma 29.45 we obtain

(29.72) ∥a− ∥a∥A ∥ ≤ ∥a∥A, ∥b− ∥b∥A ∥ ≤ ∥b∥A.
As a consequence, we see

(29.73) ∥a+ b− ∥a∥A − ∥b∥A ∥ ≤ ∥a∥A + ∥b∥A.
Therefore, we obtain

(29.74) σ(a+ b) ⊂ [0, 2(∥a∥A + ∥b : B∥)],
proving a+ b ∈ S(A)+. □

Positive and negative parts. Having defined positivity, we are now oriented to decomposition
of the elements into positive and negative parts.

Theorem 29.47. Let a ∈ S(A). Then there exists a unique element b0, c0 ∈ S(A)+ such that
a = b0 − c0, b0 c0 = c0 b0 = 0.

Proof. Existence We set α(t) = max(|t|, 0) and β(t) = t − α(t). If we define b0 := α(a) and
c0 := β(a), then we have a = b0 − c0, b0 c0 = c0 b0 = 0.

Uniqueness Suppose that b, c ∈ S(A)+ such that a = b − c, b c = c b = 0. Then we have

ak = bk+(−c)k for each k ∈ N0. Therefore, by linearity this relation extends to any polynomial
p(x).

(29.75) p(a) = p(b) + p(−c)
A passage to the limit therefore gives

(29.76) α(a) = α(b) + α(−c).
However, α(b) = b and α(−c) = 0 because on [0,∞) we have α(t) = t and on (−∞, 0] we have
α(t) = 0. Therefore, b0 = α(b) = b and c0 = b0 − a = b− a = c. □
Definition 29.48. b0 in Theorem 29.47 is said to be positive part of a, while c0 is said to be
the negative part of a.

Characterization of positivity and square root of positive elements. Starting from the positivity,
we shall define the square root of positive elements which is of importance. A real number is
positive if and only if it is a square of some real numbers. We can even say that a real number
is positive precisely when it is a product of a complex number and its conjugate.

Lemma 29.49. If a ∈ A satisfies −a∗a ∈ S(A)+, then a = 0.

Proof. Since A is a C∗-algebra, we have only to prove a∗a = 0. Furthermore, Lemma 29.44
and assumption reduces the matter to showing

(29.77) a∗a ∈ A+.

Let a = b+ic with b, c ∈ S(A). Then we have a∗a+aa∗ = 2b2+2c2. Hence a∗a = 2b2+2c2−aa∗.
Since σ(−aa∗) ⊂ σ(a∗a)∪{0}, we conclude that −aa∗ ∈ S(A)+. By spectral mapping theorem,
we see that b2, c2 ∈ A+ as well. Since S(A)+ is closed under addition, (29.77) is established. □
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Theorem 29.50. Let a ∈ S(A). Then the following are equivalent.

(1) a ∈ S(A)+.
(2) a = b2 for some b ∈ S(A)+.
(3) a = c∗c for some c ∈ A.

Furthermore b in (2) is unique and below we write b =
√
a.

Proof. Let f(t) =
√
t for t ≥ 0. If a ∈ S(A)+, then b = f(a) satisfies the condition of (2). Let

b′ ∈ S(A)+ satisfies b′2 = a. Let g(t) = t. Then pick a sequence of polynomials {pj(t)}j∈N
such that pj(t) = pj(−t) and ∥g − pj : σ(a) ∪ σ(b′)∥ → 0. The fact that pj(t) = pj(−t) and
a = b2 = b′2 gives pj(b

′) = pj(b). Thus, b′ = g(b′) = lim
j→∞

pj(b) = b. Thus, b in (2) is unique.

Therefore, since (2) is clearly stronger than (3), we are left with the task of proving (3) implies
(1).

Set d = ca− assuming (3). Then we have d∗d = a−c
∗ca− = a−aa− = −a−3. Since a−

3 ∈
S(A)+, we see that d = 0 from Lemma 29.49. As a consequence a−

3 = 0. Therefore by the
spectral mapping theorem, σ(a−) consists only of 0. Since a− ∈ S(A), we see that a− = 0. □
Corollary 29.51. aba∗ ∈ S(A)+, whenever a ∈ A and b ∈ S(A)+.

Proof. aba∗ = (a
√
b)(a
√
b)∗ ∈ S(A)+. □

Corollary 29.52. Let a, b ∈ S(A)+. If a, b commutes, then ab ∈ S(A)+.

Proof. Since b commutes with
√
a, it follows that ab =

√
ab
√
a ∈ S(A). □

Order structure. Having set down the properties of the positive elements, we now turn to the
order structure of a C∗-algebra.

Definition 29.53. Let A be a C∗-algebra. Then define a ≤ b by b− a ∈ S(A)+.

We see that S(A) is partially ordered.

Theorem 29.54. Suppose that a, b ∈ S(A).

(1) If −b ≤ a ≤ b, then ∥a∥A ≤ ∥b∥A.
(2) If 0 ≤ a ≤ b, then

√
a ≤
√
b.

(3) If 0 ≤ a ≤ b and a is invertible, then b is invertible and b−1 ≤ a−1.

Proof. (1) Since −∥b∥A ≤ −b ≤ a ≤ b ≤ ∥b∥A, we conclude

(29.78) σ(a) ⊂ [−∥b∥A, ∥b∥A].
Therefore, we have ∥a∥A ≤ ∥b∥A. □

Proof. (2) Let ε > 0 and define fε(t) =
√
t+ ε. Then observe that fε → f uniformly on every

compact set in [0,∞). Therefore, we may assume that a and b are positive.

Since a ≤ b, we have
√
b
−1
a
√
b
−1
≤ 1. As a consequence we obtain

(29.79) ∥
√
b
−1√

a∥A = ∥
√
b
−1
a
√
b
−1
∥

1
2

A ≤ 1.

Thus, by Proposition 29.17 we obtain

(29.80) ∥ (4
√
b)−1
√
a(4
√
b)−1∥A = r((4

√
b)−1
√
a(4
√
b)−1) = r(

√
b
−1√

a) ≤ 1.
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Hence we obtain

(29.81) (4
√
b)−1
√
a(4
√
b)−1 ≤ 1.

Arranging this inequality, we see
√
a ≤
√
b. □

Proof. Since a is invertible by assumption and σ(a) is a closed set that does not contain 0,
we have σ(a) ⊂ [r,∞) for some r > 0. Thus, a ≥ r. Since S(A)+ is partially ordered, by
transitivity we see that b ≥ r. Thus we conclude b ∈ A∗ as well. It is the same as (2) that we

have ∥
√
b
−1√

a∥A ≤ 1. Since
√
a and

√
b is self-adjoint, we have ∥

√
a
√
b
−1
∥A ≤ 1. Therefore,

we have ∥
√
ab−1

√
a∥A ≤ 1. This means

√
ab−1

√
a ≤ 1. As a consequence b−1 ≤ a−1. □

30. Spectral decomposition of bounded self-adjoint operators

30.1. Spectral decomposition.

In this subsection we consider the spectral decomposition of self-adjoint operators on a
Hilbert space H.

Definition 30.1. A spectral family {Eλ}λ∈R is a family in P (H) that fulfills the following
requirements.

(1) The family {EλH}λ∈R is increasing.
(2) For all x ∈ H, lim

ε↓0
Eλ+εx = Eλx.

(3) If λ > 0 is sufficiently large, then Eλ = 1.
(4) If λ > 0 is negative enough, then Eλ = 0.

Theorem 30.2 (Spectral decomposition). Suppose that {Eλ}λ∈R is a spectral family. Then

(30.1)

∫
R
λ dEλ := lim

j→∞

∞∑
k=−∞

k 2−j (E(k+1)2−j − Ek2−j )

defines a self-adjoint operator.

Proof. Define

(30.2) Aj :=
∞∑

k=−∞

k 2−j (E(k+1)2−j − Ek2−j ).

The, the sum defining Aj is finite and hence Aj ∈ S(H). Observe that

Aj+1 −Aj =
∞∑

k=−∞

k 2−j (E(k+1)2−j − Ek2−j )−
∞∑

k=−∞

k 2−j−1 (E(k+1)2−j−1 − Ek2−j−1)

= −
∞∑

k=−∞

2−j−1 (E(2k+2)2−j−1 − E(2k+1)2−j−1).

Therefore, we obtain

(30.3) ∥Aj+1 −Aj∥B(H) ≤ 2−j−1.

From this we conclude that {Aj}j∈N converges. □
Theorem 30.3 (Spectral decomposition). Let A ∈ S(H) be a self-adjoint operator. Then there
exists a spectral family {Eλ}λ∈R is a family in P (H) that fulfills the following.

(1) Eλ = 0 for λ < −∥A∥H and Eλ = 1 for λ ≥ ∥A∥H .
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(2) For all x, y ∈ H,

(30.4)

∫
R
d⟨Eλx, y⟩ = ⟨Ax, y⟩.

Proof. Uniqueness of the spectral family. From the continuity it suffices to prove that Ek 2−j

is determined uniquely from the expression

(30.5) A := lim
m→∞

∞∑
k=−∞

l 2−m (E(l+1)2−m − El2−m)

for each k, j ∈ Z. Suppose that

(30.6) A = lim
m→∞

∞∑
k=−∞

l 2−m (E(l+1)2−m − El2−m)

is another expression. Then

(A− k 2−j)+ = lim
j→∞

∞∑
l=−∞

(l 2−j − k 2−j)+ (F(l+1)2−j − Fl2−j )

(A− k 2−j)− = lim
j→∞

∞∑
l=−∞

(l 2−j − k 2−j)− (F(l+1)2−j − Fl2−j ).

because (A− k 2−j)+ and (A− k 2−j)− are positive operators characterized by

(30.7) (A− k 2−j)+(A− k 2−j)− = 0, A− k 2−j = (A− k 2−j)+ − (A− k 2−j)−.
As a result, Fk 2−j = (A− k 2−j)+. This shows the uniqueness of the spectral family.

The construction of the spectral family. Define

(30.8) Eλ = proj (H → Ker (A− λ)+).
We claim that {Eλ}λ∈R is monotone. Indeed, let λ > ρ. Then there exists a continuous function
φ : R→ R such that (x− λ)+ = φ(x)(x− ρ)+. Therefore, we have (A− λ)+ = φ(A)(A− ρ)+
and hence Ker (A− ρ)+ ⊂ Ker (A− λ)+.

lim
ε↓0

Eλ+εx = Eλx for λ ∈ R It suffices to check that

(30.9)
∩
ε>0

Ker (A− λ− ε)+ = Ker (A− λ)+.

However, it is not so hard to see

(30.10) ∥(A− λ− ε)+ − (A− λ)+∥B(X) ≤ ε.
Therefore, the claim is immediate.

A and Eλ commute. We have A(A−λ)+ = (A−λ)+A by the functional calculus. There-

fore, if x ∈ Ker (A − λ)+, then (A − λ)+Ax = A(A − λ)+x = 0. Thus, Ax ∈ Ker (A − λ)+.
As a consequence EλAx = Ax for all x ∈ Ker (A − λ). Note that this can be rephrased as
EλAEλ = AEλ. By passing to the adjoint, we obtain

(30.11) EλA = (AEλ)
∗ = (EλAEλ)

∗ = EλAEλ = AEλ.

Therefore A and Eλ commute.

We claim λEλ ≥ AEλ and λ(1− Eλ) ≤ A(1− Eλ) Indeed,

(30.12) (A− λ)Eλ = Eλ(A− λ)Eλ ≤ Eλ(A− λ)+Eλ = 0.
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Note Eλ(A−λ)− = (A−λ)− and hence (A−λ)−Eλ = (A−λ)−, because (A−λ)+(A−λ)− = 0.
Therefore,

(30.13) (A− λ)(1− Eλ) = (A− λ)+(1− Eλ) ≥ 0.

This is the desired result.

A =

∫
R
λ dEλ. Suppose that ρ < λ. Then we have

(30.14) ρ(Eλ−Eρ) = ρ(1−Eρ)Eλ ≤ A(1−Eρ)Eλ = AEλ(1−Eρ) ≤ λEλ(1−Eρ) = λ(Eλ−Eρ).
Therefore, it follows that∫

R
λ dEλ = lim

j→∞

∞∑
k=−∞

k 2−j (E(k+1)2−j − Ek2−j ) ≤ lim
j→∞

∞∑
k=−∞

A (E(k+1)2−j − Ek2−j ) = A

and

A ≤ lim
j→∞

∞∑
k=−∞

(k + 1) 2−j (E(k+1)2−j − Ek2−j ) =
∫
R
λ dEλ.

Putting together these inequalities, we obtain the desired A =

∫
R
λ dEλ. □

Definition 30.4. Under the notation in Theorem 30.3, given a continuous R-valued function

f define a bounded operator

∫ ∞

0

f(λ) dEλ ∈ S(H) by

(30.15)

∫ ∞

0

f(λ) dEλ = lim
j→∞

∞∑
k=−∞

f(k 2−j) (E(k+1)2−j − Ek2−j ).

Proposition 30.5. Suppose that f is a continuous function on R. Then

(30.16)

∥∥∥∥∫ ∞

0

f(λ) dEλ

∥∥∥∥
X

= ∥f∥∞.

Proof. Let α = ∥f∥∞ and ε > 0. Then there exists j ∈ N and k ∈ Z such that

(30.17) inf
k 2−j≤λ≤(k+1)2−j

|f(λ)| ≥ α− ε.

Therefore, it follows that
(30.18)∥∥∥∥∫ ∞

0

f(λ) dEλ

∥∥∥∥
X

≥
∥∥∥∥∫ ∞

0

f(λ) dEλ · E(k+1)2−j − Ek2−j
∥∥∥∥
X

≥ inf
k 2−j≤λ≤(k+1)2−j

|f(λ)| ≥ α− ε.

As for the reverse inequality we use

(30.19)

∥∥∥∥∥
∞∑

k=−∞

(k + 1) 2−j (E(k+1)2−j − Ek2−j )

∥∥∥∥∥
X

≤ ∥f∥∞.

A passage to the limit therefore gives the desired result. □

Theorem 30.6. Keep to the same notation and the assumption as Theorem 30.3. Then

(30.20) f ∈ C(R) 7→ f(A) ∈ S(H)

is a K-algebra isomorphism, that is, for all f, g ∈ C(R) and a, b ∈ K,

(af + bg)(A) = af(A) + bg(A)

(fg)(A) = f(A)g(A).

Furthermore, if f is a polynomial, then f(A) coincides with the usual definition.
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Proof. Suppose that {Aj}j∈N and {Bj}j∈N are sequences of bounded operators convergent in
the norm topology. Then so is {Aj Bj}j∈N. Therefore, we obtain∫

R
f(λ) dEλ ·

∫
R
g(λ) dEλ

= lim
j→∞

∞∑
k=−∞

f(k 2−j) (E(k+1)2−j − Ek2−j )
∞∑

l=−∞

g(l 2−j) (E(l+1)2−j − El2−j )

= lim
j→∞

∞∑
k=−∞

f(k 2−j)g(k 2−j) (E(k+1)2−j − Ek2−j )

=

∫
R
f · g(λ) dEλ

The proof of the linearity is simpler.

Thus, it remains to prove that

(30.21) f(A) =

∫
R
f(λ) dEλ.

Proposition 30.5 along with linearity reduces the matter to the case when f is a mononomial.
That is, we have only to show that

(30.22) Ak =

∫
R
λk dEλ.

If k = 1, this is just a definition. For general k ∈ N, now that we have proved that the

mapping f ∈ C(R) 7→
∫
R
f(λ) dEλ is an algebraic homomorphism, a simple induction argument

works. □

Proposition 30.7. Let λ ∈ R. Then
(30.23)

lim
ε↓0

(proj (H → Ker (A− λ)+)− proj (H → Ker (A− λ− ε)+)) = proj (H → Ker (A− λ)).

Proof. Note that

lim
ε↓0

(proj (H → Ker (A− λ)+)− proj (H → Ker (A− λ− ε)+))

= proj

(
H →

∩
ε>0

Ker (A− λ)+ ∩Ker (A− λ− ε)+⊥

)
.

Suppose that x ∈ Ker (A− λ). Then we have x ∈ Ker (A− λ)+ ∩Ker (A− λ− ε)+⊥, for each

ε > 0. Suppose instead that x ∈
∩
ε>0

(
Ker (A− λ)+ ∩Ker (A− λ− ε)+⊥) . Then we have

(30.24) (A− λ)+ = lim
j→∞

∞∑
k=0

k 2−j(E(k+1) 2−j+λ − Ek 2−j+λ).

Therefore proj (H → Ker (A− λ)+) = 1− Eλ. As a result,

(30.25) (A− λ)x = lim
j→∞

∞∑
k=0

k 2−j(E(k+1) 2−j+λ − Ek 2−j+λ)x = 0.

This is the desired result. □
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30.2. Compact self-adjoint operators. As a special case let us see what happens if A ∈
B(H) is a compact and self-adjoint.

Theorem 30.8. Let A ∈ S(H) be compact. Then there exists a sequence {rj}j∈N ⊂ R \ 0
converging to 0 and a sequence of projections to finite dimensional subspace such that

(30.26) A =
∞∑
j=1

rj Ej .

Proof. We may assume A is positive by decomposing A into A+ and A−. First we observe

(30.27) A = lim
ε→0

A(1− Eε).

Note that Ker (A− λ)+⊥ =
∩
ρ>λ

Ker (A− ρ) is finite dimensional, if λ. Using this, we see that

there exists a sequence r1 > r2 > . . . > rj > . . . → 0 such that Erj − lim
ρ↑aj

Erj is a nonzero

projections and Er − lim
ρ↑r

Er if r > 0 and r /∈ {r1, r2, . . . , rj , . . .}. Using this projection, we see

that

(30.28) A =
∞∑
j=1

rj Ej .

This is the desired result. □

Exercise 198. Let T : H1toH2 be a compact linear operator from a Hilbert space H1 to a
Hilbert space H2. By using the fact that T ∗T is a compact operator on H1, establish that
there exist a positive sequence {λj}j∈N, an orthonormal sequence {uj}∞j=1 in Ker(T )⊥ and an

orthonormal sequence {vj}∞j=1 in Ker(T ∗)⊥ such that

(30.29) Tuj = λj vj , T vj = λj uj

for all j ∈ N.

Exercise 199. Let T be a compact linear operator on a Hilbert space H. Let {xn}∞n=1 a disjoint
sequence which converges weakly to 0. Show that {Txn}∞n=1 converges strongly to 0. In this
sense compact operators are Dunford-Pettis operators.

Exercise 200. Let S, T be bounded operators on a Hilbert space H. Assume in addition that
0 ≤ S ≤ T and that T is compact.

(1) Let {Pn}∞n=1 be a sequence of projections such that PnTPn → T as n → ∞. Then
show that (1− Pn)S(1− Pn)→ 0 as n→∞.

(2) Show that S is compact.

Notes and references for Chapter 14.

Section 27. Theorem 27.3 is due to Pettis.

Theorem 27.11

Theorem 27.12

Theorem 27.13

Theorem 27.15

Theorem 27.17
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Theorem 27.18

Let T be a bounded linear operator from a Banach space A to a Banach space B. Then
Virot showed that T can be extended to a bounded operator from Lp(A) to Lp(B) (see [487]).

We refer to [27, Chapter] for a description of the theory of Bochner integral.

We list [71] as a textbook of the theory of Bochner integral.

Section 28. We refer to [38, 291] for more details about the analytic semigroup as well as its
applications.

There are several ways to define etA in Theorem 28.11. Here we followed the method due to
Lunardi [38]. Alternative way to define et A can be found in [157, 332].

Theorem 28.12

Section 29. Theorem 29.5

Theorem 29.12

Theorem 29.13

Theorem 29.18

Theorem 29.22

Theorem 29.24

Theorem 29.25

Theorem 29.27

Theorem 29.29

Theorem 29.31

Theorem 29.33

Theorem 29.35 and Theorem 29.36 are due to Gelfand.

Theorem 29.40

Theorem 29.41

Theorem 29.42

Theorem 29.46

Theorem 29.47

Theorem 29.50

Theorem 29.54

Section 30. Theorem 30.2

Theorem 30.3

Theorem 30.6
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Theorem 30.8
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Part 15. Topological vector spaces

We begin with investigating Banach spaces having the structure such as D(Ω) in Chapter 15
In Section 31 we shall characterize some notions on topological spaces by means of nets. Nets
will turn out useful in later applications. In Section 32 we consider topological vector spaces,
which are generalization of normed spaces and Schwartz distribution spaces S ′(Rd). That, is
we are going to discuss the function spaces which we can not endow with norms.

31. Nets and topology

When a topological space is a first countable space, then a subset A is closed if and only if
the limit belongs to A whenever the sequece in A is convergent. This is a very convenient result.
However, there are many topological spaces which do not satisfy first axiom of countability.
For such spaces, we do not have such a criterion. To overcome this difficulty, we need a notion
of nets.

Definition 31.1 (Partially ordered set, Net and so on). Let X be a topological space and A
a set.

(1) The subset A is said to be a partially ordered set if A comes with a subset R of A×A
with the following conditions fulfilled.
(a) (α, α) ∈ R
(b) (α, β) ∈ R and (β, α) ∈ R implies α = β.
(c) (α, β) ∈ R and (β, γ) ∈ R implies (α, γ) ∈ R.
Let A is a partially ordered set as above. Then denote (α, β) ∈ R by α≫ β or β ≪ α
and A is said to be a3 partially ordered set with order ≫.

(2) A is said to be a directed set if A is a partially ordered set with order ≫ and for all
α, β ∈ A, we can find γ such that γ ≫ α, β.

(3) A subset A0 of a directed set A is said to be cofinal, if for all α ∈ A we can find β ∈ A0

with α≪ β.
(4) A net is a collection of elements {xα}α∈A ⊂ X in X indexed by a directed set A.
(5) Let {xα}α∈A ⊂ X be a net. A subnet of {xα}α∈A is a net {xα}α∈A0 indexed by a

cofinal subset A0 of A.

We exhibit a series of examples that will be helpful for later considerations.

Example 31.2. Let X be a topological space and denote by OX the set of all open sets in X.

(1) Any subset of R is a directed set.
(2) Let x ∈ X. Then set

(31.1) Nx := {U ∈ OX : x ∈ U}.

Define U1 ≫ U2 to be U1 ⊂ U2 for U1, U2 ∈ Nx. Then Nx is a net. Suppose that we
are given a map f : Nx → X satisfying f(U) ∈ U for all U . Then {f(U)}U∈Nx is a net
converging to x.

(3) Define an order of 2N by A≫ B ⇐⇒ A ⊃ B. Then 2N is a directed set.

Definition 31.3. Let X be a topological space and {xα}α∈A ⊂ X be a net. Then {xα}α∈A
converges to y (we write lim

α∈A
xα = y), if for any neighborhood U of y, there exists α0 ∈ A such

that xα ∈ U for all α≫ α0.
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Characterization of closed sets in terms of nets.

If (X, d) is a metric space, then a set A is closed if and only if the limit of a sequence in A
always lies in A whenever it is convergent to some point X. However, this is not the case for
topological spaces in general. However, we have the following substitute.

Theorem 31.4. A subset A of the topological space is closed if and only if x = lim
µ∈M

xµ ∈ A

whenever {xµ}µ∈M is a converging net in A.

Proof. Assume that A is closed

Suppose {xµ}µ∈M is a converging net in A. If x were not in A, we would have some xµ
belongs to an open set X \A. This runs counter to the assumption that xµ ∈ A.

Assume that for any converging {xµ}µ∈M net in A the limit, if there exists, lies in A.

We shall show that A = A, which implies that A is closed.

Let x ∈ A. Denote

(31.2) Ux := {U ∈ OX : x ∈ U}.
By the axiom of choice we can choose (xU )U∈U such that xU ∈ U ∩A.

We endow U with its order by defining U1 ≫ U2 ⇔ U1 ⊂ U2.

Then by definition (xU )U∈U converges to x. Thus by assumption we have x ∈ U . □

Characterization of compact sets in terms of nets.

We have a characterization of compactness in terms of sequences when (X, d) is a metric
space. The counterpart of the general topological space is the following.

Theorem 31.5. A topological space X is compact, if and only if any net in X has a converging
subnet.

Proof. Suppose that any net in X has a converging subnet.

We are going to show that a family of closed sets always has a point in common, whenever
it enjoys the finite intersection property. It is known to be equivalent to the compactness of X.
Given a family of closed sets F := {Fλ}λ∈Λ with the finite intersection property, we shall find
a common element of F .

To do this, for all A ⊂ Λ we can find xA ∈
∩
λ∈A

Fλ thanks to the finite intersection property.

Denote by N (Λ) the set of all finite subsets. (xA)A∈N (Λ) is a net, if we induce the order by
defining A≫ B ⇔ A ⊃ B. By assumption (xA)A∈N (Λ) has a converging subnet (xA)A∈N (Λ)0 .
Let us denote its limit point by x.

Then the common element for which we are looking is x. Indeed, let µ ∈ Λ. Then we can

find A0 ∈ N (Λ)0 such that µ ∈ A0. Since
∩
λ∈A0

Fλ is closed, we have x = lim
A0≪A∈N (Λ)0

xA ∈∩
λ∈A0

Fλ ⊂ Fµ. Thus, it follows that X is compact.

Assume X is compact.
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Let (xλ)λ∈Λ be a net in X. We observe

There is no subnet converging to x.

⇔ For any subnet there exists an open set U ∋ x
such that there exists a sufficiently large β with xβ /∈ U .

⇔ For any subnet there exists an open set U ∋ x
such that there exists a further subnet outside U .

Thus, if there is no subnet converging to x, if follows that there exists Ux ∈ OX containing x
and λx ∈ Λ such that λ≫ λx implies xλ /∈ Ux.

Keeping this observation in mind, assume that for all x there is no subnet converging to x.
Then we can take λx and Ux described in the above paragraph.

By compactness we can cover X with finite open sets Ux1 , . . . , Uxk . Let µ be taken so that
µ≫ λx1 , . . . , λxk .

Then if λ ≫ µ, we have xλ /∈ Uxj for all j = 1, 2, . . .. This is a contradiction because
Ux1 , . . . , Uxk forms an open cover in X and xλ ∈ X for all λ ∈ Λ.

From this we deduce that (xλ)λ∈Λ has a converging subnet. □

Characterization of continuous mappings in terms of nets. In the same way we now characterize
the continuity of the mapping.

Theorem 31.6. Let X and Y be topological spaces. A mapping f : X → Y is continuous if
and only if {f(xα)}α∈A to a net in Y convergent to f(x) whenever {xα}α∈A is a net in X
convergent to x.

Proof. Assume that f is continuous.

Suppose that we are given a net {xα}α∈A convergent to x. Let V be an open set of Y
containing f(x). Then f−1(V ) is an open neighborhood of x. Therefore there exists α ∈ A
such that xβ ∈ f−1(V ) whenever β ≫ α. This implies f(xβ) ∈ V for all β ≫ α. Therefore,
f(xβ) is convergent to f(x).

Assume instead that f is discontinuous.

Then there exists an open set V of Y such that f−1(V ) is not open. Let x ∈ f−1(V )
be a point that is not an interior point of f−1(V ). We define an ordered set Nx by (31.1).
From the definition of Nx and the fact that f−1(V ) is not continuous, given U ∈ Nx, we
can take xU ∈ U \ f−1(V ). Then {xU}U∈Nx is net converging to x. However {f(xU )}U∈Nx
never converges to f(x) because V is a neighborhood of f(x) which contains no element in
{f(xU )}U∈Nx . Thus, the converse is established as well. □

32. Topological vector spaces

32.1. Definition.

As we shall see, S ′ can not carry a structure of a Banach space compatible to its original
topology. The aim of this section is to discuss a linear space like S ′. It is not so hard to see
that S ′ is a topological vector space, whose definition is given below.
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Definition 32.1. A K-linear space X is said to be a topological linear space, if the operations

(32.1) (x, y) ∈ X 7→ x+ y ∈ X, (a, x) ∈ K×X → ax ∈ X

are both continuous.

Definition 32.2. Let X be a K-linear space. A seminorm on X is a function from X to [0,∞)
satisfying the following conditions.

(1) p(x+ y) ≤ p(x) + p(y) for all x, y ∈ X
(2) p(αx) = |α| · p(x) for all x ∈ X and α ∈ K.

From the definition all the notions are clearly generalizations of Banach spaces.

Definition 32.3. Let X be a topological vector space. Then equip X∗ with the weak-∗
topology. That is, X∗ is endowed with the weakest topology such that x∗ ∈ X∗ 7→ x∗(x) ∈ K
is continuous for all x ∈ X. Below it will be understood tacitly that X∗ carries the weak-∗
topology. Instead of adding “weak-∗”, add σ(X∗, X) to refer to this topology. In the same
way equip X with another topology called weak topology, that is, x∗ ∈ X∗ 7→ x∗(x) ∈ K is
continuous for all x ∈ X. To refer to this topology, add σ(X,X∗).

Polar subset. Having set down the elementary facts, we now turn to the polar subsets. Here
we will encounter an analogy with Galois theory.

Definition 32.4. Let X be a topological vector space.

(1) Let A ⊂ X. Then define A◦ := {x∗ ∈ X∗ : |x∗(x)| ≤ 1}.
(2) Let F ⊂ X∗. Then define ◦F := {x ∈ X : |x∗(x)| ≤ 1}.

Theorem 32.5. Let A and B be subsets in a topological vector space X. Then the following
are true.

(1) A ⊂ B implies B◦ ⊂ A◦.
(2) A ∪B◦ = A◦ ∩B◦.
(3) If λ ∈ K \ {0}, then (λA)◦ = λ−1A◦.
(4) A ⊂ ◦(A◦).
(5) (◦(A◦))◦ = A◦.

Proof. Here we shall prove the last assertion, accepting the remaining ones. The first four
assertions are left as an exercise. By (4) with A replaced by A◦ we have (◦(A◦))◦ ⊂ A◦, while
(4), combined with (1), gives (◦(A◦))◦ ⊃ A◦. □

Exercise 201. Prove the remaining assertions in Theorem 32.5.

Definition 32.6. A subset A in a topological vector space X is said to be absolutely convex,
if ax+ by ∈ X for each x, y ∈ X and a, b ∈ K with |a|+ |b| ≤ 1.

Theorem 32.7. Let X be a topological vector space.

(1) For each A ⊂ X, A◦ is an absolutely convex σ(X,X∗)-closed set.
(2) For each F ⊂ X∗, ◦F is an absolutely convex σ(X∗, X)-closed set.

Exercise 202. Following the definitions, prove Theorem 32.7.

Definition 32.8. If A is a linear subspace of X, then denote A⊥ := A◦. Similarly if F is a
linear subspace of X∗, then denote ⊥F := ◦F .
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Theorem 32.9. Suppose that A is a linear subspace of X and F is a linear subspace of X∗.
Then we have

A⊥ = {x∗ ∈ X∗ : x∗(x) = 0 for all x ∈ A}(32.2)

⊥F = {x ∈ X : x∗(x) = 0 for all x∗ ∈ F}.(32.3)

Proof. We content ourselves with proving (32.2), (32.3) being proved in the same way. It follows
from the definition of A◦ = A⊥ that

(32.4) A⊥ ⊃ {x∗ ∈ X∗ : x∗(x) = 0 for all x ∈ A}.

To prove the reverse inclusion, let x∗ ∈ A⊥. Then for all y ∈ A, we have |x∗(y)| ≤ 1. Note that
A is a linear subspace of X. Hence y ∈ A implies n · y ∈ A for all n ∈ N. With y replaced by
n · y, we obtain |x∗(x)| ≤ n−1 for all n ∈ N. Therefore, since n ∈ N is arbitrary, we conclude
that x∗(x) = 0. □

Exercise 203. Prove (32.3).

Minkowski functional. In Rd, given a convex set K with non-empty interior, we can define many
norms. Given such a set K, we define

(32.5) d(x, y) = 2 inf{α ∈ [0,∞) : x− y ∈ α ·K + z for some z ∈ Rd}.

For example, if K is a unit square, then the corresponding metric is the ℓ∞-norm. If K is a
unit ball, then we obtain the ℓ2-norm. Some other metrics of interest may be obtained starting
from a convex polygon K. In this paragraph we generalize this procedure to the case when X
is a topological vector space.

Definition 32.10. A subset K ∈ X is circular, if α ·x ∈ K for all α with absolute value 1 and
x ∈ K.

Definition 32.11. A subset K ∈ X is said to be absorptive, if for all x ∈ X there exists αx > 0
such that αx · x ∈ K.

This is equivalent to saying that

(32.6) pK(x) := inf{α > 0 : α−1 · x ∈ K}

is finite for all x ∈ X. pK is called the Minkowski functional of K.

Theorem 32.12. Suppose that K is a convex and absorptive subset of X. Then we have the
following for all x, y ∈ X and λ ≥ 0.

(1) 0 ∈ K and hence pK(0) = 0.
(2) pK(λ · x) = λpK(x).
(3) pK(x+ y) ≤ pK(x) + pK(y).

Furthermore if K is assumed circular in addition, then pK(ρ · x) = |ρ|pK(x) for all ρ ∈ K.

Proof. (1) is immediate. Indeed, since K is absorptive, 0 ∈ αK for some α > 0. Therefore,
0 = α−1 · 0 ∈ K. (2) is straightforward as well. Let us prove (3). Suppose that ε > 0. Then
by definition of pK(x) and pK(y), there exists α, β > 0 such that x ∈ α · K, y ∈ β · K with
α < pK(x)+ε and β < pK(y)+ε. SinceK is assumed convex, we see that α·K+β·K = (α+β)K.
Therefore, x + y ∈ (α + β)K. Thus, pK(x + y) ≤ α + β ≤ pK(x) + pK(y) + 2ε. Since ε > 0
is arbitrary, (3) was proved. Finally it is again straightforward that we prove the remaining
assertion under the additional assumption that K is circular. □
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Theorem 32.13 (Gauge functional). Let K be a convex and absorptive set. Define

K1 := {x ∈ X : pK(x) < 1}
K2 := {x ∈ X : pK(x) ≤ 1}.

(1) K1 ⊂ K ⊂ K2.
(2) K is a neighborhood of 0 if and only if pK is continuous.
(3) If (2) is the case, then K1 = Int (K) and K2 = K.

Proof. (1) It is trivial that K ⊂ K2. Let k ∈ K1. Then there exists α < 1 such that x ∈ α ·K.

Therefore,

(32.7) x = α · 1
α
x+ (1− α) · 0 ∈ K.

This is the desired result.

(2) : Suppose that K is a neighborhood of 0. Given ε > 0, we have

(32.8) |p(y)− p(x)| ≤ p(x− y) ≤ ε
for y ∈ x+ ε ·K. Therefore pK is continuous.

(2) : Suppose that pK is continuous. Then K1 = pK
−1((−1, 1)) is an open neighborhood

of 0. Since K is larger than K1, so is K.

(3) Part 1 : Proof of K1 = Int (K) Since we have shown that K1 is an open set, we see

K1 ⊂ Int (K). Let x ∈ Int (K). Then by the continuity of the multiplication, there exists α > 1
such that α · x ∈ Int (K). Therefore pK(x) ≤ α−1 < 1 and the reverse inclusion is proved as
well.

(3) Part 2 : Proof of K = K2 As before, since K2 is closed, K ⊂ K2 is trivial. If x ∈ K2,

we have β · x ∈ K1 then for all 0 < β < 1. Therefore, x ∈ K1 ⊂ K. As a result, K = K2 is
proved as well. □

Separation theorems. Suppose that A and B are convex open sets. Then A and B are separated
by a line. That is there exists a linear mapping f : R2 → R such that

(32.9) A ⊂ {f > c}, B ⊂ {f < c}.
The aim of this paragraph is to generalize this present situation.

Theorem 32.14 (Hahn-Banach theorem / separation version). Suppose that A is a closed con-
vex set in a topological vector space X. If b is a point outside A, then there exists a continuous
functional x∗ : X → K such that

(32.10) sup
a∈A

Rex∗(a) < x∗(b).

Bounded set. A bounded set of a Banach space is by definition a set which is contained by
{b ∈ B : ∥b∥B < M} for someM > 0. Motivated by this, we are led to the following definition.

Definition 32.15. A subset A in a topological vector space is bounded, if for all open set U
containing 0 there exists αU > 0 such that αU ·A ⊂ U .

Example 32.16. Let X be a normed space and A a bounded set in the sense of Definition
32.15. Then, since {x ∈ X : ∥x∥X < 1} is a neighborhood, there exists α > 0 such that
A ⊂ {x ∈ X : ∥x∥X < α}. Conversely, Suppose A is a bounded set in the sense that there
exists α > 0 such that A ⊂ {x ∈ X : ∥x∥X < α}. If U is a neighborhood of 0, then there exists
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β > 0 such that U ⊃ {x ∈ X : ∥x∥X < β}. Therefore we conclude α−1βA ⊂ U and hence
A is bounded in the sense of Definition 32.15. Thus, the notion of boundedness is a natural
extension of the boundedness in normed spaces.

Equicontinuous family of linear functional. Suppose that F = {fλ}λ∈Λ is a family of continuous
functions on a domain Ω ⊂ C. Then recall that F is said to be equicontinuous, if for all ε > 0
and z ∈ Ω there exists δ > 0 such that

(32.11) |fλ(z)− fλ(w)| < ε

whenever w ∈ B(z, δ) and λ ∈ Λ. What counts in the definition that the constant δ can be
taken uniformly over Λ. With this in mind, let us consider the equicontinuous family of the
linear functionals on a topological vector space X.

Definition 32.17. A subset F of X∗ is equicontinuous, if there exists a neighborhood U of 0
such that |x∗(x)| ≤ 1 for all x ∈ U and x∗ ∈ F .

Example 32.18. If X is a normed space, then the unit ball of X∗ is equicontinuous. Indeed,
the corresponding neighborhood U can be taken as the unit ball of X.

Exercise 204. If F is a finite collection of X∗, then show that F is equicontinuous.

Theorem 32.19 (Minkowski functional). Let X be a topological vector space and F ⊂ X∗ an
equicontinuous family. Define p := p◦F , the Minkowski functional of ◦F . Then p is continuous
and

(32.12) (◦F )◦ = {x∗ ∈ Hom(X,K) : |x∗(x)| ≤ p(x) for all x ∈ X}.

Proof. Let U be an open set as in Definition 32.17. Then from the definition of ◦F we have
U ⊂ ◦F . Therefore, ◦F is a neighborhood of 0. We deduce from Theorem 32.12 that this is
equivalent to p is continuous.

Let us prove (32.12). Suppose that x∗ ∈ (◦F )◦. That is, we assume

(32.13) |x∗(x)| ≤ 1 whenever x satisfies |y∗(x)| ≤ 1 for all y∗ ∈ F.
Since ◦F is closed and hence p−1([0, 1]) = ◦F . Furthermore, we have p−1(0) = {0} because ◦F

is a neighborhood of 0 ∈ X. Therefore, we have
x

p(x)
∈ ◦F for every x ∈ X \{0} = p−1((0,∞)).

This implies

∣∣∣∣y∗( x

p(x)

)∣∣∣∣ ≤ 1 again from the fact that p−1([0, 1]) = ◦F . By our assumption we

have

(32.14)

∣∣∣∣x∗( x

p(x)

)∣∣∣∣ ≤ 1.

Arranging this inequality, we obtain |x∗(x)| ≤ p(x) for all x ∈ X \ {0}. This being trivial for
x = 0, we conclude x∗ belongs to the right-hand side of (32.12).

Suppose instead that x∗ belongs to the right-hand side of (32.12). Then we have to show
|x∗(x)| ≤ 1 whenever x ∈ ◦F . Note that x ∈ ◦F is equivalent to p(x) ≤ 1. Therefore, combining
|x∗(x)| ≤ p(x), we obtain |x∗(x)| ≤ 1. As a result (32.12) is established. □

Theorem 32.20 (Banach Alaoglu-(2)). Let F ⊂ X∗ be a closed set. Assume that F is equicon-
tinuous. Then F is σ(X∗, X)-compact.

Proof. Since F is a subset of (◦F )◦, by (32.12) it suffices to show

(32.15) (◦F )◦ := {x∗ ∈ Hom(X,K) : |x∗(x)| ≤ p(x) for all x ∈ X}
is compact.
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Given x ∈ X, we define Dx := {z ∈ K : |z| ≤ p(x)}. To prove the compactness of (◦F )◦,
we use Theorem 31.5. Suppose that we are given a net {x∗α}α∈A. Our present task is to find a
subnet {x∗α}α∈A0 converging in weak-∗ topology. That is, we have to find a subnet {x∗α}α∈A0

such that {x∗α(x)}α∈A0 converges for all x ∈ X.

Since each xα belongs to (◦F )◦, we have |x∗α(x)| ≤ p(x). Therefore, we conclude

(32.16) {x∗α(x)}x∈X ∈
∏
x∈X

Dx

for each α ∈ A. Note that
∏
x∈X

Dx is equipped with a topology such that the projection to

each component is continuous. Furthermore by the Tychnov theorem we see that
∏
x∈X

Dx is a

compact space. Therefore, we can find a subnet

(32.17) {x∗α}α∈A0 ⊂ {x∗α}α∈A
such that {x∗α(x)}α∈A0 converges for all x ∈ X. As a result (◦F )◦ is compact. □

Theorem 32.21 (Alaoglu-Bourbaki-Kakutani-(3)). The closed ball B in X∗ is weak-∗ compact.

Proof of Theorems 32.20 and 32.21. Since B is equicontinuous, Theorem 32.21 is a special case
when F = B. It is well-known that if a topological space is compact, then any sequence
has a convergent subsequence. Therefore, Theorem 9.27 is a further special case of Theorem
32.21. □

Extremal sets. First we present the definition to formulate the Klein-Milman theorem.

Let X be a topological vector space. Denote by X∗ the dual space.

Definition 32.22 (extremal set). Let ∅ ≠ K ⊂ X. E ̸= ∅ is said to be an extremal set of K,
if

(32.18) x, y ∈ K, t ∈ (0, 1), tx+ (1− t)y ∈ E

implies x, y ∈ E. x ∈ K is said to be extremal, if {x} is an extremal set.

The following lemma gives us an example of the extremal set.

Lemma 32.23. Let f ∈ X∗ and K be a non-empty compact set. Then

(32.19)

{
y ∈ K : Re f(y) = sup

x∈K
Re f(x)

}
is an extremal set of K.

Proof. Let x, y ∈ K and 0 < t < 1. Assume that

(32.20) Re f(tx+ (1− t)y) = sup
z∈K

Re f(z).

Then sup
z∈K

Re f(z) = Re f(tx+(1− t)y) ≤ tRe f(x)+(1− t)Re f(y) ≤ sup
z∈K

Re f(z). This implies

that Re f(x) = Re f(z) = sup
z∈K

Re f(z). As a result the set in question is an extremal set of

K. □

Lemma 32.24. Let K ⊃ E ̸= ∅. Suppose that E is an extremal set of K and that F is an
extremal set of E. Then F is an extremal set of K.
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Proof. Assume that

(32.21) x, y ∈ K, t ∈ (0, 1), tx+ (1− t)y ∈ F.

Since E is an extremal set of K and

(32.22) x, y ∈ K, t ∈ (0, 1), tx+ (1− t)y ∈ E,

it follows that x, y ∈ E. Thus we obtain

(32.23) x, y ∈ E, t ∈ (0, 1), tx+ (1− t)y ∈ F.

Since F is an extremal set of E, this implies x, y ∈ F . □

Definition 32.25. Let A ⊂ X. Then the set of extremal points of A is denoted by ex(A).

The Klein-Milman theorem.

Having cleared up the definitions, we are now in the position of formulating the Klein-
Milman’s theorem.

Theorem 32.26 (Klein-Milman). Suppose that K is an compact set of X. Then

(1) ex(K) is non-empty.
(2) K ⊂ co(ex(K)).

Proof. The idea to prove the first statement is to find the smallest extremal set of K. Set

(32.24) S(Rd) := {E ⊂ K : E is closed and an extremal set of K}.

As we have constructed in Lemma 32.24, S(Rd) contains at least one element. We define the
order of S(Rd) by

(32.25) E1 ≫ E2 if and only if E1 ⊂ E2.

Assume that E ∈ S(Rd) contains at least two elements. Then it is easy to see that there exists
F strictly greater than E. That is, we can find F ∈ S(Rd) such that

(32.26) E ⊃ F, E ̸= F.

Indeed, let x, y ∈ E be two different element. Then we can take a continuous linear functional
f : X → C such that Re f(x) > Re f(y). We have only to put

(32.27) F :=

{
y ∈ E : Re f(y) = sup

x∈K
Re f(x)

}
.

Since the intersection of any collection of non-empty compact sets is compact and non-empty
again, S(Rd) has a maximal element by Zorn’s lemma. Let H be the maximal element. Then,
from the preceding paragraph H cannot contain two different elements. Thus, it follows that
H := {x0} and x0 ∈ ex(K).

To prove the second statement, suppose that

(32.28) a ∈ K \ co(ex(K)).

Then there exists a continuous functional f : X → C such that

(32.29) Re f(a) > sup
y∈co(ex(K))

Re f(y).

If we set

(32.30) K0 =

{
y ∈ K : Re f(y) = sup

x∈K
Re f(x)

}
,
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then K0 ∩ co(ex(K)) ̸= ∅ by (32.29) and K0 is an extremal set of K. As we have shown K0

contains an extremal point z and z ∈ ex(K0) ⊂ ex(K), K0 ∩ co(ex(K)) ̸= ∅ is a contradiction.
□

The Choquet-Singer theorem. Let Y be a closed subspace of a normed space X. Now charac-
terize the condition for b ∈ Y to be the distance attainer of a ∈ X.

Theorem 32.27 (Choquet-Singer). Let X be a normed space and Y is a closed proper subspace.
Suppose a ∈ X and b ∈ Y . Then the following are equivalent.

(1) b realizes the distance of a and Y .
(2) For every y ∈ Y there exists x∗ ∈ ex (X∗

1) such that

(32.31) Rex∗(y) ≤ Rex∗(b), x∗(a− b) = ∥a− b∥X .

Proof. (1) =⇒ (2) Let y ∈ Y . Then we have

(32.32) ∥a− b∥X = Rex∗(a− b) ≤ Rex∗(a− y) ≤ ∥a− y∥X .
Therefore, b realizes the distance from a to Y . In this proof we remark that x∗ ∈ ex (X∗

1) is
not used at all.

(2) =⇒ (1)

Define

(32.33) F := {x∗ ∈ X∗
1 : Rex∗(y) ≤ Rex∗(b), x∗(a− b) = ∥a− b∥X }.

Then since F is compact, we have only to prove that F is not empty.

If a ∈ A. Then x∗ = 0 ∈ F . If a /∈ A and y = b, then any norm attainer of a− b belongs to
F . Suppose that a /∈ A and y ̸= b. Then W0 := K(a− b) +K(y− b) is 2-dimensional subspace.
Define the linear functional l by

(32.34) l(k0 · (a− b) + k1 · (y − b)) := k0 ∥a− b∥X .
Then we have

(32.35) |l(k0 · (a− b) + k1 · (y − b))| = ∥k0 (a− b)∥X ≤ ∥k0 (a− b) + k1 (y − b)∥X ,
since k0 b is a norm attainer of k0 a. By using the Hahn Banach theorem l can be extended to
a bounded linear functional L with norm 1. Since L(y − b) = 0, we see that L ∈ F . □

The de Brange theorem and application to Weierstrass theorem. In this paragraph we let T be
a compact Hausdorff space consisting of more than 1 points.

Theorem 32.28. Let A be a subspace of C(T ) that is closed under multiplication. Denote by
M(T ) the set of all signed Borel measures. Set

(32.36) K :=

{
µ ∈M(T ) : ∥µ : M(T )∥ ≤ 1,

∫
T

f dµ = 0 for all f ∈ A
}
.

Then if µ ∈ ex (K) and f ∈ A satisfies 0 < inf f ≤ sup f < 1, then f is constant on supp (µ).

Proof. If µ is zero, then supp (µ) = ∅ and hence there is nothing to prove. Below we assume
that µ ̸= 0. Since µ is an extremal point of K, we see that ∥µ : M(T )∥ = 1.

Define two positive measures absolutely continuous with respect to µ by

(32.37) ν(E) :=

∫
E

f dµ, λ(E) :=

∫
E

(1− f) dµ.
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Then ν and λ are not zero by assumption. From the definition, we have

(32.38)

∫
T

g dν =

∫
E

f · g dµ,
∫
T

g dλ =

∫
E

f · g dλ.
∫
F

g dν =

∫
E

f · g dµ,

Note that

(32.39) µ = ∥ν : M(T )∥ · ν

∥ν : M(T )∥
+ ∥λ : M(T )∥ · λ

∥λ : M(T )∥
and

(32.40) ∥ν : M(T )∥+ ∥λ : M(T )∥ =
∫
E

f d|µ|, +
∫
E

(1− f) d|µ| = |µ|(E) = 1.

Since µ is an extremal point of K, we have µ = ν. By the uniqueness of the density, we have
f is constant on supp (µ). □

Finally to conclude this section we present a proof of the Weierstrass theorem due to de
Brange.

Theorem 32.29. Suppose that Θ ⊂ C(T ) is a closed subspace that is closed under pointwise
multiplication and under complex conjugate ( if K = C ) as well. Assume that 1 ∈ Θ and Θ
separates T , that is, for two distinct points x, y there exists f ∈ Θ such that f(x) ̸= f(y). Then
Θ is dense in C(T ).

Proof. By the Hahn Banach theorem, our present task is to show

K :=

{
µ ∈M(T ) : ∥µ : M(T )∥ ≤ 1,

∫
T

f dµ = 0 for all f ∈ Θ

}
=

{
µ ∈M(T ) : ∥µ : M(T )∥ ≤ 1,

∫
T

f dµ = 0 for all f ∈ Θ

}
consists only of {0}. Let µ ∈ ex (K). If supp (µ) were made up of more than 1 point, then it
would run counter to the fact that Θ separates T . Therefore, µ = α δp for some p ∈ T and
α ∈ K. Since µ annihilates 1, we have

(32.41) α =

∫
T

1 dµ = 0.

Therefore, ex (K) = {0}. By the Klein-Milman theorem, we have K ⊂ co(ex (K)) = {0}. This
is the desired result. □

32.2. Locally convex spaces.

After learning topological vector spaces, we go on to investigate objects carrying a little more
structures. Locally convex spaces are defined in 1930 by Von. Neumann.

Definition 32.30. A topological linear space X over K is locally convex, if there exists a
collection of seminorms {pλ}λ∈Λ which topologizes X.

Example 32.31. Banach spaces are typical examples of the locally convex spaces. We shall
take up non-trivial examples later along with their characteristic properties.

Example 32.32. We define

(32.42) DL1(Rd) := {φ ∈ C∞(Rd) : ∂αφ ∈ L1(Rd)}.
For a multiindex α ∈ N0

d, we set

(32.43) pα(φ) :=

(∫
Rd
|∂αφ(x)| dx

)
.

Then DL1(Rd) is a locally convex space with respect to these seminorms.
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Characterization of Hausdorff locally convex spaces. Let us see how the Hausdorff property is
characterized.

Proposition 32.33. Let X be a locally convex space with topologizing seminorms {pλ}λ∈Λ.
Then X is Hausdorff, if and only if for all x ∈ X, there exists λ ∈ Λ such that pλ(x) ̸= 0.

Proof. If X is Hausdorff, then there exists a neighborhood U of 0 such that

(32.44) (x+ U) ∩ U ̸= ∅.

By replacing U with smaller neighborhood, we may assume that U =

k∩
j=1

p−1
λ(j)([0, εj)) for some

ε1, ε2, . . . , εk > 0 and λ(1), λ(2), . . . , λ(k) ∈ Λ. Since x /∈ U , we see that pλ(j)(x) ̸= 0 for some
j.

If for each x ∈ X there exists λ ∈ Λ such that p(x) ̸= 0. Then

(32.45) U1 :=

{
y ∈ X : |p(y)| < p(x)

2

}
, U2 :=

{
y ∈ X : |p(y)− p(x)| < p(x)

2

}
are open sets that separate 0 and x. Therefore, X is Hausdorff. □
Exercise 205. Show that DL1(Rd) is a Hausdorff space.

Bounded set in a locally compact space. Now let us characterize bounded sets in a locally
convex space.

Theorem 32.34. Assume that X is a locally convex space topologized by {pλ}λ∈Λ. A subset
A in X is bounded if and only if

(32.46) sup
a∈A

pλ(a) <∞

for each λ ∈ Λ.

Proof. Note that for any open set U there exists λ ∈ Λ and ε > 0 such that

(32.47) {φ ∈ X : pλ(φ) < ε} ⊂ U.
Therefore, we can say A is bounded if and only if for each ε > 0 and N there exists α > 0 such
that

(32.48) A ⊂ α{φ ∈ X : pλ(φ) < ε}.
By positive homogeneity of pλ this is equivalent to saying for each λ ∈ Λ there exists α > 0
such that

(32.49) A ⊂ {φ ∈ X : pλ(φ) < α},
which is equivalent to

(32.50) sup
a∈A

pλ(a) <∞

for each λ ∈ Λ. □

Finally, in this paragraph, we shall prove the Mackey theorem on bounded subsets in topolog-
ical vector spaces. In Definition 32.15 we have defined the boundedness for subsets in topological
vector spaces. Here we shall define another notion of boundedness.

Definition 32.35. Let X be a topological vector space and X∗ its dual. A σ(X∗, X)-bounded
subset in X is said to be weakly bounded.

Theorem 32.36 (Mackey). Any weakly bounded set in locally convex spaces is bounded.
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Proof. Let A ⊂ X be a weakly bounded set in a locally convex space X. Let p be a continuous
semi-norm. We define

(32.51) ∥x∗∥p = sup{|x∗(x)| : x ∈ p−1({|z| ≤ 1}) }
for x∗ ∈ X∗. Denote by X∗

p the set of all functionals x∗ ∈ X∗ such that ∥x∗∥p <∞. Then X∗
p

carries the structure of a Banach space with norm ∥ · ∥p.

Let q(x∗) := sup{|x∗(x)| : x ∈ A}. Then q <∞ because A is weakly-bounded. Furthermore,
as is easily seen q−1( (j,∞) ) ⊂ X∗

p is open in the norm topology of X∗
p . Since

(32.52) X∗
p =

∞∪
j=1

q−1( [0, j] ),

by the Baire category theorem q−1([0, 1]) is an open set. As a result, we see that q is continuous,
which implies that p(A) is bounded. □

Fixed point theorems. In this paragraph we consider a fixed point T : X → X, where X is a
locally convex space. A fixed point x of T is a point satisfying Tx = x. Fixed point theorems
are helpful to guarantee the existence of the partial differential / integral equations.

Theorem 32.37 (Brouwer). Let K be a convex compact set in Rd. If T is a continuous
mapping from K to K, then T has a fixed point.

Proof. An argument using homology shows that the assertion is the case if K is a unit disc.
For the proof we refer to [60], for example. Since we have to go into the details of topological
argument, we accept that this case is true.

In general case it can be assumed that Span (K) = Rd by replacing Rd with Span (K).
Translation allows us to assume that 0 ∈ K as well. Assuming Span (K) = Rd and 0 ∈ K,
there exists d-independent vectors v1, v2, . . . , vd. Consider a polygon P whose vertices are
0, v1, v2, . . . , vd. Then P contains an interior point. Another translation therefore allows us to
assume that 0 is an interior point of K. Let p be the Minkowski functional. Then the mapping

φ : x ∈ K \ {0} 7→ p(x)x

|x|
∈ B(1) extends to a homeomorphism from K to the closed unit ball

B(1). Therefore, the matters are reduced to the case when K = B(1). □

Our intention here is to extend it to a large extent. Define

(32.53) C := {a = {aj}j∈N ∈ ℓ2(N) : |aj | ≤ 2−j for all j ∈ N}.

Lemma 32.38. C ⊂ ℓ2(N) is compact.

Proof. Let {a(k)}k∈N be a sequence in C. Let us write a(k) = {a(k)j }j∈N. Then a passage to a

subsequence allows us to assume that {a(k)j }k∈N converges for all j ∈ N. Set lim
k→∞

a
(k)
j = aj .

Since {a(k)}k∈N ∈ C, we have

(32.54)
∞∑
j=1

|a(k)j − a
(k)
l |

2 ≤
N∑
j=1

|a(k)j − a
(k)
l |

2 + 4
∞∑

j=N+1

1

4j

for all N ∈ N By the Fatou lemma, we obtain

(32.55)
∞∑
j=1

|a(k)j − a
(k)|2 ≤

N∑
j=1

|a(k)j − a
(k)|2 + 4

∞∑
j=N+1

1

4j
,
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letting l→∞. Now if we let k →∞, it follows that

(32.56) lim sup
k→∞

∞∑
j=1

|a(k)j − a
(k)|2 ≤ 4

∞∑
j=N+1

1

4j
.

Since N is at our disposal, we finally obtain

(32.57) lim sup
k→∞

∞∑
j=1

|a(k)j − a
(k)|2 ≤ 0.

Thus, {a(k)}k∈N tends to a limit. □

Lemma 32.39. Any continuous mapping from C to itself has a fixed point.

Proof. Let T be a continuous mapping from C to itself. We define

(32.58) Pk((a1, a2, . . . , ak, ak+1, aK+2, . . .)) := (a1, a2, . . . , ak, 0, 0, . . .).

Then PkT |Pk(C) : PK(C) → PK(C) is a continuous mapping. Therefore, the Brouwer fixed
point theorem gives us a point yk ∈ PK(C) with PKT (yk) = yk. If we pass to a subsequence
{ykj}j∈N, we may assume it is convergent. Note that |Pk(x) − x| ≤ 2−k for all x ∈ C because
of the definition of C. Since

(32.59) |ykj − T (ykj )| = |ykj − PkjT (ykj ) + PkjT (ykj )− T (ykj )| ≤
1

2kj−1
,

a passage to the limit j →∞ gives us y = Ty. Therefore, C has a fixed point. □

Lemma 32.40. Let K be a convex compact set in C. Then any continuous mapping T from
K to itself has a fixed point.

Proof. Let T be a continuous mapping from K to K. From the the parallelogram law for all
p ∈ C, there exists unique point N(p) ∈ K such that dist(p,K) = |p − N(p)|. Here we use
the the parallelogram law to guarantee the uniqueness of N(p). Since p 7→ N(p) is continuous,
speaking precisely a contraction : |N(p)−N(q)| ≤ |p−q| for all p, q ∈ C, we have T ◦N : C → C
is a continuous mapping. Therefore, from Lemma 32.39 we have a fixed point k of T ◦ N . k
satisfies

(32.60) k = T (N(k)) ∈ T (K) ⊂ K.

Therefore k = N(k) ∈ K. Substituting this, we obtain Tk = TN(k) = k ∈ K. Therefore, k is
a fixed point of T as well. □

Theorem 32.41 (Schauder-Tykonov). Let K be a compact convex subset in a locally convex
space X. Then any continuous mapping f : K → K has a fixed point.

Proof. We claim that a net {xα}α∈A in K converges to x in the topology, if and only if
{x∗(xα)}α∈A in K converges to x∗(x) for all x∗ ∈ X∗. Indeed, let (K,OX |K) be the topological
space equipped with the induced topology of X and (K,O∗) be a topological space topologized
by X∗. Then the identity mapping

(32.61) ι : (K,OX |K)→ (K,O∗)

is a continuous bijection from a compact space (K,OX |K) to the Hausdorff space (K,O∗).
Therefore, it follows that ι is a bijection, which shows our claim. Hence, we may assume X is
equipped with the weak topology from the beginning.
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Next, let us say that a collection of {fj}j∈J is determined by {gk}k∈K , if and only if the
following conditions are fulfilled. For all j ∈ J and ε > 0 there exists δ > 0 and a finite
collection of index k1, k2, . . . , km in K such that

(32.62) |f(Tp)− f(Tq)| < ε,

whenever p, q ∈ K satisfy

(32.63) |g1(p)− g1(q)|, . . . , |gm(p)− gm(q)| < δ.

In this case we write

(32.64) {fj}j∈J ≪ {gk}k∈K .

First, we claim that for any f ∈ X∗, we can pick a countable set G ⊂ X∗ determining a
singleton {f}.

Let n ∈ N be fixed. For all p ∈ K, there exists a convex and symmetric neighborhood Up of
0 such that

(32.65) |f(Tp)− f(Tq)| < 2−n−1

for all q ∈ p+Up. Since K is assumed compact, we can find finite subset {p1, p2, . . . , pm} such
that

(32.66) K ⊂
m∪
j=1

(
pj +

1

2
Upj

)
.

Define U =
m∩
j=1

1

2
Upj . Suppose that p, q ∈ K with p − q ∈ U . Then p − pj ∈

1

2
Upj for some

j = 1, 2, . . . ,m. Therefore,

(32.67) |f(Tp)− f(Tpj)| < 2−n−1.

Note that q − pj = q − p+ p− pj ∈ U +
1

2
Uj ⊂ Uj . Therefore, there exists a neighborhood U

such that

(32.68) |f(Tp)− f(Tq)| < 2−n

for all p, q with p− q ∈ U . Since X is assumed locally convex, we conclude that there exists a
finite subset Gn ⊂ X∗ such that such that

(32.69) |f(Tp)− f(Tq)| < 2−n

whenever sup
g∈Gn

|g(p− q)| ≤ 1. If we set G =
∞∪
n=1

Gn, then we obtain {f} ≪ G.

From the previous paragraph, given a countable set F ⊂ X∗, we can find another countable
set G such that F ≪ G. Suppose that F = F0 is a countable set. Then we can take inductively
a sequence of countable subsets F1, F2, . . . such that Fj−1 ≪ Fj for all j ∈ N. Define

(32.70) F :=
∞∪
j=0

Fj .

Then we obtain F ≪ F . Therefore, starting from a countable set F0, we can construct a
countable set such that F0 ≪ F ≪ F and that F0 ⊂ F .

Since we can assume that K contains more than 1 point, there exists f ∈ X∗ and F ⊂ X∗

such that f |K is not constant, {f} ⊂ F and {f} ≪ F ≪ F . Let us fix this F = {fj}j∈N until
the end of the proof.
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We define

(32.71) H : K → C, H(k) =

(
fj(k)

2j supk′∈K |fj(k′)|+ 2j

)
j∈N

.

Then since each fj is continuous, we see that H is continuous as well. Set K0 := H(K). Then
K0 is a convex and compact set. Suppose that k1, k2 ∈ K satisfies H(k1) = H(k2). Then we
have H(Tk1) = H(Tk2), since F ≪ F .

In view of the above paragraph, the mapping

(32.72) T0 : a ∈ K0 7→ H(Tk), a = H(k)

is well-defined. We shall prove its continuity. Let ε > 0. Then there exists N such that

(32.73)
∞∑

j=N+1

1

4j
<
ε

2
.

Then since F ≪ F , there exists δ such that

(32.74) |fj(Tk)− fj(T l)| <
ε

2
,

if |fj(k − l)| < δ Assume that a, b ∈ K0 with

(32.75) ∥a− b∥ℓ∞(N) <
δ

4N
∑N
j=1 supk′∈K |fj(k′)|+ 4N

.

If a = H(k) and b = H(l), then

(32.76) ∥T0(a)− T0(b)∥ℓ∞(N) ≤


N∑
j=1

(
|fj(Tk)− fj(T l)2|

2j supk′∈K |fj(k′)|+ 2j

)2


1
2

+
ε

2
≤ ε.

Therefore, T0 is continuous.

In view of the previous lemma, T0 has a fixed point. Let a = H(k) be such a fixed point.
Then

(32.77) T (H−1(k)) ⊂ H−1(k).

Since H is not an injection, we see H−1(k) is a proper subset of K.

Up to this point we have found a proper subset K1 of K which is preserved by T . By Zorn’s
lemma, we see that T has a fixed point. □

Theorem 32.42. Let X be a locally convex space and K be a convex compact set. Then any
continuous mapping T : K → K has a fixed point.

Theorem 32.43. Let X be a locally convex space and K be a convex compact set. Suppose that
we are given a commuting family of affine mapping T = {Tλ}λ∈Λ on K. That is, for each λ, Tλ
is a continuous mapping from K to itself that satisfies Tλ(αx+(1−α)y) = αTλx+(1−α)Tλy.
Then there exists a common fixed point of T .

Proof. Assume that Λ is a finite set We prove the theorem by induction. If ♯Λ = 1, then
Theorem 32.42 asserts more : We do not have to assume that T is affine. Anyway the case
when ♯Λ = 1 is immediate from Theorem 32.42. Assume that Theorem 32.43 is true when Λ
consists of k elements. Let Λ be a set consisting of k + 1 elements. Let λ ∈ Λ. Then again by
Theorem 32.43 with Λ = k, the set K̃ = {x ∈ K : Tλx = x} is not empty. Since Tλ is affine,

K̃ is convex as well. Since T is commutative, Tρ preserves K̃ for any ρ ∈ Λ. In view of the fact

that ♯(Λ\{λ}) = k we are in the position of the inductive hypothesis to Λ\{λ} and {Tλ|K̃}λ∈Λ.
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As a consequence there exists y ∈ K̃ such that Tρy = y for all ρ ∈ Λ \ {λ}. Since y ∈ K̃, Tλ
fixes y, too. Therefore, y is the desired common fixed point.

Assume that Λ is an infinite set We define

(32.78) L :=
{
L ∈ 2Λ : ♯L <∞

}
.

Let L1, L2 ∈ L. Then define L1 ≪ L2 by L1 ⊂ L2. Note that ≪ defines a partial order
which makes L a direct set. Our strategy of the proof is that we take full advantage of the net
argument.

By virtue of the previous paragraph, for each L ∈ L we can find xL such that TλxL = xL
for all λ ∈ L. Since K is assumed compact, we can find a convergent subnet {xL}L∈L0 . Define
x := lim

L∈L0

xL.

Pick λ ∈ Λ arbitrarily. Then, since L0 is cofinal, there exists L0 ∈ L0 such that {λ} ≪ L0,
that is, λ ∈ L0. Therefore, if L ∈ L0 contains L0, then TλxL = xL. This implies lim

L∈L0

TλxL =

lim
L∈L0

xL = x. Since Tλ is assumed continuous, we obtain Tλx = lim
L∈L0

TλxL = x, proving that x

is a common fixed point. □

Exercise 206. Suppose that {Aλ}λ∈Λ is a family of d × d-normal matrices : Aλ
∗Aλ = ∗AλAλ

for all λ ∈ Λ. Assume that Aλ · Aρ = Aρ · Aλ for λ, ρ ∈ Λ. Then {Aλ}λ∈Λ can be diagonized
by a common unitary matrix.

Direct limit of the locally convex spaces. Finally we consider the “sum” of the “increasing”
locally convex spaces. We begin with a preparatory lemma.

Lemma 32.44. Let X be a locally convex space and M a sublinear space. Equip M with the
relative topology of X. Assume that V is a convex and circular open set in M . Then there
exists a convex circular neighborhood U of 0 ∈ X such that V = U ∩M .

Proof. Let W0 be an open set in X such that 0 ∈ W0 ∩M ⊂ V . Then the smallest convex
and circular set W containing 0 is again open. Now that W0 ∩M ⊂ V and V is convex and
circular, we have W ∩M ⊂ V . Let U = co(V ∩W ), which is open, convex and circular in X.
We claim that U is the desired set, that is, we prove that U ∩M = V . Let x ∈ U ∩M . Then
we can write

(32.79) x = t x0 + (1− t)x1
for some x0 ∈ V, x1 ∈ W and 0 ≤ t ≤ 1. If t = 0, 1, then it is easy to deduce that x ∈ V .
Suppose otherwise. Since x0 ∈ V ⊂ M and xinM , we see that x1 ∈ M . Since x1 ∈ V , we
obtain x1 ∈ V . Now that V is convex, we conclude x ∈ V . □

Definition 32.45. Suppose that Λ is an oriented set and {Xλ}λ∈Λ is an increasing family of

locally convex spaces. Let X =
∪
λ∈Λ

Xλ. Assume Xτ coincides the relative topology of Xλ

whenever τ < λ. Define

(32.80) U :=
{
U ∈ 2X : U ∩Xλ is an open set containing 0

}
and Ux := {x+ U : U ∈ U}. Equip X with a topology generated by

∪
x∈X
Ux.

Theorem 32.46. Keep to the same setting above. Then X, equipped with the topology in
Definition 32.45, is a locally convex space. Furthermore it satisfies the following.

(1) Xλ ⊂ X is a continuous embedding for all λ ∈ Λ.
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(2) Assume in addition that each Xλ is Hausdorff. Then so is X.

Proof. It is straightforward to prove that X is a locally convex space. Let us prove (1). It
follows from the definition of X that the topology of Xλ induced by X is weaker than the
original topology of Xλ. Indeed, the generator of X is open set, if restricted to Xλ. Conversely
pick an open, convex and circular set Vλ of 0. Then by Lemma 32.44 for each ρ > λ, we can
choose a set Vρ ⊂ Xρ which is open in the topology of Xρ such that Vρ ∩Xλ = Vλ. Let

(32.81) V :=
∪
ρ>λ

Vρ ⊂ X.

Since {Vρ}ρ≫λ is an increasing family, we conclude that V is convex and circular and that it
contains X. Observe that V ∩ Xρ = Vρ. Therefore, V is open in X. Hence, Vλ is open with
respect to the relative topology of X.

Next, let us prove (2). Let u ∈ X \ {0}. Choose λ so large that u ∈ Xλ. Then there exists a
convex and circular neighborhood U of 0 such that u /∈ U + U . Now that we have established
that the topology of Xλ is induced by that of X, we are in the position of using Lemma 32.44
and we obtain a convex and circular neighborhood V of 0 ∈ X such that Xλ ∩ V = U . Then
we see that V ∩ (V + u) = ∅ from the fact that u /∈ U + U and that Xλ ∩ V = U . Therefore,
X is a Hausdorff space. □

33. Examples of locally convex spaces :D(Ω) and E(Ω)

We now begin to be oriented to concrete settings. We deal with D(Ω), the set of all C∞(Rd)-
functions supported in Ω and E(Ω), the set of all C∞(Rd)-functions in Ω.

33.1. D(Ω) and D′(Ω).

C∞(Ω;K). First we set up the theory of C∞
c (Ω) functions supported on a fixed compact set

K.

Definition 33.1. Let Ω be an open set in Rd. Denote by C∞
c (Ω) the set of all compactly

supported functions on Ω.

(1) Define K(Ω) as the set of all compact sets in Ω.
(2) Let K ∈ K(Ω). Then denote

(33.1) C∞
c (Ω;K) := {φ ∈ C∞

c (Ω) : supp (φ) ⊂ K}.
(3) Let α ∈ N0

d. Then pα is a functional on C∞
c (Ω) given by

(33.2) pα(φ) := sup
x∈Ω
|∂αφ(x)|

for φ ∈ C∞
c (Ω).

(4) Equip C∞
c (Ω;K) with the topology generated by a family of functional {pα}α∈N0

d .

Lemma 33.2. C∞
c (Ω;K) is metrizable.

Proof. We content ourselves in presenting a metric function for which the topology coincide
with the original topology. We set

(33.3) d(f, g) :=
∑
α∈N0

d

1

α!
min(1, pα(f − g)).

It is straightforward to verify that d defines the same topology as the original one. □
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Corollary 33.3. C∞
c (Ω;K) is complete in the sense that d, appearing in the above proof,

defines a complete topology.

D(Ω). With this definition in mind, we shall endow C∞
c (Ω) with a suitable topology.

Definition 33.4. Equip C∞
c (Ω) with the topology indicated in Definition 32.45.

Characterization of convergence of sequence. Having presented the definition of the topology,
let us see how the convergence of sequence is characterized.

Lemma 33.5. Let {fj}j∈N be a sequence. Assume that {xj}j∈N is a sequence that has no
accumulation point in Ω and fj(xj) ̸= 0. Then {fj}j∈N is never convergent.

Proof. If we pass to a subsequence, we may assume xj ̸= xk for all j ̸= k. In this case by
assumption, for each j we can choose rj > 0 so that B(xj , 2rj) do not contain xk if k ̸= j. Let
φj be defined so that

(33.4) χB(xj ,rj) ≤ φj ≤ χB(xj ,2rj).

Then define

(33.5) p(f) :=

∞∑
j=1

∥φj · f∥∞
|fj(xj)|

Note that p : C∞
c (Ω)→ [0,∞) is continuous. Indeed, to verify this, we need to check that the

subset in C∞
c (Ω), given by

(33.6) {f ∈ C∞
c (Ω) : p(f) < R}

is open for all R > 0. However, by the definition of the norm, this is reduced to proving

(33.7) {f ∈ C∞
c (Ω;K) : p(f) < R}

for all K ∈ K(Ω). Since p|K consists of finite sum, it is clear that the above subset in C∞
c (Ω;K)

is open. Therefore, p is continuous.

Note that p(fj−fk) ≥ 2 if j and k are not the same. Therefore, {fj}j∈N is not convergent. □

Proposition 33.6. Let {φk}k∈N be a sequence in C∞
c (Ω;K). Then {Φk}k∈N is convergent to

φ ∈ C∞
c (Ω;K), precisely when the following conditions are fulfilled.

(1) There exists K ∈ K(Ω) so that

(33.8) supp (φk) ⊂ K

for all K.
(2) For all α ∈ N0

d, we have

(33.9) pα(φk − φ)→ 0

as k →∞.

We should keep in mind that (33.8) is a necessary condition for convergence.

Proof. It is easy to see φk → φ as k →∞ once we assume (33.8) and (33.9).

Suppose that φk → φ as k →∞. Then
∞∪
k=1

φk is relatively compact by Lemma 33.5, which

means (33.8). Therefore, (33.9) is now immediate from the definition of the convergence. □
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Bounded set of D(Ω). Following the definition, let us characterize bounded sets in D(Ω). Let
A be a bounded set.

Theorem 33.7. A subset A in D(Ω) is bounded, if there exists a compact set K such that

(33.10) A ⊂ C∞
c (Ω;K)

and

(33.11) sup
a∈A

pN (a) <∞

for each N ∈ N.

Proof. Assume that A satisfies the condition above. Then A is a subset of C∞
c (Ω;K). Let

U be an open set containing 0. Then U ∩ C∞
c (Ω;K) is an open set in C∞

c (Ω;K) containing
0. Therefore, there exists α ∈ N such that A ⊂ α(U ∩ C∞

c (Ω;K)) ⊂ αU . Therefore, it follows
that A is bounded in D(Ω).

Assume first that A is bounded. Let us deny the first inclusion. Then there exists a se-
quence of points {xj}j∈N with no culmination points and {φj}j∈N ⊂ A such that

(33.12) φj(xj) ̸= 0.

By discarding some points and functions, we may assume the points {xj}j∈N are all distinct.
In this case there exists a disjoint sequence of balls {Bj} centered at xj . Let {ψj}j∈N be a
sequence of cut-off smooth functions such that ψj equals 1 near xj for each j. Now define

(33.13) p(φ) =

∞∑
j=1

j
∥ψjφ∥∞
|φj(xj)|

.

As before, p is a continuous functional. Therefore, there exists M > 0 such that A ⊂
p−1([0,M ]). However, this is a contradiction. Indeed, φj ∈ A ∩ p−1([j,∞)) for all j. This
is impossible, if j > M . Having proved this, we see that A is a bounded subset of D(Ω;K).
Therefore, the second condition is trivial. □

Let us prove functions of the tensored type form a dense subset in D(Rd1 × Rd2).

Theorem 33.8. Let d1, d2 ∈ N. The set of all the functions of tensored type, that is, the set
of the functions of the form

(33.14) Φ(x, y) =
k∑
j=1

fj(x)gj(y), k ∈ N, f1, f2, . . . , fk ∈ D(Rd1), g1, g2, . . . , gk ∈ D(Rd2)

is a dense subset of D(Rd1,d2).

Proof. Set up Let F ∈ D(Rd1+d2). Choose R so large that

(33.15) supp (F ) ⊂ {(x1, x2, . . . , xd1 , y1, y2, . . . , yd2) ∈ Rd1+d2 : ∥ (x, y)∥∞ < R},
where

(33.16) ∥ (x, y)∥∞ := max(|x1|, |x2|, . . . , |xd1 |, |y1|, |y2|, . . . , |yd2 |).
Pick a cut-off function η : R→ R so that

(33.17) χ[−R,R] ≤ η ≤ χ[−2R,2R].

Set ζ(x, y) =

d1∏
j=1

η(xj) ·
d2∏
j=1

η(yj).
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Approximation procedure Define

(33.18) G(x, y) =
∑
j∈Zd1

∑
k∈Zd2

F (x− 2Rj, y − 2Rk).

Then G is 2R-periodic and smooth. Therefore, we can expand it into a Fourier series

(33.19) G(x, y) =
∑
j∈Zd1

∑
k∈Zd2

ajk · exp
(
i
πj · x+ πk · y

2R

)
.

Recall that any partial derivative converges uniformly. Since F (x, y) = ζ(x, y)G(x, y), we have

(33.20) F (x, y) =
∑
j∈Zd1

∑
k∈Zd2

ajk · ζ(x, y) exp
(
πi
j · x+ k · y

2R

)
.

Since ζ(x, y) exp

(
πi
j · x+ k · y

2R

)
is a tensor product of a D(Rd1) function and a D(Rd2) func-

tion, we see that F can be approximated in the desired way. □

D′(Ω). Let us now turn to the topological dual. D′(Ω) is defined as the dual of D(Ω) in the
way described in the previous section.

Definition 33.9. The distribution space D′(Ω) is the set of all continuous functional on D(Ω).
Its topology is the weakest one such that

(33.21) f ∈ D′(Ω)→ ⟨f, φ⟩ ∈ C
is continuous for all φ ∈ D(Ω).

Theorem 33.10. Suppose that H is a subset of D′(Ω). Then the following is equivalent.

(1) sup
F∈H

| ⟨F,φ⟩ | <∞ for all φ ∈ D(Ω).

(2) There exists a neighborhood U of 0 ∈ D(Ω) such that sup
F∈H

sup
φ∈U
| ⟨F,φ⟩ | ≤ 1.

Proof. Needless to say (2) is much stronger than (1). Thus, we have to show (2) assuming (1).
Define

(33.22) Aj := {φ ∈ D(Ω) : sup
F∈H

| ⟨F,φ⟩ | ≤ j}, Bj := {φ ∈ D(Ω) : sup
F∈H

| ⟨F,φ⟩ | < j}.

It suffices to show that B1 is open in D(Ω). Then the assumption reads D(Ω) =
∪
j∈N

Aj .

Observe also that Aj = j ·A1.

Let K be a compact set chosen arbitrarily. Then

(33.23) C∞
c (Ω;K) =

∞∪
j=1

(Aj ∩ C∞
c (Ω;K)) .

Since C∞
c (Ω;K) can be topologized by a complete metric, we are in the position to apply the

Baire category theorem to conclude that Aj ∩ C∞
c (Ω;K) contains an interior point for some

j. Since Aj ∩ C∞
c (Ω;K) = j · (A1 ∩ C∞

c (Ω;K)) and A1 ∩ C∞
c (Ω;K) is symmetric, that is,

φ ∈ A1 ∩ C∞
c (Ω;K) implies −φ ∈ A1 ∩ C∞

c (Ω;K), we see that 0 ∈ A1 ∩ C∞
c (Ω;K). From the

fact that 0 ∈ A1 ∩C∞
c (Ω;K), we deduce that B1 ∩C∞

c (Ω;K) is open for each compact set K.
As a result B1 is an open set we are looking for. □

Finally we conclude this section by presenting a condition for f ∈ D′(Rd) to be regarded as
an element in D′

L1(Rd), the dual of DL1(Rd).
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Proposition 33.11. In order that f ∈ D′(Rd) can be regarded as an element in D′
L1(Rd), it

is necessary and sufficient that f can be expressed as follows :

(33.24) f =
∑

|α|≤N

∂αfj ,

where the fj ∈ L∞(Rd) and N ∈ N.

Proof. We prove the necessity, the sufficiency being trivial. Let f ∈ D′
L1(Rd). Then there exist

c,N ∈ N such that

(33.25) | ⟨f, φ⟩ | ≲
∑

|α|≤N

∫
Rd
|∂αφ|

for all φ ∈ DL1(R). Let X be the closure of the subspace

(33.26)

{∂αφ}|α|≤N ∈ ∏
|α|≤N

L1(Rd) : φ ∈ DL1(Rd)


in

∏
|α|≤N

L1(Rd). Then f can be regarded as a continuous linear functional F on X. By

Hahn-Banach theorem and the duality L1(Rd)-L∞(Rd), there exists a collection {fα}|α|≤N of

DL1(Rd) functions

(33.27) ⟨f, φ⟩ =
∑

|α|≤N

∫
Rd
fj ∂

αφ

for all φ ∈ DL1(Rd). As a result, we conclude that

(33.28) f =
∑

|α|≤N

∂αfj ,

which is the desired result. □

This assertion contains a surprising corollary, which gives us a characterization of elements
in S ′(Rd).

Theorem 33.12. Let f ∈ S ′(Rd). Then it can be expressed as

(33.29) f =

N∑
j=1

∂αjfj ,

where the fj are regular distributions that satisfy

(33.30) |fj(x)| ≲ ⟨x⟩Mj

and α1, . . . , αN ∈ N0
d.

Proof. Letm ∈ N be an integer such that (1+|x|2)−mf ∈ D′
L1(Rd). Then the above proposition

shows us

(33.31) (1 + |x|2)−mf =
∑

|α|≤N

∂αfα

for some {fα}|α|≤N with N large. It remains to arrange the above inequality by using the
Leibnitz rule. □
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33.2. E(Ω) and E′(Ω).

We now make C∞(Ω), the set of all smooth functions not always compactly supported, into
a topological vector space. Let us investigate the structure of C∞(Ω) as a topological vector
space.

Definition 33.13. E(Ω) is a topological vector space that equals to C∞(Ω) as a set. The
topology of E(Ω) is the weakest topology such that

(33.32) φ ∈ E(Ω)→ pK,α(φ) := sup
x∈K
|∂αφ(x)|

is continuous for all K ∈ K(Ω). E′(Ω) is the topological dual of E(Ω). For the sake of simplicity
we set

(33.33) pK,N (φ) :=
∑
α∈N0

d

|α|≤N

pK,α(φ).

Below we regard D(Ω) as a subset of E(Ω) naturally.

Lemma 33.14. Let U be an open set in E(Ω). Then U ∩D(Ω;K) is open in D(Ω;K) for each
compact set K ∈ K(Ω).

Proof. By translation we may assume 0 ∈ U ∩ D(Ω;K) and 0 is an interior of U ∩ D(Ω;K).
From the definition of the topology we have

(33.34) {φ ∈ E(Ω) : N pK,N (φ) < 1} ⊂ U

for some K ∈ K(Ω) and N ∈ N. Since

(33.35) {φ ∈ D(Ω;K) : N pK,N (φ) < 1}

is open in D(Ω;K), we conclude that U ∩D(Ω;K) is open. □

Definition 33.15. Let F ∈ E′(Ω) or D′(Ω). Then the support of F is the set of all points x
such that the following property fails : There exists a neighborhood U(⊂ Ω) of x such that

(33.36) ⟨F,φ⟩ = 0

whenever φ ∈ C∞
c (Ω) is supported on U .

Proposition 33.16. Let {η(j)}j∈N ⊂ D(Ω) be an increasing sequence of cut-off functions
satisfying

(33.37) Ω =
∞∪
j=1

supp (η(j)), ηj+1 ≡ 1 on supp (η(j))

for each j. Then

(33.38) lim
j→∞

η(j) · f = f

for every f ∈ E(Ω).

Proof. For the proof, we have to prove

(33.39) lim
j→∞

pK,N (f − fj) = 0

for each K ∈ K(Ω) and N ∈ N. Because every neighborhood of 0 contains a finite intersection
of sets of the form

(33.40) {φ ∈ E(Ω) : pK,N (φ) < ε},
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where K ∈ K(Ω), N ∈ N and ε > 0. Having clarified what to prove, it is not hard to
prove (33.39). Indeed, pK,N (f − fj) = 0 if j is sufficiently large. Thus, the proof is therefore
complete. □
Theorem 33.17. Let Ω be an open set in Rd.

(1) The restriction mapping

(33.41) F ∈ E′(Ω) 7→ F |D(Ω) ∈ D′(Ω)

is well-defined, injective and continuous.
(2) Conversely f ∈ D′(Ω) is realized by some F ∈ E′(Ω) in the manner above, if and only

if f is compactly supported.

Proof. (1) : well-definedness We are going to show that F |D(Ω) belongs to D′(Ω). It suffices

to show

(33.42) {φ ∈ D(Ω) : | ⟨F,φ⟩ | < 1}
is an open set in D(Ω). To see this, we have only to check that

(33.43) {φ ∈ D(Ω;K) : | ⟨F,φ⟩ | < 1}
is open in D(Ω;K) for each compact set K. However, we can write

(33.44) {φ ∈ D(Ω;K) : | ⟨F,φ⟩ | < 1} = {φ ∈ E(Ω) : | ⟨F,φ⟩ | < 1} ∩D(Ω;K).

Therefore, the set in question is open in D(Ω;K).

(1) : injectivity Let f.g ∈ E′(Ω). Then keeping to the same notation as Proposition 33.16

we have

(33.45) ⟨f, φ⟩ = lim
j→∞
⟨f, η(j) · φ⟩ = lim

j→∞
⟨g, η(j) · φ⟩ = ⟨g, φ⟩.

Here for the second inequality we used the assumption that f and g agree on D(Ω).

(1) : continuity Continuity is almost trivial. Because if {fα}α∈A ⊂ E′(Ω) is a net conver-

gent to f ∈ E′(Ω), then

(33.46) lim
α∈A
⟨fα, φ⟩ = ⟨f, φ⟩

for each φ ∈ D(Ω)(⊂ E(Ω)). Therefore, {fα|D(Ω)}α∈A ⊂ D′(Ω) is a net convergent to
f |D(Ω) ∈ D′(Ω). Thus, the mapping in question is continuous.

(2) : “Only if ” part Let F ∈ E′(Ω). Then there exists K ∈ K(Ω) and N ∈ N such that

(33.47) {φ ∈ E(Ω) : N pK,N (φ) ≤ 1} ⊂ {φ ∈ E(Ω) : | ⟨F,φ⟩ | ≤ 1}.
Therefore

(33.48) | ⟨F,φ⟩ | ≤ N pK,N (φ).

Thus, if φ vanishes in K, then ⟨F,φ⟩ = 0. Therefore any point outside K is not a support of
F . Thus, F is compactly supported. Therefore, f ∈ D′(Ω) can be expressed as a restriction of
some F ∈ E′(Ω) only if it is compactly supported.

(2) : “If ” part “If part ” is easier to prove. Indeed, assume f ∈ D′(Ω) is compactly

supported. Then choose a cut-off function ζ ∈ D(Ω) that equals 1 on and near the support of
f . Define F ∈ E′(Ω) by

(33.49) ⟨F,φ⟩ = ⟨f, ζ · φ⟩.
Then f is a restriction of F to D(Ω). This is the desired result. □
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Notes and references for Chapter 15.

Section 31. Moore and Smith considered a generalization of the limit of sequences in [358].

Theorems 31.4, 31.5 and 31.6 can be regarded as a triumph of their theory in that they
generalize theorems corresponding to Rd and countable sequences.

Section 32. Theorem 32.5

Theorem 32.7

Theorem 32.9

Theorem 32.12 and Theorem 32.13 were investigated by S. Nakano.

Theorem 32.14

Theorem 32.19

Theorems 32.20 and 32.21 are called the Banach-Alaoglu theorem. In [77] Alaoglu found the
theorem.

M. G. Klein and D. P. Milman obtained Theorem 32.26 in [270].

Section 33. Theorem 32.27

Theorem 32.28

Theorem 32.29

Theorem 32.34

Theorem 32.37

The author owed the idea for the proof of Theorem 32.41 to the textbook [9].

Theorem 32.42

Theorem 32.43

Theorem 32.46

Theorem 33.7

Theorem 33.8

Theorem 33.10

Theorem 33.12

Theorem 33.17

We refer to [230, 149] for other examples of locally convex spaces.

The author has referred to [4, 61, 71] in writing this section.
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Part 16. Interpolation

Here we consider intermediate quasi-Banach spaces of given two quasi-Banach spaces. For
example, for k ∈ N, we want to take up the intermediate spaces between Ck and C0. To
formulate the results, we need to clarify what pair of (quasi)-Banach spaces can be interpolated.
Section 34 is devoted to this formulation. That is, we are going to define pairs of Banach spaces
that we can interpolate. In Section 35 we actually interpolate such Banach spaces. We deal with
real interpolation and complex interpolation. Each method has advantage and shortcomings.
The real interpolation method is applicable to sub-linear operators. The target need not be a
Banach space; we can consider quasi-Banach spaces, or more general topological linear spaces.
Another merit of real interpolation is to improve function spaces: For example, the starting
point can be a little bad function spaces. We have seen in the proof of the boundedness of
the Hardy-Littlewood maximal operator M : Recall that M is not linear, nor is it L1(Rd)-
bounded. We interpolated boundedness of weak-L1(Rd) type and of L∞(Rd) type. As we have
seen the weak-L1 space is not a Banach space; it fails the triangle inequality. Meanwhile, the
complex interpolation came from a natural context of complex analysis. It can be also applied
to multi-linear operators and a family of operators containing the complex parameters. Section
36 intends a series of examples in Section 35: We interpolate Lp-spaces.

34. Interpolation

Interpolation is one of the elementary tools in harmonic analysis.

34.1. Compatible couple.

Interpolation, as the name suggests, gives us information from some given pieces of infor-
mation. Envisage the Fourier transform F . We have shown before that F : L1(Rd)→ L∞(Rd)
and F : L2(Rd)→ L2(Rd). Although we did not referred to the Lp(Rd)-boundedness property
(1 < p < 2), an interpolation tells us that F : Lp(Rd)→ Lp

′
(Rd) is a continuous mapping. This

is an interpolation between two Lebesgue spaces. However, in general, if two Banach spaces are
similar in some sense, we can interpolate them. First of all, we shall formulate what “a pair of
two quasi-Banach spaces is similar ” means. We begin with presenting the definitions and then
exhibit some examples of their notions.

Definition 34.1. A pair of quasi-Banach spaces (X0, X1) is a compatible couple if there exists
a topological space X into which both X0 and X1 are continuously embedded. In this case
(X0, X1) is said to be a compatible quasi-Banach couple. If X0 and X1 are Banach spaces,
(even if X is not) then one says that (X0, X1) is a compatible Banach couple.

Given a compatible couple (X0, X1) embedded into X, the most fundamental spaces are
X0 ∩X1 and X0 +X1, which can be given as follows:

Definition 34.2. Suppose that (X0, X1) is a compatible couple embedded into a topological
vector space X. Below one regards X0 and X1 as subsets equipped with different topology.
Define

X0 ∩X1 := {x ∈ X : x ∈ X0, and x ∈ X1}
X0 +X1 := {x ∈ X : x = x0 + x1 for some x0 ∈ X0, x1 ∈ X1}.

Equip X0 ∩X1 and X0 +X1 with the following norms respectively.

∥x∥X0∩X1 := max(∥x∥X0 , ∥x∥X1)

∥x∥X0+X1 := inf {∥x0∥X0 + ∥x1∥X1 : x0 ∈ X0, x1 ∈ X1, x = x0 + x1} .
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Example 34.3.

(1) A pair (S(Rd),S ′(Rd)) is a compatible couple, since S(Rd) is embedded into S ′(Rd).
(2) Let (X,µ) be a σ-finite space. Then (Lp1(µ), Lp2(µ)) is a compatible couple for all

0 < p1 ≤ p2 ≤ ∞. Indeed, they are both continuously embedded into the set of
all measurable functions. The set of all measurable functions has a linear topology
generated by the set of functional given by

(34.1) {[f 7→ µ{|f | > λ}] : λ > 0}.

Before we investigate some more examples, let us remark the following elementary fact.

Theorem 34.4. Suppose that (X0, X1) is a compatible couple of (quasi-)Banach spaces embed-
ded into a topological space X. Then X0 ∩X1 and X0 +X1 are (quasi-)Banach spaces.

Exercise 207. Prove Theorem 34.4. Especially show their completeness by using Theorem 10.12.

Dual space. Let us investigate the dual space of a compatible couple (X0, X1).

Proposition 34.5. Suppose that (X0, X1) is a compatible couple. Then so is (X0
∗, X1

∗).

Proof. Just notice that (X0 ∩X1)
∗ is one of the topological spaces into which X0

∗ and X1
∗ are

embedded. □

Theorem 34.6 (Duality theorem). Suppose that X0 and X1 are Banach spaces. Assume in
addition that X0 ∩X1 is dense in X0 and X1. Then

(34.2) (X0 ∩X1)
∗ = X0

∗ +X1
∗, (X0 +X1)

∗ = X0
∗ ∩X1

∗

with

∥x∗∥X0
∗+X1

∗ = sup
x∈X0∩X1

| ⟨x∗, x⟩ |
∥x∥X0∩X1

for all x∗ ∈ X0
∗ +X1

∗

∥x∗∥X0
∗∩X1

∗ = sup
x∈X0+X1

| ⟨x∗, x⟩ |
∥x∥X0+X1

for all x∗ ∈ X0
∗ ∩X1

∗.

Proof. It is straightforward to prove that

(34.3) (X0 ∩X1)
∗ ←↩ X0

∗ +X1
∗, (X0 +X1)

∗ = X0
∗ ∩X1

∗

and that

∥x∗∥X0
∗+X1

∗ ≥ sup
x∈X0∩X1

| ⟨x∗, x⟩ |
∥x∥X0∩X1

(34.4)

∥x∗∥X0
∗∩X1

∗ = sup
x∈X0+X1

| ⟨x∗, x⟩ |
∥x∥X0+X1

.(34.5)

We leave the proof of (34.3), (34.4) and (34.5) as an exercise (Exercise 208.)

Let us prove the reverse inclusion of (34.3). To this end, we take x∗ ∈ (X0 ∩X1)
∗. Define

(34.6) E := {(x0, x1) ∈ X0 ⊕X1 : x0 = x1 ∈ X0 ∩X1}.
Recall that the norm of X0 ⊕X1 is given by

(34.7) ∥ (x0, x1) : X0 ⊕X1∥ = max(∥x0∥X0 , ∥x1∥X1),

which immediately yields that E is a closed subspace. Furthermore, the dual of X0 ⊕ X1 is
canonically identified with X0

∗ ⊕X1
∗, whose norm is given by

(34.8) ∥ (x0∗, x1∗) ∥X0⊕X1 = ∥x0∗∥X0 + ∥x1∗∥X1 .
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Then l : (x0, x1) ∈ E 7→
1

2
x∗(x0 + x1) is a continuous functional which is dominated by the

norm of X0 ⊕X1. Therefore, l extends to a continuous linear functional L on X0 ⊕X1. As a
result we obtain x0

∗ and x1
∗ such that

(34.9) ∥x0∗∥X0
∗ + ∥x1∗∥X1

∗ ≤ ∥L∥(X0⊕X1)∗ = ∥x∗∥(X0∩X1)∗

and that

(34.10) L(x0, x1) = ⟨x0∗, x0⟩+ ⟨x1∗, x1⟩

for all (x0, x1) ∈ X0 +X1. Letting x0 = x1 = x, we obtain

(34.11) ⟨x∗, x⟩ = L(x, x) = ⟨x0∗, x⟩+ ⟨x1∗, x⟩.

Thus, x∗ := x0
∗ + x1

∗ and we deduce from 34.9 that

∥x∗∥X0
∗+X1

∗ ≤ ∥x0∗∥X0
∗ + ∥x1∗∥X1

∗ ≤ ∥x∗∥(X0∩X1)∗ .

This is the desired converse inequality. □

Exercise 208. Prove (34.3)–(34.5).

Exercise 209.

(1) If X and Y are Banach spaces such that X is continuously embedded into Y , then show
that (X,Y ) is a compatible couple.

(2) What is the space into which both X and Y are continuously embedded ?

Exercise 210. We define two functions Φ,Ψ by

Φ(t) := min(t, t2), Ψ(t) :=

{
t2 0 ≤ t ≤ 1,
2t− 1 1 ≤ t <∞

for t ≥ 0. Then prove that LΦ ≃ L1(Rd) ∩ L2(Rd) and LΨ ≃ L1(Rd) + L2(Rd) with norm
equivalence.

Exercise 211. Prove that L1(Rd) and L∞(Rd) are Banach spaces which can be embedded into
S ′(Rd).

34.2. Weak-type function spaces.

Here we suppose that (X,B, µ) is a measure space.

Definition 34.7. Let 1 ≤ p < ∞. A measurable function f is a weak-Lp(µ) function, if it
satisfies

(34.12) ∥f∥Lp,∞(µ) := sup
λ>0

λpµ{ |f | > λ} <∞.

Denote the totality of weak-Lp(µ) functions by Lp,∞(µ).

A typical advantage of dealing with Lp,∞(µ) functions can be seen in the following example.

Example 34.8. Let a > 0 and 0 < p < ∞. Then |x| da /∈ Lp((0,∞)) . However, we still have

|x| da ∈ La
−1,∞((0,∞)).

Exercise 212. Let X = [0, 1], µ = dx|X. Define f(ρ) = ρ, g(ρ) = 1 − ρ for ρ ∈ X. Then show
that

(34.13) ∥f∥L1,∞ = ∥g∥L1,∞ =
1

4
, ∥f + g∥L1,∞ = 1.

In particular the triange inequality fails.
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Exercise 213. This is a good contrast of the fact that we can deduce from the Fubini theorem
that h ∈ L1(R2) if we assume f, g ∈ L1(R). Let f ∈ L1,∞(R) and g ∈ L1,∞(R). Then
define h(x, y) = (f ⊗ g)(x, y) = f(x)g(y). Can we say that h ∈ L1,∞(R2) ? Hint : Consider
f(x) = |x|−1, g(y) = |y|−1.

Remark 34.9. Let 1 ≤ p <∞.

(1) The function space L1,∞(µ) is not a normed space.

(2) The function f(x) = min

{
1,

2

1 + |x|

}
, appearing in the previous part, belongs to L1,∞.

(3) For 0 < p < ∞, we have Lp(µ) ↪→ Lp,∞(µ), which is immediate from the Chebychev
inequality.

Exercise 214. Fill in the details of Remark 34.9 and prove each assertion.

Exercise 215. What is the axiom of the normed space for which L1,∞(µ) fails ?

Definition 34.10. Denote by Meas(µ) the linear space of all measurable complex valued
functions modulo µ-null sets. Topologize Meas(µ) with the following family of functionals.

(34.14) M(E; ε, g)(f) := µ{x ∈ E : |f(x)− g(x)| < ε} (E ∈ B, ε > 0, g ∈ Meas(µ)).

If µ = dx, the Lebesgue measure on Rd, then omit (µ) to write Meas.

Example 34.11. Let (X,B, µ) be a measure space. Then establish that (L1(µ), L∞(µ)) is a
compatible couple such that Meas(µ) is a topological vector space into which both L1(µ) and
L∞(µ) are continuously embedded.

34.3. Interpolation techniques.

Having set down the preliminary facts, we are now going to state the elementary theorem.
First, we state the interpolation of two types of weak boundedness.

Definition 34.12 (Sublinear mappings). A mapping T from a Banach space X to Meas(µ) is
said to be sublinear, if

|T (f + g)(x)| ≤ |Tf(x)|+ |Tg(x)|
|T (a · f)(x)| = |a| · |Tf(x)|

for all f ∈ L∞(µ) + L1(µ), a ∈ C.

Definition 34.13 (Weak-(p, q) bounded operator). A sublinear operator T is said to be a
weak-(p, q) bounded operator from Lp(µ) to Meas(µ), if

(34.15) ∥T∥Lp(µ)→Lq,∞(µ) := sup
f∈Lp(µ)

∥Tf∥Lq,∞(µ)

∥f∥Lp(µ)
.

Exercise 216. Let T be a bounded linear operator from Lp(µ) to Lq(µ). Show that T is weak-
(p, q) bounded.

Needless to say, a typical example of sublinear weak-(1, 1) bounded operators is the Hardy-
Littlewood maximal operator M : L1 + L∞(Rd) → Meas, where Meas denotes the set of all
measurable functions in Rd.

The next theorem concerns interpolation of weak-Lp0 and L∞(µ)

Theorem 34.14 (Marcinkiewicz’s interpolation theorem I). Let (X,B, µ) and (Y,F , ν) be
measure spaces and 1 ≤ p0 < ∞. Let T be a mapping sending Lp0(µ) + L∞(µ) functions to
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measurable functions. Assume that T is sublinear and that there exist Mp0 and M∞ such that

∥Tf∥Lp0,∞(ν) ≤Mp0∥f∥Lp0 (µ)(34.16)

∥Tf∥L∞(ν) ≤M∞∥f∥L∞(µ)(34.17)

for all f ∈ Lp0(µ) and f ∈ L∞(µ) respectively. Then for all p0 < p <∞ we have

(34.18) ∥Tf∥Lp(ν) ≲p,Mp0 ,M∞ ∥f∥Lp(µ).

Proof. If p0 = ∞, then mimic the proof of the Lp(Rd)-boundedness of the Hardy-Littlewood
maximal operator M . If we replace M with T , we will obtain the proof. Therefore assume that
p0 <∞ below.

We begin with changing variables.

∥Tf∥pLp(ν) =
∫ ∞

0

p λp−1ν{|Tf | > λ} dλ = (1 +M∞)p
∫ ∞

0

p λp−1ν{|Tf | > (1 +M∞)λ} dλ.

We decompose f at height λ: Set f1 = χ{|f |>λ} · f and f2 = χ{|f |≤λ} · f . Observe that
(34.17) yields |Tf2(x)| ≲ λ ν-almost everywhere. The triangle inequality gives

(34.19) { |Tf | > (1 +M∞)λ} ≤ { |Tf1|+ |Tf2| > (1 +M∞)λ} ≤ { |Tf1| > λ}.

Therefore, by virtue of (34.16) we have

(34.20) ν{ |Tf | > (1+M∞)λ} | ≲ 1

λp0

∫
X

|f1(x)|p0 dµ(x) =
1

λp0

∫
X

χ{ |f |>λ}(x)|f(x)|p0 dµ(x).

Inserting this inequality and using the Fubini theorem, we obtain

(34.21) ∥Tf∥pLp(ν) ≲
∫ ∞

0

(∫
X

λp−p0−1χ{|f |>λ}(x)|f(x)|p0 dµ(x)
)
dλ ≃

∫
X

|f(x)|p dµ(x).

This is the desired result. □

Accordingly, we have the result on the interpolation of weak-Lp0 and weak-Lp1 for 1 ≤ p0 <
p1 <∞.

Theorem 34.15 (Marcinkiewicz’s interpolation II). Suppose that 1 ≤ p0 < p1 < ∞. Let
(X,B, µ) and (Y,F , ν) be measure spaces. Suppose that T is a sublinear mapping from Lp0(µ)+
Lp1(µ) to the set of ν-measurable functions. Assume

ν{|Tf | > λ} ≤ Mp0

λp0

∫
X

|f(x)|p0 dµ(x)(34.22)

ν{|Tf | > λ} ≤ Mp1

λp1

∫
X

|f(x)|p1 dµ(x)(34.23)

for all f ∈ Lp0(µ) ∩ Lp1(µ). Then we have for all p0 < p < p1 that

(34.24) ∥Tf∥Lp(ν) ≲p,p0,p1,Mp0 ,Mp1
∥f |Lp(µ).

Proof. The proof depends upon the distribution formula again :

∥Tf∥pLp(ν) = p

∫ ∞

0

ρp−1ν{y ∈ Y : |Tf(y)| > ρ} dρ

= p 2p
∫ ∞

0

λp−1ν{|Tf | > 2λ} dλ.

As before, we have changed variables in order to transform the formula to the form of our
disposal.
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In order to utilize the assumptions we decompose f at height λ : Split f = f0 + f1 with
f0 = χ{|f |>λ} · f and f2 = f − f0. Observe that

(34.25) ν{|Tf | > 2λ} ≤ ν{y ∈ Y : |Tf0(y)| > λ}+ ν{y ∈ Y : |Tf1(y)| > λ}.

Along this decomposition, first of all , we shall estimate

(34.26)

∫ ∞

0

pλp−1ν{y ∈ Y : |Tf0(y)| > λ} dλ.

Using assumption (34.22), we have∫ ∞

0

pλp−1ν{y ∈ Y : |Tf0(y)| > λ} dλ ≲
∫ ∞

0

λp−1 ·
(

1

λp0

∫
X

|f0(x)|p0 dµ(x)
)
dλ.

Thus, if we make use of the Fubini theorem, it follows that∫ ∞

0

pλp−1ν{y ∈ Y : |Tf0(y)| > λ} dλ ≲
∫
X

(∫ |f(x)|

0

λp−p0−1 dλ

)
|f(x)|p0 dµ(x)

≃p,p0
∫
X

|f(x)|p dµ(x).

The treatment of f1 is the same as that of f0. Using assumption (34.23), we have∫ ∞

0

pλp−1ν{y ∈ Y : |Tf1(y)| > λ} dλ ≲
∫ ∞

0

λp−p1−1 ·

(∫
{|f |≤λ}

|f(x)|p1 dµ(x)

)
dλ.

By the Fubini theorem for positive functions, we obtain∫ ∞

0

pλp−1ν{y ∈ Y : |Tf1(y)| > λ} dλ ≲
∫
X

(∫ ∞

|f(x)|
λp−p1−1 dλ

)
|f(x)|p1 dµ(x)

≃p,p1
∫
X

|f(x)|p dµ(x).

Putting together these estimates, we have for all p0 < p < p1

∥Tf∥pLp(ν) =
∫
Y

|Tf(y)|p dν(y) ≲p,p0,p1
∫
X

|f(x)|p dµ(x).

This is the desired estimate. □

The next theorem is just a rephrasement of Theorems 34.14 and 34.15. However, it has been
playing a key role to obtain the boundedness of the Hardy-Littlewood maximal operator and
the singular integral operators.

Theorem 34.16.

(1) Let M denote the Hardy-Littlewood maximal operator. Suppose that 1 < p ≤ ∞. Then
we have

(34.27) ∥Mf∥p ≲p ∥f∥p
for all f ∈ Lp(Rd).

(2) Suppose that T is a singular integral operator. Then for 1 < p < 2 we have

(34.28) ∥Tf∥p ≲p ∥f∥p
for all f ∈ Lp(Rd) ∩ L2(Rd).
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Interpolation technique of Lp(Rd) and BMO(Rd)

Before we conclude this paragraph, let us place ourselves in the setting of Rd with the
Lebesgue measure and reconsider the function space BMO(Rd). As we have seen, BMO(Rd)
plays a substitute role of L∞(Rd). Therefore, it is natural to guess the following holds.

Theorem 34.17. Suppose that S : L∞(Rd) → BMO(Rd) and T : Lp(Rd) → Lp(Rd) with
1 < p <∞ are bounded linear operators. If

(34.29) Sf = Tf modulo C for all f ∈ Lp(Rd) ∩ L∞(Rd),

then T extends to a bounded linear operator on Lq(Rd) with p < q <∞.

Proof. Observe that M ♯ acts on Tf ∈ Lp(Rd) as well as on Sf ∈ BMO(Rd), when f ∈
Lp(Rd) ∩ L∞(Rd). In this case the assumption that Sf = Tf modulo additive constants reads

(34.30) M ♯[Tf ] =M ♯[Sf ].

Meanwhile the boundedness of T and S can be rephrased as
(34.31)
∥M ♯ ◦ T (f) ∥p = ∥M ♯[Tf ] ∥p ≲ ∥f∥p, ∥M ♯ ◦ T (f) ∥∞ = ∥M ♯[Tf ] ∥∞ = ∥M ♯[Sf ] ∥∞ ≲ ∥f∥∞
for all f ∈ Lp(Rd) ∩ L∞(Rd). If we interpolate this, then we have

(34.32) ∥M ♯[Tf ] ∥q ≲ ∥f∥q
for all p ≤ q <∞ with f ∈ Lp(Rd) ∩ L∞(Rd).

Let f ∈ Lp(Rd)∩L∞(Rd). Since Tf ∈ Lp(Rd), we are in the position of using Theorem 20.5
to obtain

(34.33) ∥Tf∥q ≲ ∥M ♯[Tf ] ∥q.
Combining (34.32) and (34.33), we obtain

(34.34) ∥Tf∥q ≲ ∥f∥q.
Now we have Lp(Rd) ∩ L∞(Rd) is dense in Lq(Rd), assuming q is finite. Therefore, T can be
extended to a bounded linear operator on Lq(Rd). □

35. Interpolation functors

In this section we suppose that (X0, X1) is a compatible couple such that X0 and X1 are
embedded into a topological linear space X.

We introduce to two methods with which to generate Banach spaces starting from (X0, X1).
In general such a method is called interpolation functor. To be rigorous, this is an abuse of
language from algebra. However, we do not allude to this subtle point and we shall be naive
to use this terminology in this book.

Here is a general principle: Suppose that (X0, X1) is a compatible couple. The interpolation
functors are method with which to create Banach spaces between X0 ∩X1 and X0 +X1.

35.1. Real interpolation functors.

K-method.

Let us investigate the K-method, which is a standard way to define the real interpolation
functor.
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Definition 35.1 (quasi-Banach space tX). Let t > 0 and X a quasi-Banach space. Then
denote by tX a quasi-Banach space which coincides with X as a set and which is normed by

(35.1) ∥x∥tX := t ∥x∥X
for x ∈ tX(= X).

Roughly speaking, the point of K-functional is to give a “strict norm” and consider the
elements with finite norms.

Definition 35.2 (K-functional). The K-functional of (X0, X1) is a mapping

(35.2) K : (X0 +X1)× [0,∞)→ [0,∞)

which is given by

(35.3) K(x, t) := inf {(∥x0∥X0 + t ∥x1∥X1) : x0 ∈ X0, x1 ∈ X1, x = x0 + x1} = ∥x∥X0+tX1 .

The method using the K-functional is called the K-mothod.

Definition 35.3 (Real interpolation functor). Let 0 < θ < 1 and 0 < q ≤ ∞. Then define
Kθ,q(X0, X1) := (X0, X1)θ,q as a subspace of X0 +X1 seminormed by

(35.4) ∥x∥(X0,X1)θ,q =

(∫ ∞

0

(t−θK(x, t))q
dt

t

) 1
q

.

It is elementary to prove the following inequalities.

Lemma 35.4. Let t, s > 0 and x ∈ X0 +X1. Then we have K(t, x) ≤ min

(
1,
t

s

)
K(s, x).

Corollary 35.5. Let 0 < θ < 1 and 0 < q ≤ ∞. Then

(35.5) sup
t>0

t−θK(t, x) ≲ ∥x∥[X0,X1]θ,q .

Exercise 217. Prove Lemma 35.4 and Corollary 35.5.

Exercise 218. Show that (X0, X1)θ,q is complete. Hint : Perhaps, the Fatou lemma will help
you.

It is sometimes helpful to use the discrete version of the norms.

Lemma 35.6. Let 0 < q ≤ ∞ and 0 < θ < 1. Then there exists a constant c > 0 such that

(35.6)

∑
j∈Z

2−jθK(2j , x;X0, X1)
q

 1
q

≃ ∥x∥(X0,X1)θ,q

for all x ∈ X0 +X1.

Proof. Let 2j ≤ s ≤ 2j+1 with j ∈ Z. Then we have

(35.7) K(2j , x;X0, X1) ≤ K(s, x;X0, X1) ≤ 2K(2j , x;X0, X1)

for all x ∈ X. Therefore, inserting this bilateral estimate to equality

∥x∥(X0,X1)θ,q =

∑
j∈Z

∫ 2j+1

2j

(
K(t, x;X0, X1)

tθ

)q
dt

t

 1
q

,
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we obtain

∥x∥(X0,X1)θ,q ≃

∑
j∈Z

∫ 2j+1

2j

(
K(2j , x;X0, X1)

2jθ

)q
dt

t

 1
q

=

log 2
∑
j∈Z

K(2j , x;X0, X1)
q

2jqθ

 1
q

.

This is the desired result. □

Lemma 35.7. Let 0 < p ≤ q ≤ ∞ and 0 < θ < 1. Then we have (X0, X1)θ,p ↪→ (X0, X1)θ,q.

Proof. Instead of using the original norm directly, we use the equivalent norm above. Then the
matters are reduced to using ℓp ⊂ ℓq. □

Theorem 35.8. Let 0 < q ≤ ∞ and 0 < θ < 1. Suppose that (X0, X1) and (Y0, Y1) are
compatible couples respectively. Let T : X0 +X1 → Y0 + Y1 be a linear operator such that there
exists Mi > 0

∥Tx∥Yi ≤Mi ∥x∥Xi (x ∈ Xi)

for each i = 0, 1. Then we have

(35.8) ∥Tx∥(Y0,Y1)θ,q ≤M0
1−θM1

θ ∥x∥(X0,X1)θ,q .

Proof. First, we obtain an estimate of the K-functional. Note that

K(Tx, t) = inf{∥y0∥Y0 + t ∥y1∥Y1 : y0 ∈ Y0, y1 ∈ Y1, Tx = y0 + y1}
≤ inf{∥Tx0∥Y0 + t ∥Tx1∥Y1 ; x0 ∈ X0, x1 ∈ X1, x = x0 + x1}

because the decomposition Tx = Tx0 + Tx1 as above is a special case of the one Tx = y0 + y1
with y0 ∈ Y0 and y1 ∈ Y1. Therefore

K(Tx, t) ≤ inf
x0∈X0, x1∈X1
x=x0+x1

M0∥x0∥X0 + tM1∥x1∥X1 =M0K

(
x, t

M1

M0

)
.

Therefore, inserting this pointwise estimate, we obtain

∥Tx∥(Y0,Y1)θ,q =

(∫ ∞

0

(t−θK(Tx, t))q
dt

t

) 1
q

≤M0

(∫ ∞

0

(
t−θK

(
x, t

M1

M0

))q
dt

t

) 1
q

.

To take full advantage of the Haar measure
dt

t
, we change variables. Then we have

∥Tx∥(Y0,Y1)θ,q ≤M0
1−θM1

θ

(∫ ∞

0

(s−θK(x, s))q
dt

t

) 1
q

≤M0
1−θM1

θ∥x∥(X0,X1)θ,q .

This implies ∥Tx∥(Y0,Y1)θ,q ≤M0
1−θM1

θ∥x∥(X0,X1)θ,q . Therefore the proof is complete. □

J-method.

There is another way to define a real interpolation functor. This method is called the J-
method and turns out to be equivalent to the K-method. With two equivalent methods at our
disposal, we can investigate the real interpolation functor in more depth. Unlike the K-method,
we give a “light norm” to X0 ∩X1 and consider the closure.

Definition 35.9 (J-functional). Let (X0, X1) be a compatible couple. Then define

(35.9) J(t, x) := J(t, x;X0, X1) := max( ∥x∥X0 , t∥x∥X1) = ∥x∥X0∩tX1

for x ∈ X0 ∩X1.
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Definition 35.10. Let (X0, X1) be a compatible couple. Suppose that the parameters θ, q
satisfy 0 < θ < 1 and 0 < q ≤ ∞. Define

(35.10) Jθ,q(X0, X1) := {x ∈ X0 +X1 : x satisfies (35.11), (35.12)}
where the conditions (35.11) and (35.12) are

x =
∞∑

j=−∞
xj in X0 +X1,(35.11)

∞∑
j=−∞

(
2−jθJ(2j , xj)

)q
<∞.(35.12)

The quasi-norm of Jq,θ(X0, X1) is given by

Jq,θ(X0, X1)

:= inf
{
{2−jθJ(2j , xj)}ℓq(Z) : {xj}∞j=−∞ ⊂ X0 ∩X1, {xj}∞j=−∞ fulfills (35.11) and (35.12)

}
.

Equivalence of K-method and J-method. As is announced in the previous paragraph, we prove
that two functors are equivalent. The following lemma is a key to our argument.

Lemma 35.11. Assume that x ∈ X0 +X1 satisfies

(35.13) lim
t→∞

(
min(1, t−1)K(t, x)

)
= lim
t→0

(
min(1, t−1)K(t, x)

)
= 0.

Then x admits the following decomposition.

x =

∞∑
j=−∞

xj in X0 +X1,(35.14)

J(2j , xj) ≲X0,X1 K(2j , xj).(35.15)

Proof. Let j ∈ Z be fixed. Then there exists a decomposition x = x0,j + x1,j such that

(35.16) x0,j ∈ X0, x1,j ∈ X1, ∥x0,j∥X0 + 2j∥x1,j∥X1 ≤ 2K(2j , x).

Set xj = x0,j − x0,j−1 ∈ X0. Since x = x1,j−1 − x1,j , x also belongs to X1. By assumption we
have

(35.17) ∥x0,j∥X0 ≤ 2K(2j , x)→ 0, ∥x1,j∥X1 ≤ 21−jK(2j , x)→ 0.

as j → −∞ and j →∞ respectively.

The above observation implies lim
j→−∞

x0,j = 0 and lim
j→∞

x0,j = x in the topology of X0 +X1.

Therefore, it follows that

(35.18)

J∑
j=−J

xj = x0,J − x0,−J−1 → x

as J →∞. Thus, the condition (35.14) is verified.

It remains to check (35.15). By the quasi-trinagle inequality we have

(35.19) J(2j , xj) ≲ max(∥x0,j∥X0 + ∥x0,j−1∥X0 , 2
j∥x1,j∥X1 + 2j∥x1,j−1∥X1) ≲ K(2j , x).

Thus, the proof is complete. □

Theorem 35.12. Let 0 < θ < 1 and 0 < q ≤ ∞. Then

(35.20) Kθ,q(X0, X1) ≃ Jθ,q(X0, X1)

with norm equivalence.
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Proof. Let x ∈ Jθ,q(X0, X1). Then from the definition of J-method, x admits a decomposition

x =

∞∑
j=−∞

xj ,

where {xj}∞j=−∞ ⊂ X0 ∩X1 and

(35.21)

 ∞∑
j=−∞

2−jqθJ(2j , xj)
q

 1
q

≤ 2 ∥x∥Jθ,q(X0,X1).

We have to show

(35.22)

 ∞∑
j=−∞

2−jqθK(2j , x)q

 1
q

≲ ∥x∥Jθ,q(X0,X1).

Let ρ > 0 be so small that ∥ · ∥ρX0
and ∥ · ∥ρX1

satisfy the condition of Theorem 10.10. Then we
have

(35.23) 2−jρθK(2j , x)ρ ≲
∞∑

k=−∞

2−jρθK(2j , xk)
ρ.

From the definition of the J-functional we deduce

(35.24) K(2j , xk) ≤ min(∥xk∥X0 , 2
j∥xk∥X1) = min(1, 2j−k)J(2k, xk).

As a consequence we obtain

2−jρθK(2j , x)ρ ≤
∞∑

k=−∞

min(2−jρθ, 2−jρθ+ρ(j−k))J(2k, xk)
ρ.

Inserting this estimate, we obtain ∞∑
j=−∞

2−θqK(2j , x)q

 1
q

≲

 ∞∑
j=−∞

( ∞∑
k=−∞

min(2−jρθ, 2−jρθ+ρ(j−k))J(2k, xk)
ρ

) q
ρ

 1
q

=

 ∞∑
j=−∞

( ∞∑
k=−∞

min(2ρθ(k−j), 2ρ(θ−1)(k−j))(2−kθJ(2k, xk))
ρ

) q
ρ

 1
q

.

Since we are assuming that ρ is sufficiently small, we are in the position of using the Hölder
inequality. Therefore, assuming that 0 < θ < 1, we have( ∞∑

k=−∞

min(2ρθ(k−j), 2ρ(θ−1)(k−j))(2−kθJ(2k, xk))
ρ

) q
ρ

≤

( ∞∑
k=−∞

min(2
θ
2 , 2

θ−1
2 )q(k−j)(2−kθJ(2k, xk))

q

)
·

∞∑
k=−∞

min(2
θ
2 , 2

θ−1
2 )ρ(

q
ρ )

′
(k−j)

≲
( ∞∑
k=−∞

min(2
θ
2 , 2

θ−1
2 )q(k−j)(2−kθJ(2k, xk))

q

)
.
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Inserting this inequality, we obtain

 ∞∑
j=−∞

2−θqK(2j , x)q

 1
q

≲

 ∞∑
k,j=−∞

min(2
θ
2 , 2

θ−1
2 )q(k−j)(2−kθJ(2k, xk))

q


=

 ∞∑
j=−∞

2−θqJ(2j , xj)
q

 1
q

≲ ∥x∥Jθ,q(X0,X1).

Therefore, we obtain Jθ,q(X0, X1) ↪→ Kθ,q(X0, X1).

Suppose that x ∈ Kθ,q(X0, X1). Then

(35.25) min(1, t−1)K(t, x) ≲ min(tθ, tθ−1)

(∫ 2t

t

(s−θK(s, x))q
ds

s

) 1
q

→ 0

as t → 0 and as t → ∞. Thus we can apply Lemma 35.11 to this x. Note that x admits a

decomposition x =
∞∑

j=−∞
xj as in Lemma 35.11.

Therefore, it follows that

(35.26)

 ∞∑
j=−∞

(2−jθJ(2j , xj))
q

 1
q

≲

 ∞∑
j=−∞

(2−jθK(2j , x))q

 1
q

≲ ∥x∥(X0,X1)θ,q .

Thus, Jθ,q(X0, X1) ↪→ Kθ,q(X0, X1) is established. □

Corollary 35.13 (Density result). Let 0 < θ < 1 and 0 < q < ∞. Then X0 ∩X1 is dense in
(X0, X1)θ,q.

Dual space. Let us see the relation between the dual space and the real interpolation.

Theorem 35.14 (Duality). Suppose that 1 ≤ q ≤ ∞ and 0 < θ < 1. Let (X0, X1) be a
compatible couple of Banach space such that X0 ∩X1 is dense in X0 and X1. Then

(35.27) (X0, X1)θ,q
∗ = (X0

∗, X1
∗)θ,q′ .

Proof. (X0, X1)θ,q
∗ ↪→ (X0

∗, X1
∗)θ,q′ . Let x′ ∈ (X0, X1)θ,q

∗. Then given ε > 0, we can find

xj ∈ X0 ∩X1 such that ⟨x′, xj⟩ ≥ 0 and

(35.28) J(2j , xj ;X0, X1) > 0, K(2−j , x′;X0
∗, X1

∗) <
⟨x′, xj⟩

J(2j , xj ;X0, X1)
+ εmin(1, 2−j)
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by virtue of Theorem 34.6. Therefore, we have∑
j∈Z

(2jθK(2−j , x′;X0
∗, X1

∗))q
′

 1
q′

= sup

∑
j∈Z

2jθaj K(2−j , x′;X0
∗, X1

∗) : a = {aj}j∈N ∈ ℓq, ∥a∥ℓq = 1


≤ C ε+ sup

∑
j∈Z

2jθaj ⟨x′, xj⟩
J(2j , xj ;X0, X1)

: a = {aj}j∈N ∈ ℓq, ∥a∥ℓq = 1


≤ C ε+ sup


⟨
x′,
∑
j∈Z

2jθaj xj
J(2j , xj ;X0, X1)

⟩
: a = {aj}j∈N ∈ ℓq, ∥a∥ℓq = 1

 .

Since

(35.29)

∑
j∈Z

2−jθJ

(
2j ,

2jθaj xj
J(2j , xj ;X0, X1)

;X0, X1

)q 1
q

= ∥a∥ℓq = 1,

we obtain

(35.30)

∑
j∈Z

(2jθK(2−j , x′;X0
∗, X1

∗))q
′

 1
q′

≤ ∥x′∥(X0,X1)θ,q + C ε.

The positive number ε > 0 being arbitrarily, we obtain

(35.31)

∑
j∈Z

(2jθK(2−j , x′;X0
∗, X1

∗))q
′

 1
q′

≤ ∥x′∥(X0,X1)θ,q .

Thus, (X0, X1)θ,q
∗ ↪→ (X0

∗, X1
∗)θ,q′ is proved.

(X0, X1)θ,q
∗ ←↩ (X0

∗, X1
∗)θ,q′ . Suppose that x′ ∈ (X0

∗, X1
∗)θ,q′ . Then we have

(35.32) x′ =

∞∑
j=−∞

x′j with

 ∞∑
j=−∞

(2−jθJ(2j , x′j ;X0, X1))
q

 1
q

≲ ∥x′∥(X0
∗,X1

∗)θ,q′
.

Therefore,

| ⟨x′, x⟩ | ≤
∞∑

j=−∞
| ⟨x′j , x⟩ | ≤

∞∑
j=−∞

J(2j , x′j ;X0, X1)K(2−j , x;X0, X1).

Using the Hölder inequality, we obtain

| ⟨x′, x⟩ | ≤

 ∞∑
j=−∞

(2−jθJ(2j , x′j ;X0, X1))
q

 1
q
 ∞∑
j=−∞

(2jθK(2−j , x;X0, X1))
q′

 1
q

≲ ∥x′ : (X0
∗, X1

∗)θ,q′∥

 ∞∑
j=−∞

(2jθK(2−j , x;X0, X1))
q′

 1
q′

.

Therefore, we obtain (X0, X1)θ,q
∗ ←↩ (X0

∗, X1
∗)θ,q′ . □
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Iteration theorem.

Before we start to formulate this theorem, let us start with a heuristic observation. Let
p0 := 0 ∈ R and p1 := 1 ∈ R and let pθ := θ ∈ [0, 1]. From the definition of these points
pθ separates p0 and p1 by the ratio of θ and (1 − θ). Let θ0, θ1, η ∈ [0, 1]. Then the point
q := p(1−η)θ0+ηθ1 separates the intermediate points pθ0 and pθ1 by the ratio of η and 1− η.

Let us now return to the setting of a compatible couple (X0, X1). We can regard the
intermediate space (X0, X1)θ0,q as an intermediate space of order θ0, if we ignore the value
q. Therefore, as a point in R, we can identify (X0, X1)θ0,q with pθ0 . Similarly (X0, X1)θ1,r
corresponds to pθ1 . Let us interpolate (X0, X1)θ0,q and (X0, X1)θ1,r. This corresponds to the
interpolation of pθ0 and pθ1 according to the interpolation of the points in R.

Theorem 35.15 (Iteration theorem for real interpolation). Let (X0, X1) be a compatible couple.
Suppose that 0 < θ0 < θ1 < 1 and that θ = (1 − η)θ0 + ηθ1 with 0 < η < 1. Then, for
0 < q0, q1, q ≤ ∞,

(35.33) ( (X0, X1)θ0,q0 , (X0, X1)θ1,q1 )η,q = (X0, X1)θ,q.

Proof. First, let us show that

(35.34) ( (X0, X1)θ0,q0 , (X0, X1)θ1,q1 )η,q ↪→ (X0, X1)θ,q.

For this purpose we may assume that q0 = q1 =∞ by virtue of Lemma 35.7. Let

(35.35) x ∈ ( (X0, X1)θ0,∞, (X0, X1)θ1,∞ )η,q .

Consider a decomposition x = x0 + x1, where x0 ∈ (X0, X1)θ0,∞ and x1 ∈ (X0, X1)θ1,∞. Then

K(t, x;X0, X1) ≲ K(t, x0;X0, X1) +K(t, x1;X0, X1)

≲ tθ0∥x0∥(X0,X1)θ0,∞
+ tθ1∥x1∥(X0,X1)θ0,∞

.(35.36)

Therefore, since the above decomposition is arbitrary, we have

(35.37) K(t, x;X0, X1) ≲ tθ0K(tθ1−θ0 , x; (X0, X1)θ0,∞, (X0, X1)θ1,∞)

Inserting this inequality we have

∥x∥(X0,X1)θ,q =

(∫ ∞

0

(t−θK(t, x;X0, X1))
q dt

t

) 1
q

≲
(∫ ∞

0

(tθ0−θK(tθ1−θ0 , x; (X0, X1)θ0,∞, (X0, X1)θ1,∞))q
dt

t

) 1
q

=

(∫ ∞

0

(t−η(θ1−θ0)K(tθ1−θ0 , x; (X0, X1)θ0,∞, (X0, X1)θ1,∞))q
dt

t

) 1
q

=

(∫ ∞

0

(s−ηK(s, x; (X0, X1)θ0,∞, (X0, X1)θ1,∞))q
ds

s

) 1
q

≃ ∥x∥( (X0,X1)θ0,∞,(X0,X1)θ1,∞ )
η,q

.

Thus, we obtain ( (X0, X1)θ0,q0 , (X0, X1)θ1,q1 )η,q ↪→ (X0, X1)θ,q.



A HANDBOOK OF HARMONIC ANALYSIS 381

Now let us prove the reverse inclusion. To this end let x ∈ (X0, X1)θ,q. Then x admits a

decomposition x =
∞∑

j=−∞
xj , where

 ∞∑
j=−∞

2−jθqJ(2j , xj)
q

 1
q

≲ ∥x∥(X0,X1)θ,q .(35.38)

Now we estimate K(2k, xj ; (X0, X1)θ0,q0 , (X0, X1)θ1,q1). To do this, we obtain an estimate
of ∥xj : (X0, X1)θ,q0∥. First of all, we have

K(t, xj ;X0, X1) ≤ min(∥xj∥X0 , t∥xj∥X1)

≤ min(J(2j , xj ;X0, X1), 2
−jt J(2j , xj ;X0, X1))

= min(1, 2−jt)J(2j , xj ;X0, X1).

Therefore we have, for every 0 < q <∞,

∥xj∥(X0,X1)θ,q =

(∫ ∞

0

(t−θK(t, xj ;X0, X1))
q dt

t

) 1
q

≤ J(2j , xj ;X0, X1)

(∫ ∞

0

(t−θmin(1, 2−jt))q
dt

t

) 1
q

≃ 2−jθJ(2j , xj ;X0, X1).

Now we turn to the K-functional with respect to (X0, X1)θ0,q0 and (X0, X1)θ1,q1 . Inserting the
estimate above, we have

K(2k, xj ; (X0, X1)θ0,q0 , (X0, X1)θ1,q1) ≤ min(∥xj∥(X0,X1)θ0,q0
, 2k∥xj∥(X0,X1)θ1,q1∥

≲ J(2j , xj ;X0, X1)min(2−jθ0 , 2k−jθ1).(35.39)

Therefore, with ρ sufficiently small, we have

(2−kηK(2k, x; (X0, X1)θ0,q0 , (X0, X1)θ1,q1))
ρ

≤ 2−kρη
∞∑

j=−∞
K(2k, xj ; (X0, X1)θ0,q0 , (X0, X1)θ1,q1)

ρ

≤
∞∑

j=−∞
(2−jθJ(2j , xj ;X0, X1))

ρmin(2jθ−kη−jθ0 , 2jθ+k−kη−jθ1)ρ

=
∞∑

j=−∞
(2−jθJ(2j , xj ;X0, X1))

ρmin(2−η(k−j(θ1−θ0)), 2−(1−η)(k−j(θ1−θ0)))ρ.

Assuming ρ small enough, we obtain by the Hölder inequality ∞∑
j=−∞

(2−jθJ(2j , xj ;X0, X1))
ρmin(2−η(k−j(θ1−θ0)), 2−(1−η)(k−j(θ1−θ0)))ρ


q
ρ

≲
∞∑

j=−∞
(2−jθJ(2j , xj ;X0, X1))

qmin(2−η(k−j(θ1−θ0))/2, 2−(1−η)(k−j(θ1−θ0))/2)q.
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Here we decomposed the factor as follows :

(2−jθJ(2j , xj ;X0, X1))
ρmin(2−η(k−j(θ1−θ0)), 2−(1−η)(k−j(θ1−θ0)))ρ

= (2−jθJ(2j , xj ;X0, X1))
ρmin(2−η(k−j(θ1−θ0))/2, 2−(1−η)(k−j(θ1−θ0))/2)ρ

×min(2−η(k−j(θ1−θ0))/2, 2−(1−η)(k−j(θ1−θ0))/2)ρ.

Adding this inequality over k, we obtain( ∞∑
k=−∞

(2−kθK(2k, x; (X0, X1)θ0,q0 , (X0, X1)θ1,q1)
q

) 1
q

≲

 ∞∑
j=−∞

(2−jθJ(2j , xj ;X0, X1)
q

 1
q

.

By (35.38) we see

(35.40)

( ∞∑
k=−∞

(2−kθK(2k, x; (X0, X1)θ0,q0 , (X0, X1)θ1,q1)
q

) 1
q

≲ ∥x∥(X0,X1)θ,q .

Hence the reverse inclusion ( (X0, X1)θ0,q0 , (X0, X1)θ1,q1 )η,q ←↩ (X0, X1)θ,q is proved as well.
□

Remark 35.16. Let us consider the limiting case. If we use

(35.41) K(t, x;X0, X1) ≲ tθ0∥x0∥(X0,X1)θ0,∞
+ tθ1∥x1∥X1 .

instead of (35.36) and

(35.42) K(2k, xj ; [X0, X1], X1) ≲ J(2j , xj ;X0, X1)max(2−jθ0 , 2k−j)

instead of (35.39), then we obtain a result analogous to Theorem 35.15:

(35.43) ( (X0, X1)θ0,q0 , X1)η,q = (X0, X1)(1−η)θ0+η,q.

Exercise 219. Let X and Y be Banach spaces such that X is continuously embedded into Y :
X ↪→ Y . Then

(X,Y )q0,θ ↪→ (X,Y )q1,θ′

whenever 0 < q0, q1 ≤ ∞ and 0 < θ < θ′ ≤ 1.

35.2. Complex interpolation functors.

In this subsection we assume that X0 and X1 are complex Banach spaces.

Definition 35.17. Let Ω ⊂ C be an open set and A a topological vector space. A continuous
function f : Ω→ A is said to be holomorphic, if

(35.44) lim
z→z0

f(z)− f(z0)
z − z0

exists for all z0 ∈ Ω. In this case one writes f ′(z0) := lim
z→z0

f(z)− f(z0)
z − z0

.

Let E be a subset on C and X a Banach space. Then define

(35.45) BC(E,X) :=

{
f : E → X : f is continous and satisfies sup

z∈E
∥f(z)∥X <∞

}
.

In the theory of complex interpolation, the set S has a special meaning as the following definition
shows:



A HANDBOOK OF HARMONIC ANALYSIS 383

Definition 35.18. Set S := {z ∈ C : 0 < Re (z) < 1} and S := {z ∈ C : 0 ≤ Re (z) ≤ 1}.
Define

(35.46) F(X0;X1) := {f ∈ BC(S,X0 +X1) : f satisfies (35.47), (35.48) and (35.49)}.
Here, conditions (35.47), (35.48) and (35.49) are given by

(35.47) f ∈ BC(S,X0 +X1),

(35.48) f |{z∈S : Re (z)=i} ∈ C({z ∈ S : Re (z) = i}
for i = 1, 2 and

(35.49) f ∈ O(S,X0 +X1).

Let {fj}j∈N be a sequence of F(C,C), that is, suppose that {fj}j∈N is a sequence of con-

tinuous functions on S holomorphic on S. If {fj}j∈N converges in F(C,C) or equivalently in

BC(S), then the limit belongs to F(C,C). Since X0 and X1 are Banach spaces, so is X0 +X1.
Hence, we are in the position of developing the theory of the Bochner integral and we conclude
that F(X0, X1) is a Banach space.

Definition 35.19 (Calderón’s first complex interpolation). Define [X0, X1]θ by

(35.50) [X0, X1]θ = {f(θ) ∈ X0 +X1 : f ∈ F(X0;X1)},
where its norm is given by

(35.51) ∥a∥[X0,X1]θ := inf
{
∥f∥F(X0;X1) : f ∈ F(X0;X1), a = f(θ)

}
.

Theorem 35.20. Let 0 < θ < 1. Suppose that (X0, X1) and (Y0, Y1) are compatible couples
respectively. Let T : X0 +X1 → Y0 + Y1 be a linear operator satisfying

∥Tx∥Yi ≤Mi ∥x∥Xi
for i = 0, 1. Then we have

(35.52) ∥Tx∥[Y0,Y1]θ ≤M0
1−θM1

θ ∥x∥[X0,X1]θ

for all x ∈ [X0, X1]θ.

Proof. Let x ∈ [X0, X1]θ and take f ∈ F(X0;X1) so that f(θ) = x. Note that the mapping g,
given by

(35.53) g(z) := exp(A(z − θ)) · T (f(z)) ∈ Y0 + Y1,

belongs to F(Y0;Y1), where A is a constant fixed later. By assumption we have

(35.54) ∥Tx∥[Y0,Y1]θ ≤ sup
t∈R, j=0,1

∥g(j + it)∥Yj ≤ sup
t∈R, j=0,1

Mj exp(A(j − θ)) ∥f(j + it)∥Xj .

Choose A so that M0 exp(−Aθ) =M1 exp(A(1− θ)), that is, A = log(M0/M1). Inserting this,
we obtain

(35.55) ∥Tx∥[Y0,Y1]θ ≤M0
1−θM1

θ max
j=0,1

∥f(j + it)∥Xj .

Since f is taken arbitrarily, we finally have

(35.56) ∥Tx∥[Y0,Y1]θ ≤M0
1−θM1

θ∥x∥[X0,X1]θ .

This is the desired result. □

Lemma 35.21 (Three line lemma, Doetsch). Let f be a C-valued bounded continuous function
on S whose restriction to S is holomorphic. Then we have

(35.57) |f(θ)| ≤ sup
t∈R
|f(it)|1−θ · sup

t∈R
|f(1 + it)|θ, θ ∈ (0, 1).
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Proof. For the sake of simplicity we write M0 := sup
t∈R
|f(it)|, M1 := sup

t∈R
|f(1+ it)|. Assume first

that M0 =M1. Let ε > 0 be taken arbitrarily. Then the function g(z) = exp(εz2)f(z) satisfies

(35.58) lim
z→∞, z∈S

g(z) = 0,

which shows the value of |g| near ∞ is small relative to the ones near 1. Therefore, we are in
the position of using the maximum principle to disprove that f takes its maximum in S. For
details of the facts on complex analysis of one variable, we refer to [2]. Therefore, we have

(35.59) |g(θ)| ≤ max(e−εt
2

|f(it)|, eε(1−t
2)|f(1 + it)|).

A passage to the limit ε→ 0 then gives us |f(z)| ≤ 1.

Let us turn to the general case. First if we replace f by f + δ with δ > 0, we may assume
M0,M1 ̸= 0. Set

(35.60) h(z) = exp(− logM0 · (1− z)− logM1 · z)f(z).

Then |h(z)| ≤ 1 on the boundary of S. Therefore we can apply the above special case to h and
we obtain |h(θ)| ≤ 1. Equating this inequality, we finally have |f(θ)| ≤M0

1−θM1
θ. □

Poisson kernel of the strip S. To deal with complex interpolation it turns out indispensable to
obtain some complex analytic information on the functions on S.

Definition 35.22. Let 0 ≤ s ≤ 1 and t, τ ∈ R. Then define

(35.61) Pj(s+ it, τ) =
e−π(τ−t) sinπs

sin2 πs+ (cosπs− eijπ−π(τ−t))2

for j = 0, 1.

Lemma 35.23. We have

(35.62)

∫
R
P0(θ + it, τ) dτ = 1− θ,

∫
R
P1(θ + it, τ) dτ = θ

for all 0 ≤ s ≤ 1 and t ∈ R.

Proof. We deal with P0, the treatment of P1 being the same. Write out the integral in full :
(35.63)∫

R
P0(θ + it, τ) dτ =

∫
R

e−π(τ−t) sinπθ

sin2 πθ + (cosπθ − e−π(τ−t))2
dt =

∫
R

e−πt sinπθ

sin2 πθ + (cosπθ − e−πt)2
dt.

Let u = eπt. Then we have

(35.64)

∫
R
P0(θ + it, τ) dτ =

1

π

∫ ∞

0

sinπθ

sin2 πθ + (u− cosπθ)2
du.

Choose a branch of tan−1 so that tan−1(R) ⊂
(
−π
2
,
π

2

)
. Then we have

(35.65)∫
R
P0(θ + it, τ) dτ =

1

π

[
tan−1

(
u− cosπθ

sinπθ

)]∞
0

=
1

2
+

1

π
tan−1

(
tan

(π
2
− πθ

))
= 1− θ.

This is the desired result. □

As is easily verified, we have the following:
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Lemma 35.24. Then the function (s, t) ∈ (0, 1) × R 7→ Pj(s + it, τ) is harmonic with τ ∈ R
fixed. Namely,

(35.66)

(
∂2

∂s2
+
∂2

∂t2

)
Pj(s+ it, τ) = 0

for j = 0, 1, 0 < s < 1 and t, τ ∈ R.

Exercise 220. Prove Lemma 35.24.

Lemma 35.25. Let f ∈ F(X0;X1). Then we have the following.

log ∥f(θ)∥(X0,X1)θ ≤
1∑
j=0

∫
R
log ∥f(j + iτ)∥XjPj(θ, τ) dτ.

Proof. Set fε(z) = e−εz
2

f(z) for z ∈ S. Then by replacing f with fε we may assume that

(35.67) lim
z∈S,z→∞

f(z) = 0.

Let l ∈ N. Pick φ0,l, φ1,l ∈ C∞(R) ∩ L∞(R) such that

(35.68) log(l−1 + ∥f(j + it)∥Xj ) ≤ φj.l(t) ≤ log(2l−1 + ∥f(j + it)∥Xj ), φ′
j ∈ L∞(R)

for j = 0, 1 and t ∈ R. Let Φ(z) be an analytic function on S satisfying

(35.69) ReΦ(z) =

∫
R
φ0,l(τ)P0(z, τ) dτ +

∫
R
φ1,l(τ)P1(z, τ) dτ for z ∈ S.

Note that ReΦ is a bounded function with bounded first derivative. Furthermore, we have

(35.70) ∥ exp(−Φ(j + it))f(j + it)∥Xj ≤ exp(−φj,l(t)) · ∥f(j + it)∥Xj ≤ 1.

Therefore, applying the three line theorem to z ∈ S 7→ exp(ηz2−Φ(z))f(z), η > 0, we conclude
that

(35.71) log ∥eηz
2

f(θ)∥(X0,X1)θ ≤
∫
R
φ0(τ)P0(θ, τ) dτ +

∫
R
φ1(τ)P1(θ, τ) dτ.

A passage to the limit η ↓ 0 gives us the first inequality. □

We refer to [2] for precise statement of the three line theorem.

Lemma 35.25 is transformed into the following form. The first inequality is a combination
of the first inequality and the Jensen inequality. The second one is obtained by using

(35.72) a b ≤ (1− θ)a1−θ + θbθ.

Corollary 35.26. Keep to the same notation above. Then

∥f(θ)∥[X0,X1]θ ≤
(∫

R
∥f(iτ)∥X0

P0(θ, τ)

1− θ
dτ

)1−θ (∫
R
∥f(1 + iτ)∥X1

P1(θ, τ)

θ
dτ

)θ
∥f(θ)∥[X0,X1]θ ≤

∫
R
∥f(iτ)∥X0 P0(θ, τ) dτ +

∫
R
∥f(1 + iτ)∥X1 P1(θ, τ) dτ.
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Second complex interpolation. As we did in the real interpolation method, we seek to find a
functor equivalent to the complex interpolation functor. However, unlike the real interpolation
we need to postulate another assumption on Banach spaces.

Definition 35.27 (Calderón’s second complex interpolation). Let (X0, X1) be compatible
couples. Then define

G(X0;X1) := {g ∈ O(S;X0 +X1) ∩ BC(S;X0 +X1) :

g(j + i∗) ∈ BC(Xj) for j = 0, 1, ∥g∥G(X0;X1) <∞},
where

∥g∥G(X0;X1) := max

(
sup

−∞<t1<t2<∞

∥∥∥∥g(it1)− g(it2)t1 − t2

∥∥∥∥
X0

, sup
−∞<t1<t2<∞

∥∥∥∥g(it1)− g(it2)t1 − t2

∥∥∥∥
X1

)
.

Definition 35.28. Define

(35.73) [X0, X1]
θ = {g(θ) : g ∈ G(X0;X1)}

and the norm is given by

(35.74) ∥a∥[X0,X1]θ = inf
{
∥g∥G(X0;X1) : g ∈ G(X0;X1), a = g(θ)

}
.

In this paragraph under additional assumption we see that the two methods of complex
interpolation coincide.

The following observation made by a skillful usage of theory of integration paves the way to
the equivalence theorem.

Lemma 35.29. Let f ∈ G(X0;X1). Assume that there exists a measurable set E such that

(35.75) lim
h→0

1

h
(f(it+ ih)− f(it)), t ∈ E

exists in the topology of X0. Then we have f ′(θ) ∈ [X0, X1]θ for 0 < θ < 1.

Proof. We set

(35.76) fj(z) = −ij
(
f

(
z +

i

j

)
− f(z)

)
.

Then we have

(35.77) ∥fn(it)− fm(it)∥X0 → 0.

for all t ∈ E. Therefore, we have

log ∥fk(θ)− fj(θ)∥[X0,X1]θ ≤
1∑
l=0

∫
R
log ∥fk(l + iτ)− fj(l + iτ)∥Xj · Pl(θ, τ) dτ.

Note that the integrand of the right-hand side is bounded by an integrable function. Therefore,
we are in the position of using the Fatou lemma we obtain

(35.78) lim
j,k→∞

log
(
∥fk(θ)− fj(θ)∥[X0,X1]θ

)
= 0.

This implies that f ′(θ) = lim
j→∞

fj(θ) belongs to [X0, X1]θ. □

Theorem 35.30. Let X0, X1 be compatible couple. Then

(35.79) ∥x∥[X0,X1]θ ≤ ∥x∥[X0,X1]θ

for all x ∈ [X0, X1]θ. Assume in addition that at least one of X0 and X1 is reflexive. Then

(35.80) [X0, X1]θ = [X0, X1]
θ

with norm coincidence.
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Proof. ∥a∥[X0,X1]θ ≤ ∥a∥[X0,X1]θ . Let a ∈ [X0, X1]θ and ε > 0 be given. Then there exists

f ∈ F(X0;X1) such that

(35.81) a = f(θ), ∥f∥F(X0;X1) ≤ ∥a∥[X0,X1]θ + ε.

Define

(35.82) g(z) :=

∫ z

0

f(ζ) dζ.

Then g ∈ G(X0;X1) with g
′(θ) = f(θ) = a. Furthermore, we have

(35.83) ∥g∥G(X0;X1) ≤ ∥f∥F(X0;X1).

As a result, we obtain

(35.84) ∥a∥[X0,X1]θ ≤ ∥a∥[X0,X1]θ .

The half of the inclusion is therefore proved.

∥a∥[X0,X1]θ ≥ ∥a∥[X0,X1]θ . By symmetry we may assume that X0 is reflexive. Suppose

instead that a ∈ [X0, X1]
θ. Define

(35.85) fj(z) = −i · j
(
f

(
z +

i

j

)
− f(z)

)
Since X0 is assumed reflexive, by a diagonal argument and continuity there exists a subsequence
fjk such that fjk(it) is weakly convergent to g(t) for all t ∈ R. We remark that g is weakly
measurable and separably valued, since each fj enjoys the same property. Therefore, the
Bochner integral of g makes sense. A passage to the limit gives us

(35.86) f(it) = f(0) + i · t
∫ t

0

g(τ) dτ,

since we are in the position of applying the Lebesgue convergence theorem. An argument using
the X0-valued maximal operator works to obtain

(35.87) g(τ) = lim
h→0

f(it+ ih)− f(it)
h

for almost every t ∈ R. Thus, we are in the position of invoking Lemma 35.29 to conclude that
f ∈ F(X0, X1). Since

(35.88) ∥f∥F(X0;X1) ≤ ∥f∥G(X0;X1)

from the definition, it follows that ∥a∥[X0,X1]θ ≤ ∥a∥[X0,X1]θ . This is the desired result. □

Density. Let us turn to the density. The lemma below is a key to our observation, whose crux
of the proof is the line integral on a complex plane.

Lemma 35.31. The set given below is a dense subset of F(X0, X1)0, where F(X0, X1)0 denotes
the closure of the set {exp(δz2)f : δ > 0}.
(35.89)exp(δz2)

N∑
j=1

exp(λjz)xj : N ∈ N, x1, x2, . . . , xN ∈ X0 ∩X1, λ1, λ2, . . . , λN ∈ R, δ > 0

 .

Proof. Let f ∈ F(X0, X1). We have to approximate the function g(z) = exp(δz2)f(z) of z ∈ S.
Set

(35.90) gj(z) =
∑
k

g(z + 2πikj)
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for j ≥ 1 and z ∈ S. Then we have

(35.91) lim
j→∞

∥gj − g∥F(X0,X1) = 0.

As a consequence the matters are reduced to approximating gj . We expand gj into a Fourier
series;

(35.92) gj(s+ it) =
∑
k

exp

(
ks+ ikt

j

)
xkj(s),

where

(35.93) xkj(s+ it) =
1

2πjm

∫ πjm

−πjm
gj(s+ it)e−k(s+it)j dt.

Note that

(35.94)
1

2πjm

∫ 1

0

gj(s+ it)e−k(s+it)j ds→ 0.

Therefore

(35.95) xkj(s) = lim
m→∞

1

2πjm

∫ πjm

−πjm
gj(s+ it)e−k(s+it)j dt

is independent of s ∈ [0, 1]. This means that akj ∈ X0 ∩ X1. Therefore, a passage to a limit
once more proves the lemma. □

An immediate consequence of this lemma is the following result on density.

Corollary 35.32 (Density). Let 0 < θ < 1. Then X0 ∩X1 is dense in [X0, X1]θ.

Duality. Having set down the density property, let us investigate the dual space.

Theorem 35.33. Suppose that (X0, X1) is a compatible couple such that X0 ∩ X1 are dense
in X0 and X1 respectively. Then we have

(35.96) (X0, X1)θ
∗ = (X0

∗, X1
∗)θ

with norm coincidence. If in addition, one of X0 and X1 is reflexive, then we have

(35.97) (X0, X1)θ
∗ = (X0

∗, X1
∗)θ

with norm coincidence.

Proof. (X0, X1)θ
∗ ⊃ (X0

∗, X1
∗)θ. Let x∗ ∈ (X0

∗, X1
∗)θ and ε > 0. Then there exists f∗ ∈

G(X0
∗;X1

∗) such that f∗′(θ) = x∗ with

(35.98) ∥f∗∥G(X0
∗;X1

∗) ≤ (1 + ε) ∥x∗∥(X0
∗,X1

∗)θ .

Let x ∈ (X0, X1)θ. Then x can be realized as x = g(θ) with some g ∈ F(X0;X1) such that
∥g∥F(X0;X1) ≤ (1 + ε) ∥x∥(X0,X1)θ . Therefore,

(35.99) x∗(x) = ⟨f∗′(θ), g(θ)⟩.

Observe that F (z) = f∗′(z)(g(z)) is holomorphic. Indeed,

(35.100) sup{∥g(z + h)∥X0+X1 : z, h, z + h ∈ S} <∞
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by virtue of the three line theorem. Therefore, we have∣∣∣∣ ⟨f∗′(z + h), g(z + h)⟩ − ⟨f∗′(z), g(z + h)⟩ − h ⟨f∗′′(z), g(z + h)⟩
h

∣∣∣∣
=

∣∣∣∣⟨f∗′(z + h)− f∗′(z)− h f∗′′(z)
h

, g(z + h)⟩
∣∣∣∣

≤
∥∥∥∥f∗′(z + h)− f∗′(z)− h f∗′′(z)

h

∥∥∥∥
X0

∗+X1
∗

which tends to 0 as h→ 0. In the same way we have

(35.101)
f∗′(z)(g(z + h))− f∗′(z)(g(z))− h f∗′(z)(g′(z))

h

tends to 0 as h→ 0. Therefore, F (z) = ⟨f∗(z), g(z)⟩ is holomorphic.

By the three line theorem again we have

(35.102) |x∗(x)| = |F (θ)| ≤ max
z∈∂S

|F (z)| ≤ (1 + ε)2 ∥x∗∥(X0
∗,X1

∗)θ · ∥x∥(X0,X1)θ .

Consequently we have x∗ ∈ (X0, X1)θ
∗.

(X0, X1)θ
∗ ↪→ (X0

∗, X1
∗)θ. Let x∗ ∈ (X0, X1)θ

∗. Then the mapping

(35.103) f ∈ F(X0;X1) 7→ x∗(f(θ)) ∈ C

is continuous. Let us write

E := {(f0, f1) ∈ L1(R;A0)⊕ L1(R;A1) : fi(τ) = f(j + iτ)Pj(0, τ) for some f ∈ F(X0;X1)}.

Then

(35.104) (f0, f1) ∈ E 7→ x∗(f)

where fi(τ) = f(j + iτ)Pj(0, τ) is a continuous mapping with norm less than

(35.105) ∥x∗∥(X0,X1)θ∗ · (∥f0∥L1(R;X0) + ∥f1∥L1(R;X1)).

By the Hahn-Banach theorem, there exists g0 ∈ L∞(X0
∗) and g1 ∈ L∞(X1

∗) such that

(35.106) x∗(f) =

∫
R
g0(τ)(f(τ))P0(0, τ) + g1(τ)(f(τ))P1(0, τ) dτ.

Let a ∈ X0 ∩X1. Then

h(θ)l(a) = l(h(θ)a) =

∫
R
(h(iτ)P0(θ, τ)⟨g0(τ), a⟩+ h(1 + iτ)P1(θ, τ)⟨g1(τ), a⟩) dτ.

We prefer to work on the unit disk instead of dealing with the strip S. Because we have
been investigating a lot on conformal mappings on the unit disk in complex analysis with one
variable.

Define

(35.107) µ(z) :=
exp(iπz)− exp(iπθ)

exp(iπz)− exp(−iπθ)
.

We define k̃a : ∂D→ X0 +X1 by

(35.108) k̃a(µ(j + iτ)) = ⟨gj(τ), a⟩.

Denote by ∆(1) the open unit disk in C. Then by change of variables, we obtain

(35.109)

∫
∆(1)

k̃a(z)z
k dz = 0,
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which yields k̃a is a boundary value of an analytic function ka defined on ∆(1). Furthermore,
we have

(35.110) |ka(z)| ≤ max(| ⟨g0(τ), a⟩ |, | ⟨g1(τ), a⟩ |) ≤ max(∥g0∥L∞(X0), ∥g1∥L∞(X1)) · ∥a∥X0∩X1
.

Thus, |ka(z)| ≤ ∥ l∥[X0,X1]θ . We define

(35.111) ⟨k(z), a⟩ = ka(z) for z ∈ S.

Then k(z) ∈ X0
∗ ∩X1

∗ = (X0 +X1)
∗. We define

(35.112) g(z) =

∫ z

1
2

k(ζ) dζ

for z ∈ S. Then a passage to the non-tangential limit gives us that

(35.113) ⟨g(j + it+ ih)− g(j + it), a⟩ = i⟨gj(τ + h)− gj(τ), a⟩, j = 0, 1.

By the density assumption,

(35.114) g(j + it+ ih)− g(j + it) = igj(τ + h)− gj(τ) ∈ Xj
∗.

As a result, we obtain ∥g∥G(X0;X1) = max(∥g0∥L∞(X0
∗), ∥g1∥L∞(X1

∗)). Finally,

(35.115) l(f(θ)) =

∫
R
(g0(τ)P0(θ, τ)f(iτ) + g1(τ)P1(θ, τ)f(1 + iτ)) dτ = ⟨ig′(θ), f(θ)⟩

for all f ∈ F(X0;X1). Thus, l = g′(θ) and belongs to [X0
∗, X1

∗]θ = [X0
∗, X1

∗]θ. Therefore the
proof is complete. □

Iteration theorem. With our culmination in mind, in this paragraph we prove an iteration
theorem. The situation is now more transparent than the real interpolation because we have
only to deal with one parameter θ.

Theorem 35.34. Suppose that the parameters θ0, θ1, θ and η satisfy

(35.116) 0 < θ0, θ1, θ, η < 1, θ = (1− η)θ0 + ηθ1.

Assume in addition that X0 ∩X1 is dense in X0 and X1. Then

(35.117) [ [X0, X1]θ0 , [X0, X1]θ1 ]η = [X0, X1]θ

with norm coincidence.

Proof. It is not so hard to see that

(35.118) [ [X0, X1]θ0 , [X0, X1]θ1 ]η ⊃ [X0, X1]θ, [ [X0, X1]θ0 , [X0, X1]θ1 ]
η ⊃ [X0, X1]

θ.

Indeed, let f ∈ F(X0;X1). Then

(35.119) g(η) := f((1− η)θ0 + ηθ1).

Then by virtue of the three line theorem we have

(35.120) g ∈ F([X0, X1]θ0 , [X0, X1]θ1) with ∥g∥F([X0,X1]θ0 ;[X0,X1]θ1 )
≤ ∥f∥F(X0;X1).

This implies the first inclusion. The second one being proved similarly.

A passage to the dual gives us

∥l∥([X0,X1]θ)
∗ = ∥l∥[X0

∗,X1
∗]θ ≤ ∥l∥[[X0

∗,X1
∗]θ0 ,[X0

∗,X1
∗]θ1 ]

η ≤ ∥l∥[[X0
∗,X1

∗]θ0 ,[X0
∗,X1

∗]θ1 ]η
.

(35.121)

This is the desired result. □
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Real interpolation and complex interpolation. Finally let us consider the mixture of the real
interpolation and the complex interpolation.

Theorem 35.35. Let 0 < θ0 < θ1 < 1 and 0 < η < 1. We set θ = (1− η)0θ0 + ηθ1. Suppose
that (X0, X1) is a compatible Banach couple. Then we have the following.

(1) (X0, X1)θ,1 ↪→ [X0, X1]θ ↪→ (X0, X1)θ,∞
(2) We have

(35.122) ( [X0, X1]θ0 , [X0, X1]θ1)η,p = (X0, X1)θ,p

for all 0 < p ≤ ∞ with norm equivalence.

(3) Suppose that 1 ≤ p0, p1 ≤ ∞ and
1

p
=

1− η
p0

+
η

p1
. Then we have

(35.123) [ (X0, X1)θ0,p0 , (X0, X1)θ1,p1 ]η = (X0, X1)θ,p.

Proof. (1) : Step 1 (X0, X1)θ,1 ↪→ (X0, X1)θ. If x ∈ (X0, X1)θ,1, then x can be expressed as

(35.124) x =
∑
j∈Z

xj , with
∑
j∈Z

2−jθmax(∥xj∥X0 , 2
j∥xj∥X1) ≤ ∥x∥(X0,X1)θ,1

by the J-method. Note that Tj : a ∈ C 7→ a · xj ∈ Xk has norm ∥xj∥Xk for k = 0, 1. Therefore,
by complex interpolation we have

∥xj∥[X0,X1]θ = ∥Tj∥B(C,[X0,X1]θ) ≤ ∥Tj∥B(C,X0)
1−θ · ∥Tj∥B(C,X1)

θ ≤ ∥xj∥1−θX0
· ∥xj∥θX1

for all x ∈ X0 ∩X1. As a result we obtain

(35.125) ∥xj∥[X0,X1]θ ≤ 2−jθmax(∥xj∥X0
, 2j∥xj∥X1

).

Adding them therefore gives us the first inclusion.

(1) : Step 2 (X0, X1)θ ↪→ (X0, X1)θ,∞. Let x ∈ (X0, X1)θ be fixed. Then there exists

f ∈ F(X0;X1) such that

(35.126) x = f(θ), ∥f∥F(X0,X1) ≤ 2 ∥x∥[X0,X1]θ .

We define g(z) = eα (z−θ)f(z) for z ∈ S. Here α is chosen so that

(35.127) eαt sup
τ∈R
∥g(1 + iτ)∥X1 = sup

τ∈R
∥g(iτ)∥X0 .

For such α, we have

K(t, f(θ);X0, X1) = K(t, g(θ);X0, X1)

≤ max(∥g(iτ)∥X0 , t ∥g(1 + iτ)∥X1)

= tθ
(
sup
τ∈R
∥f(iτ)∥X0

)1−θ (
sup
τ∈R
∥f(1 + iτ)∥X1

)θ
= tθ∥f∥F(X0;X1).

This is the desired result.

(2) : ( [X0, X1]θ0 , [X0, X1]θ1)η,p = (X0, X1)θ,p. This is clear because we know that

(35.128) ( (X0, X1)θ0,1, (X0, X1)θ1,1)η,p = ( (X0, X1)θ0,∞, (X0, X1)θ1,∞)η,p = (X0, X1)θ,p.

This relation and (1) give us the desired result.
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(3) Step 1 : [ (X0, X1)θ0,p0 , (X0, X1)θ1,p1 ]η ⊃ (X0, X1)θ,p. Let x ∈ (X0, X1)θ,p. Then we

can decompose x as follows :

(35.129) x =
∑
j∈Z

xj ,

∑
j∈Z

2−jθJ(2j , xj ;X0, X1)
p

 1
p

≲ ∥x∥(X0,X1)θ,p .

Define

(35.130) fj(z) :=

{
2(θ1−θ0)j

(
2−jθJ(2j , xj ;X0, X1)

∥x∥(X0,X1)θ,p

) p
p1

− p
p0

}z−η
xj .

Define

(35.131) f :=
∑
j∈Z

fj .

Then we have

∥f(it)∥(X0,X1)θ0,p0

≲

∑
j∈Z

(
2−θ0jJ(2j , fj(it);X0, X1)

)p0 1
p0

≲

∑
j∈Z

(
2−θ0jJ(2j , xj ;X0, X1)

)p0 {
2(θ1−θ0)j

(
2−jθJ(2j , xj ;X0, X1)

∥x∥(X0,X1)θ,p

) p
p1

− p
p0

}−p0η
 1

p0

= ∥x∥(X0,X1)θ,p
(1− p0

p )

∑
j∈Z

2−jθJ(2j , xj ;X0, X1)
p
(
2−jθ

) 1
p0

= ∥x∥(X0,X1)θ,p .

Similarly we can prove that

(35.132) ∥f(1 + it)∥(X0,X1)θ1,p1
≲ ∥x∥(X0,X1)θ,p .

Therefore, it follows that [ (X0, X1)θ0,p0 , (X0, X1)θ1,p1 ]η ←↩ (X0, X1)θ,p.

(3) Step 2 : [ (X0, X1)θ0,p0 , (X0, X1)θ1,p1 ]η ↪→ (X0, X1)θ,p.

Let x ∈ [ (X0, X1)θ0,p0 , (X0, X1)θ1,p1 ]η. Let f ∈ F((X0, X1)θ0,p0 ; (X0, X1)θ1,p1) with

(35.133) ∥f∥F((X0,X1)θ0,p0 ;(X0,X1)θ1,p1 )
≤ 2∥x∥[(X0,X1)θ0,p0 ,(X0,X1)θ1,p1 ]η

.

Let γ ∈ R be chosen later and define

(35.134) gj(z) = 2(z−η)((θ0−θ1)j+γ)f(z).

Then

(35.135) x =

∫
R
P0(η, τ) gj(iτ) dτ +

∫
R
P1(η, τ) gj(1 + iτ) dτ
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by the Cauchy integral formula. Therefore, choosing γ appropriately, we have

2−jθK(2j , x;X0, X1) ≤ 2−jθ−jη(θ0−θ1)−ηγ
∫
R
P0(η, τ)K(2j , f(iτ);X0, X1) dτ

+ 2−jθ+j(1−η)(θ0−θ1)+(1−η)γ
∫
R
P1(η, τ)K(2j , f(1 + iτ);X0, X1) dτ

≲
(∫

R
2−jθ0P0(η, τ)K(2j , f(iτ);X0, X1) dτ

)1−η

·
(∫

R
2−jθ1P1(η, τ)K(2j , f(1 + iτ);X0, X1) dτ

)η
.

It follows from the definition of the norm that

2−jθK(2j , x;X0, X1)

≲
(∫

R
P0(η, τ)∥f(iτ)∥(X0,X1)θ0,p0

dτ

)1−η (∫
R
P1(η, τ)∥f(1 + iτ)∥(X0,X1)θ0,p1

dτ

)η
≲ ∥f∥F((X0,X1)θ0,p0 ;(X0,X1)θ1,p1 )

≲ ∥x∥[(X0,X1)θ0,p0 ;(X0,X1)θ1,p1 ]θ
.

This is the desired inequality. □

36. Interpolation of Lp(µ)-spaces

In this section, let us see how Banach spaces interpolate.

36.1. Real interpolation of Lp(µ)-spaces.

A fundamental result. As an example of real interpolation, we shall interpolate Lp(µ)-spaces.
Throughout this paragraph, we assume that (X,B, µ) is a measure space. We shall give an
example of calculation of the K-functionals.

Theorem 36.1. Let 0 < p <∞. Then,

(36.1) K(t, f ;Lp(µ), L∞(µ)) ≃p

(∫ tp

0

f∗(s)p ds

) 1
p

.

If p = 1, the equivalence ≃p can be replaced with the equality =.

In the proof, it will be understood tacitly that ≃1 stands for =.

Proof. We begin with the following problem to calculate the K-functional :

[Problem] Minimize ∥f − g∥Lp(µ)
under the condition that g ∈ L∞(µ), f − g ∈ Lp(µ) and ∥g∥L∞(µ) ≤ s

Among all functions of the given L∞(µ)-norm, we need to look for the function g. This
is achieved as follows: Split f by f = fs0 + fs1 with fs0 := max(|f | − s, 0)sgnf and fs1 :=
min(|f |, s)sgnf.



394 YOSHIHIRO SAWANO

We claim that f1s is the desired minimizer. Indeed, if g ∈ L∞(µ) has its norm less than s,
then we have (∫

X

|f(x)− g(x)|p dµ(x)
) 1
p

≥
(∫

X

max(|f(x)| − s, 0)p dµ(x)
) 1
p

=

(∫
X

|f(x)− fs1 (x)|p dµ(x)
) 1
p

.

Therefore, f1s is the desired minimizer.

Computation of the K-functional. By means of the distribution kernel we have

∥fs0∥p =
(∫ ∞

0

µ{max(|f | − s, 0)p > λ} dλ
) 1
p

=

(∫ ∞

0

µ{ |f | > p
√
λ+ s} dλ

) 1
p

.

Note that there exists a constant cp ≥ 1 depending only on p > 0 such that

(36.2) c1 = 1, cp
−1 (λ+ sp)

1
p ≤ p
√
λ+ s ≤ cp (λ+ sp)

1
p .

Using this constant cp, we see

(36.3)

(∫ ∞

(cp s)p
µ{ |f | > p

√
λ} dλ

) 1
p

≤ ∥fs0∥p ≤

(∫ ∞

(cp−1 s)p
µ{ |f | > p

√
λ} dλ

) 1
p

.

Therefore, we have

(36.4)

(∫ ∞

0

F (t, cp · s, λ) dλ
) 1
p

≃p ∥fs0∥p+t min(s, ∥f∥∞) ≤ c′p
(∫ ∞

0

F (t, cp
−1 · s, λ) dλ

) 1
p

,

where we have written

(36.5) F (t, s, λ) := tpχ[0,min(s,∥f∥∞)p)(λ) + µ{ |f | > p
√
λ}χ[sp,∞)(λ).

Inserting (36.5), we obtain

inf{∥f − g∥p + t∥g∥∞ : g ∈ L∞(µ), f − g ∈ Lp(µ)}
= inf {∥fs0∥p + t min(s, ∥f∥∞) : s ≥ 0}

≃p inf

{(∫ ∞

0

F (t, s, λ) dλ

) 1
p

: s ≥ 0

}

= inf

{(∫ ∞

0

(
tpχ[0,min(s,∥f∥∞)p)(λ) + µ{ |f | > p

√
λ}χ[sp,∞)(λ)

)
dλ

) 1
p

: s ≥ 0

}
.

Note that ∫ ∞

0

(
tp χ[0,min(s,∥f∥∞)p)(λ) + µ{ |f | > p

√
λ}χ[sp,∞)

)
dλ

≥
∫ ∞

0

(
tp χ[0,min(s,∥f∥∞)p)(λ) + µ{ |f | > p

√
λ}χ[min(s,∥f∥∞)p,∞)

)
dλ

≥
∫ ∞

0

min(tp, µ{ |f | > p
√
λ}) dλ.
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and that all the equalities hold for s = f∗(t) ≤ ∥f∥∞. Furthermore, in this case,∫ ∞

0

min(tp, µ{ |f | > p
√
λ}) dλ =

∫ ∞

0

(∫ tp

0

χ[0,µ{ |f |> p√
λ})(s) ds

)
dλ

=

∫ tp

0

(∫ ∞

0

χ[0,µ{ |f |> p√
λ})(s) dλ

)
ds

=

∫ tp

0

f∗(s)p ds.

Here, for the last equality, we have used(∫ ∞

0

χ[0,µ{ |f |> p√
λ})(s) dλ

)
= sup

{
λ ≥ 0 : µ{ |f | > p

√
λ} > s

}
= (inf {ρ ≥ 0 : µ{ |f | > ρ} ≤ s})p

= f∗(s)p.

Inserting this, we obtain the desired result. □

Corollary 36.2. Suppose that 0 < p0 <∞ and 0 < θ < 1. Set p =
p0

1− θ
. Then one has

(36.6) ∥f∥(Lp0 (µ),L∞(µ))θ,q ≃
(∫ ∞

0

t
q
p−1f∗(t)q dt

) 1
q

for p0 ≤ q ≤ ∞.

Proof. By Theorem 36.1 we obtain

∥f∥(Lp0 (µ),L∞(µ))θ,q ≃

∫ ∞

0

t−θq

(∫ tp0

0

f∗(s)p0 ds

) q
p0 dt

t

 1
q

≃

(∫ ∞

0

t−
θq
p0

(∫ t

0

f∗(s)p0 ds

) q
p0 dt

t

) 1
q

=

(∫ ∞

0

t
q
p−1

(∫ 1

0

f∗(t s)p0 ds

) q
p0

dt

) 1
q

.

Since f∗ is decreasing, we obtain

∥f∥(Lp0 (µ),L∞(µ))θ,q ≳
(∫ ∞

0

t
q
p−1f∗(t)q dt

) 1
q

.

Meanwhile, assuming q ≥ p0, we are in the position of applying the Minkowski inequality to
obtain(∫ ∞

0

t
q
p−1

(∫ 1

0

f∗(t s)p0 ds

) q
p0

dt

) 1
q

≤

(∫ 1

0

(∫ ∞

0

f∗(t s)qt
q
p−1 dt

) p0
q

ds

) 1
p0

≃

(∫ 1

0

s−
p0
p

(∫ ∞

0

f∗(t s)qt
q
p−1 dt

) p0
q

ds

) 1
p0

≃
(∫ ∞

0

t
q
p−1f∗(t)q dt

) 1
q

.

Therefore, we obtain (36.6). □
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Theorem 36.3. Let 0 < p0 < p1 ≤ ∞ and 0 < θ < 1. Define p by

(36.7)
1

p
=

1− θ
p0

+
θ

p1
.

Then we have

(36.8) (Lp0(µ), Lp1(µ))θ,p = Lp(µ)

with norm equivalence.

Proof. Step 1 : Assume p1 =∞. Then by Corollary 36.2 and Theorem 4.12 we have

(36.9) ∥f∥[Lp0 (µ),L∞(µ)]θ,p ≃
(∫ ∞

0

f∗(t)p dt

) 1
p

≃ ∥f∥p.

Therefore, (36.8) holds.

Step 2 : Assume p1 <∞.

It is convenient to use the iteration procedure. Let 0 < r < p0. Then we have

(Lp0(µ), Lp1(µ))θ,p =
[
(Lr(µ), L∞(µ))1− r

p0
,p0 , (L

r(µ), L∞(µ))1− r
p1
,p1

]
θ,p
.

Now that we know the interpolation result for Lr(µ) and L∞(µ), we obtain

(Lp0(µ), Lp1(µ))θ,p ≈ (Lr(µ), L∞(µ))(
1− r

p0

)
(1−θ)+

(
1− r

p1

)
θ,p

= (Lr(µ), L∞(µ))1− r
p ,p
≈ Lp(µ).

This is the desired result. □

In view of Corollary 36.2 it is quite meaningful to define the following space:

Definition 36.4 (Lorentz norm). Let 0 < p, q ≤ ∞. Then define the Lorentz space by the
norm given by

(36.10) ∥f∥Lp,q(µ) :=
(∫ ∞

0

t
q
p−1f∗(t)q dt

) 1
q

.

Here one modifies the definition naturally when q =∞.

In terms of Lorentz spaces Corollary 36.2 can be translated as follows :

Theorem 36.5. Suppose that 0 < p0 < p <∞ and 0 < q ≤ ∞. Define θ by θ = 1− p0
p
. Then,

(36.11) (Lp0(µ), L∞(µ))θ,q = Lp,q(µ).

Theorem 36.6. Suppose that the parameters p0, p1, q0, q1, q satisfy

(36.12) 0 < p0 < p1 ≤ ∞, 0 < q0 ≤ ∞, 0 < q1 ≤ ∞, 0 < q ≤ ∞.
Assume in addition that the parameters θ and p fulfill

(36.13) 0 < θ < 1,
1

p
=

1− θ
p0

+
θ

p1
.

Then we have

(36.14) [Lp0,q0(µ),Lp1,q1(µ)]θ,q = Lp,q(µ)
with norm equivalence.

Exercise 221. Prove Theorem 36.6 by mimicking the proof of Theorem 36.3.

Exercise 222. Explain Theorems 34.14 and 34.15 in terms of Lorentz spaces.
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Exercise 223. Show that Lp,q(µ) is a Banach space when 1 < p <∞ and 1 ≤ q ≤ ∞.

Exercise 224. Let f be a µ-measurable function. Recall that f∗ is given by

(36.15) f∗(t) = sup {essinfx∈E |f(x)| : E : measurable and µ(E) ≤ t} .

Then show that the following are equivalent.

(1) f ∈ Lp,∞(µ).

(2) sup
s>0

sµ{|f | > s}1/p <∞.

(3) sup
t>0

t1/pf∗(t) <∞.

Exercise 225. Show that the dual of L1,q(R) is {0}.

Powered space and interpolation. Although it is possible to calculate the exact value of the
K-functional K(f, t;Lp(µ), L∞(µ)), it was very difficult. In this section we shall present an
alternative method of interpolation of Lp(µ)-spaces. Here we keep to the assumption that
(X,B, µ) is a measure space.

Definition 36.7 (Powered quasi-Banach space). Given 0 < p <∞ and a quasi-Banach space
X, define Xp as follows : Xp = X as a set and the norm is given by

(36.16) ∥x∥Xp := ∥x∥pX .

Lemma 36.8. Let 0 < p0 ≤ p1 <∞. We define

(36.17) F (z, t; p0, p1) := min
z0∈C

(|z0|p0 + t |z − z0|p1)

for z ∈ C \ {0} and t ≥ 0. Then we have

(36.18) F (z, t; p0, p1) = |z|p0 F (1, t |z|p1−p0 ; p0, p1), F (1, t; p0, p1) ≤ min(1, |t|).

The proof is straightforward and simple. Therefore, the proof is left for the readers as an
exercise.

Exercise 226. Prove Lemma 36.8.

Note that in the next theorem the definition of p is defferent from those in other theorems.

Theorem 36.9. Suppose that 0 < p0 < p1 < ∞ and 0 < η < 1. Define p := (1 − η)p0 + ηp1.
Then we have

(36.19) (Lp0(µ)p0 , Lp1(µ)p1)η,p = Lp(µ)p.

More precisely, there exists α(p, p0, p1) > 0 independent of the measure space X such that

(36.20) ∥f∥(Lp0 (µ)p0 ,Lp1 (µ)p1 )η,p = α(p, p0, p1) ∥f∥Lp(µ)p.

Proof. We calculate the K-functional. Under the same notation as Lemma 36.8, we have

K(t, f ;Lp0(µ)p0 , Lp1(µ)p1) = inf
h∈Lp0 (µ)

∫
X

(|h(x)|p0 + t |f(x)− h(x)|pq ) dµ(x)

=

∫
{f ̸=0}

F (f(x), t; p0, p1) dµ(x)

=

∫
{f ̸=0}

|f(x)|p0 F (1, t|f(x)|p1−p0 ; p0, p1) dµ(x).
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Therefore, we obtain

∥f∥[Lp(µ)p,L∞(µ)p]η,1 =

∫ ∞

0

(∫
{f ̸=0}

t−η|f(x)|p0 F (1, t|f(x)|p1−p0 ; p0, p1) dµ(x)

)
dt

t

=

∫
{f ̸=0}

(∫ ∞

0

t−η|f |p0 F (1, t|f |p1−p0 ; p0, p1)
dt

t

)
dµ

=

∫
{f ̸=0}

(∫ ∞

0

s−η|f |p F (1, s; p0, p1)
ds

s

)
dµ

≃p,p0,p1
∫
{f ̸=0}

|f(x)|p dµ(x)

= ∥f∥Lp(µ)p.

This is the desired result. □

Theorem 36.10. Suppose that 0 < p0, p1, q0, q1 ≤ ∞ and 0 < θ < 1. Define p, q by

(36.21)
1

p
:=

1− θ
p0

+
θ

p1
,
1

q
:=

1− θ
q0

+
θ

q1

Let (X,B, µ) and (Y, C, ν) be measure spaces. Assume that

(36.22) T : Lp0(X,µ) + Lp1(X,µ)→ Lq0(Y, ν) + Lq1(Y, ν)

is a sublinear operator satisfying

∥Tf∥Lq0 (Y,ν) ≤M0 ∥f∥Lp0 (X,µ)
∥Tf∥Lq1 (Y,ν) ≤M1 ∥f∥Lp1 (X,µ).

Then there exists a constant α(p, p0, p1, q, q0, q1) ≥ 1 such that

α(p, p0, p1,p, p0, p1) = 1 whenever p0, p1 ≥ 1(36.23)

∥Tf∥Lq(Y,ν) ≤α(p, p0, p1, q, q0, q1)M0
1−θM1

θ ∥f∥Lp(X,µ).(36.24)

Proof. As for (36.24) we use Theorems 35.8 and 36.6, while to obtain the precise estimate
(36.23) we combine Theorems 35.8 and 36.9 instead. □

36.2. Complex interpolation of Lp(µ)-spaces.

Below let us investigate complex interpolations.

Theorem 36.11. Let 1 ≤ p0 < p1 ≤ ∞ and 0 < θ < 1. Define p by
1

p
=

1− θ
p0

+
θ

p1
. Then we

have

(36.25) [Lp0(µ), Lp1(µ)]θ = Lp(µ)

with norm coincidence. In particular if p = (1− θ)−1 ∈ (1,∞), then

(36.26) [L1(µ), L∞(µ)]θ = Lp(µ).

Proof. It is sufficient to prove that

(36.27) ∥f∥[Lp0 (µ),Lp1 (µ)]θ = ∥f∥Lp(µ)
for all bounded measurable functions f such that {f ̸= 0} has finite µ-measure. Put

(36.28) F (z) := exp(εz2 − εθ2)|f(x)|
p
p(z) sgn(f)(x),
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where
1

p(z)
=

1− z
p0

+
z

p1
. Since f ∈ L∞(µ) and µ{f ̸= 0} <∞, we have F ∈ F(Lp0(µ), Lp1(µ)).

(36.29) |F (it)| = exp(εRe (z2)− εθ2)|a(x)|
p
p0

implies ∥F (it)∥p0 ≤ eε∥f∥p. Similarly ∥F (1 + it)∥p1 ≤ eε∥f∥p. Therefore

(36.30) ∥F∥F(Lp0 (µ),Lp1 (µ)) ≤ eε∥f∥p
for all ε > 0. Hence ∥f∥[Lp0 (µ),Lp1 (µ)]θ ≤ ∥f∥p is established. To prove the converse inequality
we write

(36.31) ∥f∥Lp(µ) = sup
g

∣∣∣∣∫
X

f(x) · g(x) dµ(x)
∣∣∣∣ ,

where g runs over all elements in Lp
′
(µ) ∩ L∞(µ) such that {g ̸= 0} has finite µ-measure and

that ∥g∥p′ = 1. Let ε > 0 be arbitrary and choose F ∈ F(Lp0(µ), Lp1(µ)) with

(36.32) ∥f∥[Lp0 (µ),Lp1 (µ)]θ ≤ (1 + ε)∥F∥F(Lp0 (µ),Lp1 (µ)).

Let
1

p′(z)
=

1− z
p0

+
z

p1
. Set

(36.33) G(z;x) = exp(εz2 − εθ2)|b(x)|
p′
p′(z) sgn(b)(x)

Then H(z) :=

∫
X

f(z)(x)G(z;x) dµ(x) defines a holomorphic function on S that satisfies

(36.34) |H(it)|, |H(1 + it)| ≤ e2ε∥F∥F(Lp0 (µ),Lp1 (µ)).

Therefore, the three line theorem yields

(36.35) ∥F∥p = |H(θ)| ≤ e2ε∥F∥F(Lp0 (µ),Lp1 (µ)).

Hence the converse inequality was proved. □

As an application, we shall complete the proof of Theorem 4.82 in Chapter 3. Recall that
the Young inequality concerns the inequality of convolutions of Lebesgue measurable functions
on Rd.

Theorem 36.12. Suppose that 1 ≤ p, q, r ≤ ∞ satisfy
1

r
=

1

p
+

1

q
− 1. Then we have

(36.36) ∥f ∗ g∥r ≤ ∥f∥p · ∥g∥q
for all f ∈ Lp(Rd) and g ∈ Lq(Rd).

Proof. Note that ∥f ∗ g∥1 ≤ ∥f∥1 · ∥g∥1, provided f ∈ L1(Rd) and g ∈ L1(Rd) and that
∥f ∗ g∥∞ ≤ ∥f∥∞ · ∥g∥1, provided f ∈ L∞(Rd) and g ∈ L1(Rd).

Let g ∈ L1(Rd). Then we define T : L1(Rd) + L∞(Rd)→ L1(Rd) + L∞(Rd) by Tf = f ∗ g.
Then the above inequality means ∥T ∥L1 ≤ ∥g∥1 and ∥T ∥L∞ ≤ ∥g∥1. By interpolation we
have

(36.37) ∥T∥Lp ≤ ∥g∥p, that is, ∥f ∗ g∥p ≤ ∥f∥p · ∥g∥1.

Note that

(36.38) ∥f ∗ g∥∞ ≤ ∥f∥p · ∥g∥p′

by virtue of the Schwarz inequality and we now define S : Lp(Rd)+L∞(Rd)→ Lp(Rd)+L∞(Rd)
by Sg = f ∗ g. Then we have

(36.39) ∥S∥L1→Lp ≤ ∥f∥p, ∥S∥Lp′→L∞ ≤ ∥f∥p.
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Interpolate this once more, we have

(36.40) ∥S∥Lq→Lr ≤ ∥f∥p, that is, ∥f ∗ g∥r ≤ ∥f∥p · ∥g∥q.

This is the desired result. □

Notes and references for Chapter 16.

We refer to [6] for fundamental facts on interpolation technique. The author has learnt a lot
from Professor T. Sobukawa [507].

Gagliardo investigated interpolation of Banach spaces in [200, 201, 202].

Section 34. Theorem 34.4

Theorem 34.6

Marcinkiewicz proved Theorems 34.14, 34.15 in [326]. Theorems 34.14, 34.15 are proved
by Marcinkiewicz but the results are not published. Actually Zygmund published the proof
due to Marcinkiewicz in 1956. We also refer to [498] as well for these theroems. The term
“weak-boundedness” was given by Wolf who reviewed [498].

Theorem 34.16

Theorem 34.17

Section 35. The K-method was paved by J. Peetre in [386]. Thorin proved the three line
theorem [472].

Theorem 35.8 is a typical result in [386], for example.

Theorem 35.12

Theorem 35.14 was obtained by Lions and Peetre. For details we refer to [311, 313, 314, 315,
316].

Lemma 35.25 can be found in [236].

Theorem 35.15 was due to Holmstedt and Peetre [243].

The complex interpolation was obtained independently by Peetre and Lions. The reader is
referred to [386, 312].

Theorem 35.20 is a direct consequence of the aforementioned papers such as [386]. However,
the origin of this theorem seems to stem from the work by Stein [450], where Stein used the
Thorin theorem on the strip S.

Theorem 35.30

Theorem 35.33

Theorem 35.34

Theorem 35.35 (1) was obtained by Peetre [392]. Theorem 35.35 2,3 were investigated by
Karadžov in [266].

Kreuin considered the complex method for operator norms in [275].

Other interpolation functors were considered in [391, 372].
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To conclude this paragraph, let us describe one of the interpolations in [391]. Let (X0, X1)
be the compatible couple of Banach spaces. We define lp(A) to be the set of sequences {aj}j∈Z
satisfying

(36.41) ∥{aj}j∈Z∥ℓp(A) :=

∑
j∈Z

∥aj∥Ap
 1

p

<∞.

Of course, a natural modification is made when p =∞.

Let 1 ≤ p0, p1 ≤ ∞. We say that a ∈ X0 + X1 belongs to (A0, A1)θ,p0,p1 if there exists
{uj}j∈Z ∈ X0 ∩X1

(36.42) a =
∑
j∈Z

uj , {2−jθuj}j∈Z ∈ ℓp0(X0), {2j(1−θ)uj}j∈Z ∈ ℓpp1(X1)

and the norm is given by

(36.43) inf
(36.42)

[
max

(
∥{2−jθuj}j∈Z∥ℓp0 (X0), ∥{2

j(1−θ)uj}j∈Z∥ℓp1 (X1)

)]
.

Section 36. As early as 1927, Marcel Markov found that if T is a linear operator from ℓp0 to ℓp0
and from ℓp1 to ℓp1 then for all p0 < p < p1 T has the operator norm from ℓp to itself.

It is in 1938 that Thorin found the general results on interpolation by using the complex
method.

Lorentz spaces, which were defined originally by G. Lorentz, were investigated by W. Lux-
enberg as well, which were just a part of Luxenberg’s paper [39]. Calderón investigated Lorentz
spaces in connection with interpolation and established interpolation results such as Theorem
36.6 (See [113]). Hunt synthesised the results of Lorentz spaces in [250]. We remark that Stein-
Weiss and M. Riesz established the following interpolation result, which we use in Chapter 19.
In [410, 458] the interpolation with change of measures were considered. If a linear operator
T : Meas(X,µ)→ Meas(Y, ν) satisfies

(36.44) ∥Tf∥Lqi (ν) ≤Mi ∥f∥Lpi (µ), i = 0, 1,

then we have

(36.45) ∥Tf∥Lq(ν) ≲θ M0
1−θM1

θ∥f∥Lp(µ),

where the parameters satisfy

(36.46) 1 ≤ pi, qi ≤ ∞, 0 ≤ θ ≤ 1,

and

(36.47)
1

p
=

1− θ
p0

+
θ

p1
,
1

q
=

1− θ
q0

+
θ

q1
.

For details we refer to [410, 458].

Theorems 36.1 and 36.3 can be found in [386]. Theorem 36.1 dates back to Holmstedt’s
result in 1970.

Theorem 36.5

Theorem 36.9

Theorem 36.10

Theorem 36.11 was obtained in [113].
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Theorem 36.12

Nilsson obtained interpolation results for Banach couples such that the couple carries the
structure of lattice. For details we refer to [372].
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Part 17. Wavelets

In Chapter 17 we exhibit an application of theory of singular integral operators. Wavelet is
one of the mathematical subjects which grew up so rapidly based on mathematical preparations
of other field. We place ourselves in the setting of the Euclidean space Rd as usual. Wavelet
is applied to analysis of image processing. But the mathematical background largely depends
on harmonic analysis. In Section 37 we make a brief review of wavelet theory. Section 38 is
devoted to developing theory of unconditional basis, where we develop our theory in a general
Banach space B. As an application of wavelet in Section 39 we shall construct “basis ” of Lp(R)
spaces with 1 < p <∞.

37. Wavelets and scaling functions

37.1. Definition.

Below, Definition 37.1 is a definition in terms of Grafakos.

Definition 37.1. An L2(Rd)-function ψ : Rd → C is said to be a wavelet (function) if the

system {ψj,k}j∈Z, k∈Zd = {2
jd
2 ψ(2jx− k)}j∈Z, k∈Zd forms an orthonormal basis in L2(Rd).

Definition 37.2. A multi-resolution analysis, which is abbreviated to MRA, is a sequence
{Vj}j∈Z of closed subspaces of L2(Rd) that fulfills the following conditions listed below :

(1) (Nested property) Vj ⊂ Vj+1 for all j ∈ Z.
(2)

∪
j∈Z

Vj = L2(Rd).

(3)
∩
j∈Z

Vj = {0}.

(4) V0 is spanned by the set of the integer translates of a function φ. Also, {φ(∗−m)}m∈Zd
is an orthonormal sequence.

(5) (Scaling property) Let j ∈ Z. Then f(2j∗) ∈ Vj precisely when f ∈ V0.

The function φ is said to be a scaling function of the multi-resolution analysis {Vj}j∈Z.

Recall also that the Fourier transform is defined by Ff(ξ) =
1

(2π)
d
2

∫
Rd
f(x)e−ix·ξ dx for

f ∈ L1(Rd).

Lemma 37.3. Let g ∈ L2(Rd). In order that {g(∗ −m)}m∈Zd forms a CONS in L2(Rd) it is
necessary and sufficient that

(37.1)
∑
k∈Zd

|Fg(ξ + 2πk)|2 =
1

(2π)d

for a.e. ξ ∈ Rd.

Proof. Let k ∈ Zd. First, we observe∫
Rd
g(x)g(x− k) dx =

∫
Rd
|Fg(ξ)|2eik·ξ dξ =

∑
l∈Zd

∫
[0,2π]d

|Fg(ξ + 2πl)|2eik·ξ dξ.

Here, for the first equality, we used the Planchrel theorem and, for the second equality, we

employed the partition Rd =
∪
l∈Zd

(2πl + [0, 2π)d) and the fact that eik·ξ is 2π-Z periodic.
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Therefore, since
∑
l∈Zd
|Fg(∗ + 2πl)|2 ∈ L1([0, 2π]d), if we expand this function by the Fourier

series,

(37.2)
∑
l∈Zd
|Fg(∗+ 2πl)|2 =

1

(2π)d

∑
k∈Zd

(∫
Rd
g(x)g(x− k) dx

)
e−ik·ξ.

From this expansion, the lemma is easy to prove. □

Recall that V0 is a linear subspace of V1. We let W0 be the orthogonal complement of V0
in V1, that is, V1 = V0 ⊕W0. We define Wj := {f ∈ L2(Rd) : f(2j∗) ∈ L2(Rd)}. Then, from
the scaling property, we have Vj+1 = Vj ⊕Wj . Assuming that Vj → {0} as j → −∞, that is,∩
j∈Z

Vj = {0}, we have

(37.3) Vj+1 = Vj ⊕Wj = Vj−1 ⊕Wj−1 ⊕Wj = Vj−2 ⊕Wj−2 ⊕Wj−1 ⊕Wj = . . . =

j⊕
k=−∞

Wk.

Since
∞∪

j=−∞
Vj = L2(Rd), we have L2(Rd) =

∞⊕
k=−∞

Wk.

The goal for the time being is to find ψ ∈ L2(Rd) with norm 1 such that W0 =
⊕
m∈Zd

Cψ(∗−

m). Occasionally, we write ψm = ψ(∗ −m).

Given an MRA {Vj}∞j=−∞, we remark that the scaling function φ is not unique. Here, keeping
in mind that the scaling function φ is not unique, we still choose and fix a scaling function φ.

Since V0 = W−1 ⊕ V−1, we have
1

2d
φ
(∗
2

)
∈ V−1. Since V−1 ⊂ V0 = Span({φ(∗ −m)}m∈Zd),

we have

(37.4)
1

2d
φ
(x
2

)
=
∑
k∈Zd

akφ(x+ k).

Here the coefficient is given by ak :=

⟨
1

2d
φ
(∗
2

)
, φ(∗+ k)

⟩
L2(Rd)

. Taking the Fourier transform

of the both sides of (37.4), we have

(37.5) Fφ(2ξ) =

∑
k∈Zd

ak e
ik·ξ

Fφ(ξ).
The function m0(ξ) =

∑
k∈Zd

ak e
ik·ξ has a special name.

Definition 37.4 (Low pass filter). The function m0 : Rd → C, which is given by

(37.6) m0(ξ) =
∑
k∈Zd

ak e
ik·ξ,

is called the low pass filter of a scaling function φ.

Lemma 37.5. The equality
∑

l∈{0,1}d
|m0(ξ + πl)|2 = 2d holds for a.e. ξ ∈ Rd.
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Proof. By Lemma 37.3 we have

(37.7)
∑
k∈Zd

|Fφ(ξ + 2πk)|2 =
1

(2π)d

for a.e. ξ ∈ Rd. From (37.5) and (37.7), we have

(37.8)
1

(2π)d
=
∑
k∈Zd

|Fφ(2ξ + 2πk)|2 =
∑
k∈Zd

|Fφ(ξ + πk)|2 · |m0(ξ + πk)|2.

Since ξ is arbitrary, we have

(37.9)
1

(2π)d
=
∑
k∈Zd

|Fφ(ξ + πl + πk)|2 · |m0(ξ + πl + πk)|2.

Add (37.9) over l ∈ {0, 1}d. Then we have

1

πd
=
∑
k∈Zd

∑
l∈{0,1}d

|Fφ(ξ + 2πk + πl)|2 · |m0(ξ + 2πk + πl)|2.

A change of the order of integration then gives us

1

πd
=
∑
k∈Zd

∑
l∈{0,1}d

|Fφ(ξ + 2πk + πl)|2 · |m0(ξ + πl)|2

=
∑

l∈{0,1}d

∑
k∈Zd

|Fφ(ξ + 2πk + πl)|2
 · |m0(ξ + πl)|2.

If we invoke Lemma 37.3 once again, then we have

1

πd
=

1

(2π)d

∑
l∈{0,1}d

|m0(ξ + πl)|2.

Therefore, Lemma 37.5 is now proved. □

37.2. Construction of wavelets for d = 1.

Let us construct an orthonormal wavelets starting from MRA.

Lemma 37.6. Let {Vj}j∈Z be an MRA, φ a scaling function and m0 its low pass filter. Then
we have

V−1 = {f ∈ L2(R) : Ff(ξ) = m(2ξ)m0(ξ)Fφ(ξ), m ∈ L2(T)}
V0 = {f ∈ L2(R) : Ff(ξ) = ℓ(ξ)m0(ξ)Fφ(ξ), ℓ ∈ L2(T)},

where L2(T) :=

{
f ∈ L1

loc(R) : f(∗+ 2πk) = f for all k ∈ Z,
∫
[0,2π]

|f(x)|2 dx <∞

}
.

We remark that the notation of L2(T) is slightly different from that in Chapter 1.

Proof. Let us denote by Z−1 and Z0, respectively the spaces appearing in the right-hand side.

Let f ∈ V−1 and let us prove that f has an expression described in the right-hand side. Then
it follows from the scaling property and the fact that V0 = Span({φ(∗ −m)}m∈Zd) that there
exists c = {ck}k∈Z ∈ ℓ2 such that

f =
1√
2

∑
k∈Z

ck φ

(
1

2
∗ −k

)
,
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where the convergence takes place in L2(R). Therefore, taking the Fourier transform, we are led

to Ff(ξ) =
√
2Fφ(2ξ)

(∑
k∈Z

ck e
−2k·ξ

)
. We claim that the desired L2(T)-function m is given

by m(ξ) =
√
2
∑
k∈Z

ck e
−k·ξ. Indeed, from the definition we have

(37.10) Ff(ξ) = m(2ξ)Fφ(2ξ) = m(2ξ)m0(ξ)Fφ(ξ).

Consequently V−1 ⊂ Z−1 is established.

To prove the reverse inclusion, we have to make a few preparatory observations. First, if
h ∈ L2(T), then h · Fφ ∈ L2(R).

Indeed, taking into account the periodicity of h, we have∫
R
|h(ξ)Fφ(ξ)|2 dξ =

∑
k∈Z

∫
[0,2π]

|h(ξ + 2πk)Fφ(ξ + 2πk)|2 dξ

=
∑
k∈Z

∫
[0,2π]

|h(ξ)Fφ(ξ + 2πk)|2 dξ

=
∑
k∈Z

∫
[0,2π]

|h(ξ)Fφ(ξ + 2πk)|2 dξ

By Lemma 37.3, we have∫
R
|h(ξ)Fφ(ξ)|2 dξ = 1

(2π)

∑
k∈Z

∫
[0,2π]

|h(ξ)|2 dξ <∞.

Since m0 is also essentially bounded from Lemma 37.5, it follows that m(2∗)m0Fφ ∈ L2(R).

With this in mind, we define f ∈ L2(R) by f := F−1(m(2∗)m0Fφ). Then since m ∈ L2(T),
as before there exists c = {ck}k∈Z ∈ ℓ2 such thatm =

1√
2

∑
k∈Z

ck e
−ik·ξ. Inserting this expression

along with the formula Fφ(2ξ) = m0(ξ)Fφ(ξ), we obtain

(37.11) f =
1√
2

∑
k∈Z

ck φ

(
1

2
∗ −k

)
∈ L2(R).

The characterization for V0 being the same, the proof is now complete. □

In the course of the proof, we have obtained the following: A direct consequence of Lemma
37.5 is that m0 ∈ L∞(R). Thus, we can rewrite the definition of V−1 and V0 as follows:

V−1 = {F−1[m(2∗)m0Fφ] : m ∈ L2(T)}.
V0 = {F−1[ℓm0Fφ] : ℓ ∈ L2(T)}.

Lemma 37.7. We have

(37.12) W−1 = {f ∈ L2(R) : Ff(ξ) = eiξs(2ξ)m0(ξ + π)Fφ(ξ), s ∈ L2(T)}.

Proof. We define an operator U : V0 → L2(T) by

Uf(ξ) :=

{
Ff(ξ)
Fφ(ξ) if Fφ(ξ) ̸= 0,

0 otherwise.
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Then using the expansion f =
∑
j∈Z

dj φ(∗ − j), we have Uf = χsupp (φ) ·
∑
j∈Z

dj e
ij·∗. Therefore,

(37.13) ∥Uf∥L2(T) = ∥{dj}j∈Z∥ℓ2(Z) = ∥f∥L2(R),

which implies U is an isometry. By polarization, this immediately leads us

(37.14) ⟨f, g⟩L2(R) = ⟨Uf,Ug⟩L2(T)

for all f, g ∈ V0.

From (37.14) we deduce that f ∈W−1 if and only if Uf is perpendicular to m(2∗)m0 for all
m ∈ L2(T). Therefore

(37.15) ℓ(ξ)m0(ξ) + ℓ(ξ + π)m0(ξ + π) = 0.

Since (m0(ξ),m0(ξ + π)) is a unit vector, there exists a 2π-periodic function λ such that

(37.16) ℓ(ξ) = −λ(ξ + π)m0(ξ + π), ℓ(ξ + π) = λ(ξ)m0(ξ).

If we substitute ξ + π instead of ξ, then

(37.17) ℓ(ξ + π) = −λ(ξ + 2π)m0(ξ + 2π), ℓ(ξ + 2π) = λ(ξ + π)m0(ξ + π).

Taking into account the periodicity again, we conclude

(37.18) ℓ(ξ + π) = −λ(ξ)m0(ξ), ℓ(ξ) = λ(ξ + π)m0(ξ + π).

In view of (37.16) and (37.18), it follows that λ(ξ + π) = −λ(ξ). Finally if we set

(37.19) s(ξ) := e−i
ξ
2λ

(
ξ

2

)
,

we obtain

(37.20) ℓ(ξ) = eiξs(2ξ)m0(ξ + π).

Note that ℓ is π-periodic. For the reverse inclusion, we have to reverse the argument above. □

The next theorem characterizes a condition for ψ ∈ W0 = V1 ∩ V0⊥ to be an orthonormal
wavelet.

Theorem 37.8. Let {Vj}j∈Z be MRA with scaling function φ. Denote by m0 its low-pass
filter. Then ψ ∈W0 = V1 ∩ V0⊥ is an orthonormal wavelet if and only if ψ can be expressed as
follows :

(37.21) Fψ(2ξ) = eiξν(2ξ)m0(ξ + π)Fφ(ξ),
where ν ∈ L2(T) with |ν(ξ)| = 1 for almost everywhere.

Proof. Sufficiency Assume that ψ can be expressed as above.

Let g ∈W0. Then there exists s ∈ L2(T) such that Fg(ξ) = eiξs(2ξ)m0(ξ + π)Fφ(ξ). Using

the expression of Fψ, we obtain Fg(ξ) = s(ξ)ν(ξ)Fψ(ξ). Since s · ν ∈ L2(T), we can expand it
into the Fourier series :

(37.22) s(ξ)ν(ξ) =
∑
k∈Z

ck e
−ikξ,

where {ck}k∈Z ∈ ℓ2. Inserting this expression and taking the inverse Fourier transform, we
obtain

(37.23) g =
∑
k∈Z

ck ψ(∗ − k).
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This shows that {ψ(∗ − k)}k∈Z spans W0. To prove that this is an orthonormal system, we

have only to show
∑
k∈Z

|Fψ(ξ + 2kπ)|2 =
1

2π
.

Since {φ(∗ − k)}k∈Z forms an orthonormal system, we have

(37.24)
∑
l∈Z

|Fφ(ξ + 2lπ)|2 =
1

2π
.

Keeping this in mind, we calculate∑
k∈Z

|Fψ(ξ + 2kπ)|2 =
∑
k∈Z

∣∣∣∣Fφ(ξ2 + kπ

)∣∣∣∣2 · ∣∣∣∣m0

(
ξ

2
+ kπ + π

)∣∣∣∣2 .
Since by periodicity∑

k∈Z

∣∣∣∣Fφ(ξ2 + 2kπ

)∣∣∣∣2 · ∣∣∣∣m0

(
ξ

2
+ 2kπ + π

)∣∣∣∣2 =
1

2π

∣∣∣∣m0

(
ξ

2

)∣∣∣∣2
∑
k∈Z

∣∣∣∣Fφ(ξ2 + 2kπ + π

)∣∣∣∣2 · ∣∣∣∣m0

(
ξ

2
+ 2kπ

)∣∣∣∣2 =
1

2π

∣∣∣∣m0

(
ξ

2
+ π

)∣∣∣∣2 ,
we have the desired result.

Necessity Now we turn to the necessity. Assume ψ is an orthonormal wavelet and that

ψ ∈W0. Then, there exists ν ∈ L2(T) such that

(37.25) Fψ(ξ) = ei
ξ
2 ν(ξ)m0(ξ + π)Fφ

(
ξ

2

)
.

Since ψ is an orthonormal wavelet, we have

1 =
∑
k∈Z

|Fψ(ξ + 2kπ)|2 =
∑
k∈Z

|ν(ξ)|2 ·
∣∣∣∣m0

(
ξ

2
+ kπ + π

)∣∣∣∣2 · ∣∣∣∣Fφ(ξ2 + kπ

)∣∣∣∣2 .
It remains to separate k according to its parity.

1 = |ν(ξ)|2
∑
k∈Z

{∣∣∣∣m0

(
ξ

2
+ π

)∣∣∣∣2 · ∣∣∣∣Fφ(ξ2 + 2kπ

)∣∣∣∣2 + ∣∣∣∣m0

(
ξ

2

)∣∣∣∣2 · ∣∣∣∣Fφ(ξ2 + 2kπ + π

)∣∣∣∣2
}

= |ν(ξ)|2
(∣∣∣∣m0

(
ξ

2
+ π

)∣∣∣∣2 + ∣∣∣∣m0

(
ξ

2

)∣∣∣∣2
)

= |ν(ξ)|2.
Thus, the converse is proved as well. □

37.3. Examples when d = 1.

In this section we shall present some examples for d = 1. To do this it is convenient to give
a criterion for MRA.

Theorem 37.9. Assume that we are given a function Φ ∈ L1(R) ∩ L2(R) with the following
properties:

(A) For all complex-valued sequences a = {al}l∈Z ∈ ℓ2,∥∥∥∥∥∑
l∈Z

al Φ(∗ − l)

∥∥∥∥∥
L2(R)

=

(∑
l∈Z

|al|2
) 1

2

.
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(B) There exists a = {al}l∈Z ∈ ℓ2(Z) such that Φ
(x
2

)
=
∑
l∈Z

al Φ(x− l), where the conver-

gence takes place in L2(R).

Set Vj := Span{Φ(2j ∗ −k)}k∈Z for each j ∈ Z. Then {Vj}j∈Z forms an MRA.

Proof. Observe first that (A) implies {Φ(∗ − k)}k∈Z is an orthonormal system. Indeed, by
polarization, we have∫

R

(∑
l∈Z

al Φ(x− l)

)(∑
l∈Z

bl Φ(x− l)

)
dx =

∑
l∈Z

albl

for all a = {al}l∈Z, b = {bl}l∈Z ∈ ℓ2(Z). Thus,∫
R
Φ(x− k)Φ(x−m) dx = δk,m (k,m ∈ Z)

by letting al = δl,k and bl = δm,k for each l ∈ Z. Once we prove that

(37.26)
∩
j∈Z

Vj = {0}

and that

(37.27)
∪
j∈Z

Vj = L2(R),

then we see immediately that {Vj}j∈Z is the desired MRA with scaling function Φ. Indeed,
the scaling property is from the definition of Vj itself and nested property follows from (B).
Finally, V0 is certainly spanned by a single function from its definition. So let us prove that
(37.26) and (37.27)

Proof of (37.26) Setting Pj = proj (L2(R) → Vj), the projection from L2(R) to Vj , we

have to show lim
j→∞

Pjf = 0 for all f ∈ L2(R). However, the operator norm of these projections

is 1 and C∞
c (R) is dense in L2(R). Therefore, we can assume f ∈ C∞

c (R). Suppose that
supp (f) ⊂ [−R,R].

As we did in Definition 37.1, we define Φj,k(x) := 2
j
2Φ(2jx− k) for j, k ∈ Z. Then we have,

taking into account that Pj : L
2(R)→ L2(R) is a self adjoint operator satisfying PjΦj,k = Φj,k

and that {Φj,k}k∈Z is an orthonormal system,

∥Pjf∥L2(R)
2 =

∑
k∈Z

| ⟨f,Φj,k⟩L2(R) |2

=
∑
k∈Z

∣∣∣∣∣
∫ R

−R
f(x)Φj,k(x) dx

∣∣∣∣∣
2

≤ ∥f∥L2(R)
2 ·
∑
k∈Z

∫ R

−R
|Φj,k(x)|2 dx.

Keeping in mind that R is a fixed number that depends on the fixed function f , we observe

(37.28) lim
j→∞

∑
k∈Z

∫ R

−R
|Φj,k(x)|2 dx = lim

j→∞

∑
k∈Z

∫ k+2jR

k−2jR

|Φ(x)|2 dx = 0,

where, for the last equality, we used the Lebesgue convergence theorem. Therefore we obtain
(37.26).
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Proof of (37.27) Suppose that f ∈ L2(R) is perpendicular to each Vj . That is Pjf = 0 for

all j ∈ Z. Set fN = F−1(χ[−2Nπ+1,2Nπ−1]Ff) for N ∈ N. Let ε > 0 be given. ∥f − fN∥2 < ε
provided N is large enough. Observe that

(37.29) ∥Pj [fN ]∥2 = ∥Pj [f − fN ]− Pjf∥2 = ∥Pj [f − fN ]∥2 ≤ ∥f − fN∥2 ≤ ε.

Note that Pj [fN ] = proj (L2(R) → Vj)[fN ] ∈ Vj and that {Φj,k}∞k=1 is an orthonormal
system from (A) and (B). Hence

∥Pj [fN ]∥22 =
∑
k∈Z

| ⟨PjfN ,Φjk⟩L2(R) |2.

Keeping to the same notation above, we calculate

∥Pj [fN ]∥22 =
∑
k∈Z

| ⟨PjfN ,Φjk⟩L2(R) |2 =
∑
k∈Z

∣∣∣∣∫
R
fN (ξ)Φjk(ξ) dξ

∣∣∣∣2
from another side. We use the Plancherel theorem.

∥Pj [fN ]∥L2(R)
2 =

∑
k∈Z

∣∣∣∣∫
R
FfN (ξ)FΦjk(ξ) dξ

∣∣∣∣2 =
∑
k∈Z

∣∣∣∣∫
R
FfN (ξ)2−

j
2 eik2

−jξFΦ(2−jξ) dξ
∣∣∣∣2 .

We interpret the integral

∫
R
FfN (ξ)2−

j
2 eik2

−jξFΦ(ξ) dξ as a the (−k)-th Fourier coefficient of
√
2πFfN · FΦ(2−j ·) ∈ L2([−2jπ, 2jπ]). By the Plancherel formula we obtain

(37.30)
∑
k∈Z

∣∣∣∣∫
R
FfN (ξ)2−

j
2 eik2

−jξFΦ(2−jξ) dξ
∣∣∣∣2 = 2π

∫
R
|FfN (ξ)FΦ(2−jξ)|2 dξ.

Since FΦ is continuous and bounded, we conclude

(37.31) ε2 ≳ |Fφ(0)| · ∥fN∥L2(R)
2

provided N is large enough. Letting N →∞, we conclude

(37.32) ε2 ≳ |Fφ(0)| · ∥f∥L2(R)
2.

Since ε > 0 is arbitrary, we conclude f = 0. □

Exercise 227. Let H be a Hilbert space and H0 its subspace. Then show that H0 is dense in
H if and only if there is no nonzero vector in H perpendicular to H0.

Haar wavelet. Now start with a function φ = χ[0,1] ∈ L2(R). We intend to construct an

MRA whose scaling function is φ. To do this we set φj,k := 2
j
2φ(2j ∗ −k), j, k ∈ Z and

Vj := Span({φj,k}k∈Z), j ∈ Z.

To see that {Vj}j∈Z is an MRA whose scaling function is φ, we have to verify the following.∪
j∈Z

Vj = L2(R).(37.33)

∩
j∈Z

Vj = {0}.(37.34)

. . . ⊂Vj ⊂ Vj+1 ⊂ . . . .(37.35)

{φ(∗ − k)}k∈Z forms an orthonormal basis in V0.(37.36)

f ∈ Vj ⇐⇒ f(2∗) ∈ Vj+1.(37.37)

Conditions (37.35)–(37.37) are immediate from the definition. What is less trivial is to check
(37.33) and (37.34). Now we present a skillful usage of the dyadic maximal operator. Let
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us recall the definition. Set Ej [f ] =
∑
k∈Z

m[2−jk,2−j(k+1)](f) · χ[2−jk,2−j(k+1)] for j ∈ Z and

Mdyadicf(x) = sup
j∈Z

Ej [|f |](x). To prove (37.33) it suffices to show that lim
j→∞

Ej [f ] = f in

L2(R). However if f ∈ C∞
c (R) this is trivial. Because Ej [f ], j = 1, 2, . . . have a compact

support in common and {Ej [f ]}j∈N converges to f . To pass to the general case we note that
∥Ej [f ]∥2 ≤ ∥Mdyadicf∥2 ≲ ∥f∥2 for all f ∈ L2(R). Let f ∈ L2(R) and g ∈ C∞

c (R). Then we
have

(37.38) ∥Ej [f ]− f∥2 ≤ ∥Ej [f − g]− (f − g)∥2 + ∥Ej [g]− g∥2 ≲ ∥f − g∥2 + ∥Ej [g]− g∥2
for all j ∈ N. Letting j →∞, we conclude

(37.39) lim sup
j→∞

∥Ej [f ]− f∥2 ≲ ∥f − g∥2.

Given f ∈ L2(R), we can make the right-hand side as small as we wish by selecting g ∈ C∞
c (R).

Therefore it follows that Ej [f ]→ f as j →∞.

The proof of (37.34) is similar. Let f ∈
∩
j∈Z

Vj . In this case we have Ej [f ] = f . We observe

Ej [f ] → 0 almost everywhere in R, as we proved in Chapter 7. In Chapter 7, we proved this
assuming f ∈ L1(R). But a similar proof still works for f ∈ L2(R). Since |Ej [f ]| ≤ Mdyadicf
and Mdyadicf is an L2(R)-function, we are in the position of using the dominated convergence
theorem to conclude that f = Ej [f ]→ 0 as j →∞. Thus it follows that f = 0.

Finally we note that χ[0, 12 ]
− χ[ 12 ,1]

is a orthonormal wavelet of this MRA. Indeed, a direct

calculation shows ∥∥∥∥∥∑
k∈Z

akχ[k2−j ,(k+1)2−j ]

∥∥∥∥∥
L2(R)

=

(∑
k∈Z

|ak|2
)1/2

.

Also, if we expand f ∈ L2(R) into the series f =
∑
k∈Z

akχ[k2−j ,(k+1)2−j ], then we have f ⊥ V0 if

and only if a2k−1 + a2k = 0 for all k ∈ Z.

Summarizing the above observations above we obtain

Theorem 37.10. Let φ = χ[0,1]. We set

(37.40) φjk(x) = 2
j
2φ(2jx− k), j, k ∈ Z, Vj = Span({φjk}k∈Z), j ∈ Z.

Then {Vj}j∈Z is an MRA whose scaling function is φ. Furthermore ψ := χ[0, 12 ]
− χ[ 12 ,1]

is an

orthonormal wavelet of this MRA.

Definition 37.11 (Haar wavelet). The function ψ = χ[0, 12 ]
− χ[ 12 ,1]

is called Haar wavelet.

Meyer wavelet. We start with an even C∞(R)-real valued function Θ satisfying the following
conditions:

(37.41) χ[− 2
3π,

2
3π]
≤
√
2πΘ ≤ χ[− 4

3π,
4
3π]
, Θ(ξ)2 +Θ(ξ − 2π)2 = 1 for 0 ≤ ξ ≤ 2π.

Set Φ := F−1Θ ∈ S(Rd). Recall that in (37.5), we have considered m0(ξ) =
∑
k∈Zd

ak e
ik·ξ.

Theorem 37.12. Under the notation above, Φ is a scaling function of an MRA. The low-pass
filter m0 is a 2π-periodic function which on (−π, π) equals

√
2πΘ(2ξ).
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Proof. Note by the support condition and the periodicity that

(37.42)
∑
l∈Z

Θ(ξ + 2πl)2 =
1

2π
(ξ ∈ R).

Since we are assuming that Θ ∈ C∞
c (R), Φ ∈ L1(R)∩L2(R) with an estimate |Φ(x)| ≲ 1

1 + x2
.

Thus, we are in the position of applying Theorem 37.9 to conclude that Φ is a scaling function
of an MRA. As for the assertion for low-pass filter, we note that

(37.43) Θ(2ξ) =
√
2πΘ(2ξ)Θ(ξ) = m0(ξ)Θ(ξ) (ξ ∈ R)

because χ[− 2
3π,

2
3π]
≤
√
2πΘ ≤ χ[− 4

3π,
4
3π]
. Since FΦ = Θ, we obtain the desired conclusion. □

Remark 37.13. In view of Theorem 37.12, we have obtained a wavelet ψ ∈ S(Rd)(R).

To conclude this section, once again we give a definition of the Haar function more precise
through Exercise 228 below.

Exercise 228. We define h := χ[0,1/2)−χ[1/2,1). The function h is called the Haar function, the
Haar wavelet, or the Haar (scaling) function.

(1) Show that {hj,k}j,k∈Z forms a complete orthonormal basis in L2(R).
(2) By using the dyadic Calderón-Zygmund decomposition (see Theorem 44.3), establish

that

(37.44)

∣∣∣∣∣∣∣
x ∈ R :

∑
j,k∈Z

|⟨f, hj,k⟩L2(R)|2χ2−j [k,k+1)(x)

 1
2

> λ


∣∣∣∣∣∣∣ ≤

16

λ
∥f∥1.

(3) Let 1 < p <∞. Then show that

(37.45) ∥f∥p ∼

∥∥∥∥∥∥∥
∑
j,k∈Z

|⟨f, hj,k⟩L2(R)|2χ2−j [k,k+1)

 1
2

∥∥∥∥∥∥∥
p

.

If necessary, use the technique presented in the proof of Theorem 44.3.

38. Unconditional basis

Throughout this section we assume that (B, ∥·∥B) is a Banach space. The aim of this section
is to investigate properties of wavelet basis. Let us begin with some generality about the basis
in Banach spaces over K, where, as usual, K denotes either R or C.

38.1. Unconditional convergence. The following is the most fundamental in the theory of
basis in Banach spaces.

Definition 38.1. Let {xj}j∈N be a sequence in B and x ∈ B. A series

∞∑
j=1

xj is said to converge

to x unconditionally if, for all ε > 0, there exists a finite set J0 ⊂ N so that∥∥∥∥∥∥x−
∑
j∈J

xj

∥∥∥∥∥∥
B

≤ ε

for every finite set J larger than J0.
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To be accustomed with the definition above, let us rephrase this convergence in terms of
nets.

Exercise 229. Induce a suitable order of 2N so that the following holds : A sequence {xj}j∈N in

B is such that lim
A∈2N

∑
j∈A

xj converges if and only if
∞∑
j=1

yj converges unconditionally.

Definition 38.1 can be rephrased as follows:

Lemma 38.2. Let {xj}j∈N be a sequence in B and x ∈ B. A series
∞∑
j=1

xj in B converges to

x unconditionally, if and only if

∞∑
j=1

xσ(j) converges to x for all bijections σ : N→ N.

Proof. Assume that

∞∑
j=1

xj converges unconditionally to x.

Choose a bijection σ on N. Let ε > 0. Since
∞∑
j=1

xj converges unconditionally, we can take

a subset N0 ∈ 2N so that

∥∥∥∥∥∥x−
∑
j∈N

xj

∥∥∥∥∥∥
B

≤ ε, whenever N is a finite set containing N0. Set

N0 := max{n ∈ N : σ(n) ∈ N0}. Then if J ≥ N0, then we have N0 ⊂ {1, 2, . . . , J}. Hence, it

follows that

∥∥∥∥∥∥x−
J∑
j=1

xj

∥∥∥∥∥∥
B

≤ ε for all J ≥ N0.

Suppose instead that
∞∑
j=1

xj does not converge unconditionally to x.

Then there exists ε > 0 with the following property : For any subset N we can find a subset

N ′ larger than N so that

∥∥∥∥∥∥x−
∑
j∈N ′

xj

∥∥∥∥∥∥
B

≥ ε.

For this ε > 0, we shall construct an increasing sequence of subsets {Nj}j∈N so that, for

every j ∈ N,

∥∥∥∥∥∥x−
∑
k∈Nj

xk

∥∥∥∥∥∥
B

≥ ε and {1, 2, . . . , j} ⊂ Nj . To do this, first of all we pick N1 so

that

∥∥∥∥∥∥x−
∑
j∈N1

xj

∥∥∥∥∥∥
B

≥ ε and 1 ∈ N1. Suppose that we have constructed N1, . . . ,Nk. Then we

choose Nk+1 so that it engulfs Nk ∪ {k + 1} and that

∥∥∥∥∥∥x−
∑

j∈Nk+1

xj

∥∥∥∥∥∥
B

≥ ε. Then {Nj}j∈N

obtained in this way clearly satisfies the desired property.
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Take a bijection σ so that k1 ≥ k2 whenever j1 ≥ j2, σ(j1) ∈ Nk1 and σ(j2) ∈ Nk2 . Then it

is easy to see
∞∑
j=1

xσ(j) does not converges to x. □

The next lemma is a crucial property that can be deduced from the unconditional conver-
gence.

Lemma 38.3. If the series

∞∑
j=1

yj converges unconditionally, then we have

(38.1) lim
N→∞

sup


∞∑
j=N

|f(yj)| : f ∈ B∗, ∥f∥B∗ ≤ 1

 = 0.

Proof. Choose ε > 0 arbitrarily. Then there exists N0 so that

∥∥∥∥∥∥
∑
j∈N

yj − y

∥∥∥∥∥∥
B

< ε for any

finite subset N larger than N0. By replacing N0 with [1, ♯N0]∩N, if necessary, we can assume
N0 = {1, 2, . . . , N0} for some N0 ∈ N. Suppose that we are given f ∈ B∗ with ∥f∥∗ ≤ 1.
Denote

(38.2)
∑

1 :=
∑

j:j≥N0+1
Re (f(yj))≥0

,
∑

2 :=
∑

j:j≥N0+1
Re (f(yj))<0

,
∑

3 :=
∑

j:j≥N0+1
Im (f(yj))≥0

,
∑

4; =
∑

j:j≥N0+1
Im (f(yj))<0

for the sake of simplicity.

Then we have
∞∑

j=N0+1

|f(yj)| ≤ Re
[
f
(∑

1yj

)]
− Re

[
f
(∑

2yj

)]
+ Im

[
f
(∑

3yj

)]
− Im

[
f
(∑

4yj

)]

≤
4∑
l=1

∥∥∥∑ lyj

∥∥∥
B

≤ 4ε.

This is the desired result. □

With the help of Lemma 38.3, we obtain an important characterization of the unconditional
convergence.

Theorem 38.4. Let {xj}j∈N be a sequence in B. The following are equivalent.

(1)
∞∑
j=1

xj converges unconditionally.

(2) Whenever {βj}j∈N is a sequence in a unit ball in K, the series
∞∑
j=1

βjxj converges.

(3) Let {nj}j∈N ⊂ N be a strictly increasing sequence. Then

∞∑
j=1

xnj converges.

(4) If {εj}j∈N is a sequence consisting of {±1}, then
∞∑
j=1

βjxj converges.
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Proof. (1) =⇒ (2) Set SJβ (x) :=
J∑
j=1

βjαj(x)xj . Then we have, for J2 > J1 > J0,

∥∥∥SJ1β (x)− SJ2β (x)
∥∥∥
B
= sup

f∈B∗

∥f∥B∗≤1

|f(SJ1β (x)− SJ2β (x))|

≤
J2∑

j=J1+1

|βj | · |αj(x)| · |f(xj)|

≤
∞∑
j=J0

|αj(x)| · |f(xj)|.

By virtue of Lemma 38.3 it follows that lim
N→∞

∞∑
j=N

|αj(x)| · |f(xj)| = 0, from which we conclude

{SJβ (x)}J∈N is a Cauchy sequence and hence it is convergent.

(2) =⇒ (3) ⇐⇒ (4) It is clear because

∞∑
j=1

xj converges.

(3) =⇒ (1) Suppose that

∞∑
j=1

xj is convergent but the convergence is not unconditional.

Then we can take ε > 0 with the following property. For all j ∈ N there exists Nj that contains
1, 2, . . . , j and satisfies

(38.3)

∥∥∥∥∥∥
∑
k∈Nj

xk

− x
∥∥∥∥∥∥
B

≥ ε.

Since we are assuming that
∞∑
j=1

xj is convergent to x, we can take J0 ∈ N so that

(38.4)

∥∥∥∥∥
(

j∑
k=1

xk

)
− x

∥∥∥∥∥
B

<
1

2
ε

for all j ≥ J0.

We define an increasing sequence {Jl}∞l=1 by the following recurrence formula :

(38.5) Jl := maxNJl−1
, l = 1, 2, . . . .

Then from the construction of the Nj , we have

(38.6)

∥∥∥∥∥∥
∑

k∈NJl\{1,2,...,Jl}

xk

∥∥∥∥∥∥
B

≥

∥∥∥∥∥∥
 ∑
k∈NJl

xk

− x
∥∥∥∥∥∥
B

−

∥∥∥∥∥
(

Jl∑
k=1

xk

)
− x

∥∥∥∥∥
B

>
1

2
ε.

We define N :=
∞∪
l=1

(NJl \ {1, 2, . . . , Jl}) . Arrange the number in N in numerical order to

obtain j1 < j2 < . . . < jm < . . .. Then from (38.6) we conclude

∞∑
m=1

xjm diverges. □
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38.2. Bases for Banach spaces. Now we define basis in Banach spaces and invesitigate their
properties.

Definition 38.5. A countable subset {xj}j∈N of B is said to be a basis of B, if for every x ∈ B

there exists a unique sequence {αj}j∈N such that lim
J→∞

∥∥∥∥∥∥x−
J∑
j=1

αjxj

∥∥∥∥∥∥
B

= 0.

Assume that {xj}j∈N is a basis of B. We remark that x 7→ αj is a linear mapping for each
j ∈ N, where {αj}j∈N is a sequence corresponding to x. Let us denote by αj the above mapping.
This mapping is called coefficient mapping.

We obtain an equivalent norm in the lemma below:

Lemma 38.6. Let B be a Banach space and {xj}j∈N its basis. Denote by {αj} the coefficient

mapping. Then |∥x∥|B := sup
n∈N

∥∥∥∥∥∥
d∑
j=1

αj(x)xj

∥∥∥∥∥∥
B

is a norm equivalent to the original norm of B.

Proof. Thanks to the continuity of the original norm of B we obtain

(38.7) ∥x∥B ≤ ∥|x∥|B
and that ∥|x∥|B < ∞ for all x ∈ B. Let (B, ∥ · ∥B) denote the original Banach space and
(B, ∥| · ∥|B) the normed space equipped with a norm ∥| · ∥|B. Then the inclusion mapping

(38.8) ι : (B, ∥| · ∥|B)→ (B, ∥ · ∥B)
is a continuous bijection. Therefore, once we prove (B, ∥| · ∥|B) is complete, then it follows by
the closed graph theorem that ι is an isomorphism.

To establish (B, ∥| · ∥|B) is complete, we pick a Cauchy sequence {xj}j∈N. Therefore once
we prove (B, ∥| · ∥|B) is complete, then the open mapping theorem shows that two norms are
equivalent.

To do this we take a Cauchy sequence {xj}j∈N in (B, ∥| · ∥|B). Then we have

(38.9)

∥∥∥∥∥
K∑
k=1

αk(xj1)xk −
K∑
k=1

αk(xj2)xk

∥∥∥∥∥
B

≤ ∥|xj1 − xj2∥|B , K ∈ N

by definition of the norm. Therefore

(38.10) ∥ (αK(xj1)− αK(xj2))xK∥B ≤ 2∥|xj1 − xj2∥|B
for all K ∈ N, which implies {αK(xj)}j∈N is a Cauchy sequence for all K ∈ N. Set
(38.11) αK = lim

j→∞
αK(xj).

Fix j for the time being. Then we obtain

(38.12)

∥∥∥∥∥
K∑
k=1

αkxk −
K∑
k=1

αk(xj)xk

∥∥∥∥∥
B

≤ sup
l≥j
∥|xl − xj∥|B

for all K. This implies

∥∥∥∥∥
M∑

k=K+1

αkxk

∥∥∥∥∥
B

≤ 2 sup
l≥j
∥|xl−xj∥|B+

∥∥∥∥∥
M∑

k=K+1

αk(xj)xk

∥∥∥∥∥
B

. Since K,M

are still at our disposal, we have

(38.13) sup
K,M≥L

∥∥∥∥∥
M∑

k=K+1

αkxk

∥∥∥∥∥
B

≤ 2 sup
l≥j
∥|xl − xj∥|B + sup

K,M≥L

∥∥∥∥∥
M∑

k=K+1

αk(xj)xk

∥∥∥∥∥
B

.
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Letting L→∞, we have lim sup
K,M→∞

∥∥∥∥∥
M∑

k=K+1

αkxk

∥∥∥∥∥
B

≤ 2 sup
l≥j
∥|xl−xj∥|B . Note that j is a number

fixed arbitrary. Therefore if we let j → ∞, we obtain lim sup
K,M→∞

∥∥∥∥∥
M∑

k=K+1

αkxk

∥∥∥∥∥
B

= 0. Since

(B, ∥ · ∥B) is complete, we conclude x =

∞∑
k=1

αkxk exists. By virtue of the uniqueness of the

coefficient αk, we have αk = αk(x) for all k.

Returning to (38.12), we insert αk = αk(x). Then we finally have

(38.14) ∥|x− xj∥|B = sup
K∈N

∥∥∥∥∥
K∑
k=1

αk(x)xk −
K∑
k=1

αk(xj)xk

∥∥∥∥∥
B

≤ sup
l≥j
∥|xl − xj∥|B .

Finally letting j →∞, we obtain lim
j→∞

∥|x− xj∥|B = 0. □

Theorem 38.7. Let B be a Banach space and {xj}j∈N its basis. Denote by {αj}j∈N the
coefficient mapping. Then each αj is continuous.

Proof. By Lemma 38.6, we have

(38.15) |αj(x)| =
∥∥∥∥ αj(x)∥xj∥B

xj

∥∥∥∥
B

≤ 2∥|x∥|B
∥xj∥B

≲ ∥|x∥|B
∥xj∥B

.

Therefore, αj is continuous for all j. □

38.3. Unconditional bases and applications to wavelets. One of the advantages of wavelet
bases is that they can often be unconditional. We actually show this aspect in Section 39. The
precise definition of unconditional basis is as follows:

Definition 38.8. Let B be a Banach space. A basis {xj}j∈N is said to be unconditional if the

expression
∑
j

αj(x)xj , with the coefficient mapping {αj}j∈N, converges unconditionally for all

x ∈ B.

Suppose that B is a Banach space and {xj}j∈N is a basis with a family of coefficient func-
tionals {αj}j∈N. Then we write

(38.16) Sβf(x) :=

∞∑
j=1

βjαj(x)xj

for β = {βj}j∈N ∈ ℓ∞(N).

Theorem 38.9. Let B be a Banach space and {xj}j∈N its basis. The following are equivalent.

(1) {xj}j∈N is unconditional.
(2) {xσ(j)}j∈N is a basis for any bijection σ : N→ N.
(3) Denote by {αj}j∈N the coefficient mapping. Then Sβ(x) converges for all x ∈ X,

whenever β = {βj}j∈N is a sequence in the unit ball.

Proof. All of these conditions are equivalent to the fact that
∞∑
j=1

αj(x)xj converges uncondi-

tionally. Therefore, this is trivial. □
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Lemma 38.10. Suppose that {xj}j∈N is an unconditional basis on a Banach space B. Then

(38.17) ∥Sβ(x)∥B ≲ ∥x∥B
for all x and a sequence β = {βj}j∈N in the unit ball (ℓ∞)1 in ℓ∞(N).

Proof. Before proving this lemma, we make a brief remark about how to use unconditional

convergence of

∞∑
j=1

xj . The assumption enables us to define Sβ(x) and to assume

(38.18) sup
β∈(ℓ∞)1

∥αj(x)xj∥B <∞.

First we observe that Sβ is a bounded operator. To see this, we have only to show that Sβ
is closed by the closed graph theorem.

Let {xj}j∈N be a sequence such that {xj}j∈N and {Sβ(xj)}j∈N converge to x and y respec-
tively. Since αk is continuous for all k ∈ N, we have

(38.19) αk(y) = lim
j→∞

αk(Sβ(xj)) = lim
j→∞

βkαk(xj) = βkαk(x),

which implies Sβ(x) = y. Therefore Sβ is closed and hence Sβ is bounded.

The uniformly bounded principal reduces the matter to showing

(38.20) sup
β∈(ℓ∞)1

∥Sβ(x)∥B <∞.

However, this is easy to prove once we clarify what we are assuming and what to establish.
Indeed,

(38.21) sup
β∈(ℓ∞)1

∥Sβ(x)∥B = sup
β∈(ℓ∞)1

(
sup
f∈B∗

1

|f(Sβ(x))|

)
≤ sup
f∈B∗

1

∞∑
j=1

∥αj(x)xj∥B <∞.

This is the desired result. □
Lemma 38.11. Let {xj}j∈N be a basis on a Banach space B. Assume that there exists a
constant C > 0 so that

(38.22) ∥Sβ(x)∥B ≤ C ∥x∥B
for all x ∈ B. Then {xj}j∈N is an unconditional basis.

Proof. It suffices to show that the series defining Sβ(x) converges whenever β ∈ (ℓ∞(N))1, the

unit ball of ℓ∞(N). To do this, we cut off the sum and define SJβ (x) :=

J∑
j=1

βjαj(x)xj . Let

J2 > J1 ≥ J0. Then we set βJ1,J2j := βj for J1 < j ≤ J2 and βJ1,J2j := 0 otherwise. Then we
have

(38.23) SJ2β (x)− SJ1β (x) = SJ1,J2β

 J2∑
j=J1+1

αj(x)xj


and βJ1,J2 has finitely many non-zero entry. Therefore

(38.24) sup
J2>J1≥J0

∥SJ2β (x)− SJ1β (x)∥B ≲ sup
J2>J1≥J0

∥∥∥∥∥∥
J2∑

j=J1+1

αj(x)xj

∥∥∥∥∥∥
B

.

Letting J0 → ∞, we conclude that SJβ (x) is a Cauchy sequence. Therefore, it follows that

SJβ (x) converges. □
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Theorem 38.12. Let {xj}j∈N be a basis in B. Then the following are equivalent.

(1) {xj}j∈N is unconditional.
(2) For every sequence β = {βj}j∈N, ∥Sβ∥B ≲ 1.
(3) For every sequence ε = {εj}j∈N consisting of ±1, ∥Sε∥B ≲ 1.
(4) For every sequence ε = {εj}j∈N consisting of 0 and finitely many 1, ∥Sε∥B ≲ 1.

Proof. This is clear from the lemmas above. □

39. Existence of unconditional basis

Now we shall construct an unconditional basis of Lp(R) for 1 < p < ∞. Suppose that
{Vj}j∈Z is an MRA of L2(R) with the scaling function φ. Set Wj := Vj+1 ∩ Vj⊥. Hence, we
have the following:

(1) There exists an orthonormal wavelet function ψ ∈W0.
(2) There exists a positive decreasing function W : [0,∞)→ R satisfying

(39.1)

∫ ∞

0

(1 + s)W (s) ds <∞.

(3) The estimate |ψ(x)|+ |ψ′(x)| ≤W (|x|) holds for all x ∈ R.

Remark that the Haar wavelet does not fall under the scope of the theory we shall develop from
now on.

As for this function W we have the following quantitative information.

Lemma 39.1. The estimate
∑
k∈Z

W (|x − k|)W (|y − k|) ≲ W

(
|x− y|

2

)
holds for all x, y ∈ R

with x ̸= y.

Proof. We split the sum according as |x− k| ≥ 1

2
|x− y| or not.∑

k∈Z

W (|x− k|)W (|y − k|)

≤
∑
k∈Z

|x−k|≥ 1
2 |x−y|

W (|x− k|)W (|y − k|) +
∑
k∈Z

|y−k|≥ 1
2 |x−y|

W (|x− k|)W (|y − k|).

Since W is decreasing, we have∑
k∈Z

W (|x− k|)W (|y − k|)

≤W
(
|x− y|

2

)
∑
k∈Z

| x−k|≥ 1
2 |x−y|

W (|y − k|) +
∑
k∈Z

|y−k|≥ 1
2 |x−y|

W (|x− k|)


≲W

(
|x− y|

2

)(∫ ∞

0

W (s) ds+W (0)

)
≲W

(
|x− y|

2

)
.
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Thus, we obtain the desired estimate. □

Recall that we defined ψj,k(x) = 2
j
2ψ(2jx−k) in Definition 37.2. Given a bounded sequence

β = {βj,k}j,k∈Z ∈ ℓ∞(Z× Z), we define

(39.2) Tβf :=
∑
j,k∈Z

βj,k⟨f, ψj,k⟩ψj,k.

Note that this can be written as Tβf =

∫
R
Kβ(x, y)f(y) dy, in terms of integral kernel, where

Kβ(x, y) is defined by

(39.3) Kβ(x, y) :=
∑
j,k∈Z

βj,kψj,k(x)ψj,k(y).

Theorem 39.2. Let 1 < p <∞ and β ∈ {0, 1}Z×Z. Then we have

(39.4) ∥Tβ ∥Lp→Lp ≲p 1.

Proof. It is trivial that Tβ is an L2(R)-bounded operator with norm less than 1. Now we
estimate the kernel.

|Kβ(x, y)| ≤
∑
j,k∈Z

2j |ψ(2jx− k)ψ(2jy − k)| ≤
∑
j,k∈Z

2jW (2jx− k)W (2jy − k).

We pass to a continuous variables and we obtain

|Kβ(x, y)| ≲
∑
j∈Z

2jW
(
2j−1|x− y|

)
≲
∫ ∞

0

W (t|x− y|) dt = 1

|x− y|

∫ ∞

0

W (t) dt(39.5)

for all x, y ∈ Rd with x ̸= y.

A similar calculation works for the partial derivatives:

|∂xKβ(x, y)| ≤
∑
j,k∈Z

22j |ψ′(2jx− k)ψ(2jy − k)| ≤ C0

∑
j,k∈Z

22jW (2jx− k)W (2jy − k),

where C0 :=

∫ ∞

0

(1+ s)W (s) ds. It is the same as before that we pass to a continuous variable.

|∂xKβ(x, y)| ≲
∑
j∈Z

22jW
(
2j−1|x− y|

)
≲
∫ ∞

0

tW (t|x− y|) dt = 1

|x− y|2
.(39.6)

By symmetry we also have

(39.7) |∂yKβ(x, y)| ≲
1

|x− y|2
.

What counts about (39.5), (39.6) and (39.7) is that the constants in ≲ are not dependent on
β ∈ {0, 1}Z×Z. Therefore we are in the position of using the CZ-theory uniformly over β. Thus
the operator norm does not depend on β. □

Theorem 39.3. Keep to the same assumption as above. Then {ψj,k}j,k∈Z is an unconditional
basis of Lp(R) with 1 < p <∞.

Proof. This theorem is also trivial for p = 2. Suppose otherwise.

We set

(39.8) Sm,nf :=
∑

|j|≤m

∑
|k|≤n

⟨f, ψj,k⟩ψj,k.



A HANDBOOK OF HARMONIC ANALYSIS 421

Then by Theorem 39.2 we see that the operator norm of Sm,n is majorized by a constant
independent of m and n.

We are to prove

(39.9) lim
m,n→∞

Sm,nf = f

for each f ∈ Lp(R). To do this, the uniform boundedness of {Sm,n} allows us to assume that
f ∈ L2(R) ∩ L∞(R). Now we shall make use of the interpolating inequality

(39.10) ∥g∥p ≤ ∥g∥2θ · ∥g∥q1−θ,
where q and θ ∈ (0, 1) satisfies

(39.11) (q − 2)(q − p) < 0,
1

p
=
θ

2
+

1− θ
q

In this case we have

(39.12) ∥f − Sm,nf∥p ≤ ∥f − Sm,nf∥2θ · ∥f − Sm,nf∥q1−θ ≲ ∥f − Sm,nf∥2θ · ∥f∥q1−θ.
Letting m,n→∞, we have the desired convergence.

From the observation above, we see that {ψj,k}j,k∈Z is a basis. In particular the coefficient
functional can be obtained by using the orthogonality ⟨ψj1,k1 , ψj2,k2⟩ = δj1,j2δk1,k2 . Once we
show that {ψj,k}j,k∈Z is a basis, then it follows immediately from Theorem 39.3 that the basis
is unconditional. □

Theorem 39.4. Assume that 1 < p <∞ and that φ ∈ C∞(R) is an even real-valued function
satisfying

(39.13) χ[− 2
3π,

2
3π]
≤ φ ≤ χ[− 4

3π,
4
3π]
, φ(ξ)2 + φ(ξ − 2π)2 = 1 on [0, 2π].

Define

(39.14) ψ(x) := F−1

[
Fφ

(
ξ

2

)
(Fφ(ξ + 2π) + Fφ(ξ − 2π))

]
(x)

and ψj,k(x) := 2
j
2ψ(2jx− k) for j, k ∈ Z. Then {ψj,k}j,k∈Z is an unconditional basis in Lp(R).

Proof. Since ψ ∈ S(Rd), the desired majorant function W does exist. Thus, we are in the
position of using Theorem 39.2 and the proof is complete. □

Notes and references for Chapter 17.

Section 37. Before we make a review at each theorem, let us describe a history of wavelet.
Haar found out the Haar wavelet in [225]. Exercise 228 when p = 2 is a starting point. Meyer
introduced the notion of wavelet [342]. Mallat introduced and investigated MRA in [321]. This
paper practically contains all the contents in Section 37 such as Theorems 37.8, 37.9, 37.10,
37.12. Furthermore, the notion of r-regularity was investigated implicitly. A smooth function
f ∈ Cr is said to be r-regular if

sup
x∈Rn

(1 + |x|)k
∣∣∣∣ ∂α∂xα f(x)

∣∣∣∣ <∞
for all k = 0, 1, 2, · · · and |α| ≤ max(r, 0). Here C0 = C and C−1 denotes the set of all
measurable functions. We remark that Exercise 228 when 1 < p < ∞, p ̸= 2 is due to Paley
(see [384]).

The theory of wavelets branches according as we place ourselves in R or Rd. First, we consider
wavelets which do not depend on MRAs. In terms of Daubechis they are pathological. For
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example, we refer to Journé and Meyer. Some Korean party constructed unimodular wavelets
in 1994. We refer to [20] for more details.

Ashino constructed the multi-wavelet. Other systems which are not orthonormal occur in
many branches of mathematics.

Wavelets based on MRA of one variable have a long history. Around 1910 Haar consid-
ered a wavelet χ[0,1/2) − χ[1/2,1), which is well-known as the Haar wavelet. Around 1940 and
1950 Shanon constructed band-limited wavelets whose frequency support are compact. Such
functions are called band-limited. In 1983 Strömberg considered wavelets. Meyer considered
functions in S(R) which are band-limited. Daubechies considered wavelets belonging to Crc (R).

Section 38. The idea of bases in normed spaces was introduced by a young Polish mathematician
J. Schauder.

The notion of unconditional basis dates back to [210], which is based on the definition of
basis by Karlin [265]. The definition of unconditional convergence and Theorem 38.4 are due
to James [255].

Theorem 38.7

Theorem 38.9

There are many attempts of characterizing function spaces concerning with Theorem 38.12.

Section 39. We refer to the paper by Kelly-Kon-Raphael for a statement similar to Lemma 39.1.
Theorems 39.2, 39.3, 39.4, which are dealing with constructions of MRA, examples of wavelet
based on MRA and examples of wavelets, can be found in [24, 43, 68, 159] for 1-variables. The
paper by Daubechies [159] is the first one which contains compact wavelets on R. In [304]
Lemarié-Rieusset and Malgouyres specified the size of the support. [24] covers the result on
R. The books [43, 68] contain the results for d-variables as well. These attempts are made
in the weighted setting as well. In [76, 303]. Lp(w) spaces with w ∈ Ap are characterized in
terms of wavelet. The textbook of Meyer [43] is a fundamental soursce of the characterization
of function spaces in terms of wavelet. The characterization of Hardy spaces (see Section 50)
goes back to Strömberg work in 1983. The space Lp(w) characterized by Lemarié in 1994, by
Garćıa-Cuerva and Kazarian in 1995, by Garćıa-Cuerva and Martell in 2001, and by Aimar,
Bernardis, Martin and Reyes. For rearrangement invariant spaces such an attempt had been
done in 1997 by Soardi.

The weighted Hardy space Hp(w) (see Section 50) is characterized by Garćıa-Cuerva and
Martell in 2001. As for weighted Triebel-Lizorkin spaces and weighted Besov spaces, we refer
to the works by Deng, Xu and Yang in 2002 and by Izuki and Sawano in 2009.

In 1986 Sharapudinov characterized the space Lp(·)([0, 1]). In 2008 Izuki and Kopaliani
independently characterized the space Lp(·)(Rd). Here, for a function p on a measure space
X which assumes the value in [1,∞), the variable Lebesgue space Lp(·)(X) is the set of all
functions f such that ∫

X

(
|f(x)|
λ

)p(x)
dx <∞

for some λ > 0 and the norm is given by

∥f∥Lp(·)(X) = inf

{
λ > 0 :

∫
X

(
|f(x)|
λ

)p(x)
dx ≤ 1

}
.

To write this section the author has referred to [24]. I have learnt a lot from M. Izuki [503].
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We refer to [463] for the unconditional basis of the Hardy spaces.
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Part 18. Vector-valued norm inequalities

Part 19. Vector-valued norm inequalities on Rd

This part is a culmination of Chapters 7, 8, 9 and 11. As an application of the results in
these sections, we shall present a very strong tool called Littlewood-Paley theory.

40. Vector-valued inequalities

By vector-valued inequalities we mean the inequality of the form

(40.1) ∥Tjfj∥Lp(ℓq) ≲ ∥fj∥Lp(ℓq),
where for a sequence of measurable functions {fj}j∈N0 we set

(40.2) ∥fj∥Lp(ℓq) :=

∥∥∥∥∥∥∥
 ∞∑
j=0

|fj |q
 1

q

∥∥∥∥∥∥∥
p

and {Tj}j∈N is a sequence of (sub)linear operators. It can happen that N0 and Z take the place
of N.

A natural question will arise : There seems to be a routine procedure to extend known
inequalities to the vector-valued version. For example, suppose that we are given a family of
operators {Tj}j∈N on L1(R) such that

(40.3) ∥Tjf∥1 ≤ ∥f∥1 for all j ∈ Z and f ∈ L1(R).

Here for the sake of brevity to produce a counterexample, we replaced N0 by Z. It seems easy
to have, for example,

(40.4) ∥Tjfj∥L1(ℓ∞) ≲ ∥fj∥L1(ℓ∞) for all {fj}j∈Z ∈ L1(ℓ∞).

However, this is not the case. Assume to the contrary that (40.4) is true. Let us define

Tjf :=
1

|B(2j)|
χB(2j) ∗f . Then the assumption is cleared. Meanwhile, letting fj = f for j ∈ Z,

we see

(40.5) ∥Tjf∥L1(ℓ∞) ≲ ∥f∥L1(ℓ∞) = ∥fj∥L1(ℓ∞)

cannot hold, since Tjf is essentially the maximal operator which does not enjoy the L1(R)-
boundedness property. This inequality looks too heavy and it seems to be meaningless in
analyzing this type of inequality. However, what is surprising about this inequality is that we
can rewrite the Lp(Rd)-norm with 1 < p < ∞. Let us fix another notation. Pick a smooth
function φ satisfying χB(4)\B(2) ≤ φ ≤ χB(8)\B(1). Denote φj(ξ) = φ(2−jξ) for j ∈ Z. Then
we define

(40.6) φj(D)f(x) := F−1(φj · Ff)(x) := (2π)−
d
2F−1φj ∗ f(x).

Then Littlewood and Paley showed the following : Suppose that 1 < p <∞. Then

(40.7) ∥φj(D)f∥Lp(ℓ2) ≃p ∥f∥p
for all f ∈ Lp(Rd). Its probability space version is also known as the Burkholder-Gundy-Davis
inequality. They are widely used and support harmonic and stochastic analysis nowadays.

To develop a theory of vector-valued inequality we begin with extending the duality formula
to the vector-valued version.
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Proposition 40.1. Let 1 ≤ p, q ≤ ∞. Suppose {fj} ⊂ Lp(Rd) be measurable functions. Then
we have

(40.8) ∥fj∥Lp(ℓq) = sup

∣∣∣∣∣∣
∫
Rd

∑
j

fj(x)gj(x) dx

∣∣∣∣∣∣ ,
where {gj} runs over the system of functions such that

∥gj∥Lp′ (ℓq′ ) = 1, gN = gN+1 = gN+2 = . . . = 0

for some large N .

Proof. We may assume fN = fN+1 = fN+2 = . . . = 0 for some large N by virtue of the
monotone convergence theorem. The proof

(40.9) ∥fj∥Lp(ℓq) ≥ sup

∣∣∣∣∣∣
∑
j

∫
Rd
fj(x)gj(x) dx

∣∣∣∣∣∣
is easy by a repeated application of Hölder’s inequality.

We write out ∥fj∥Lp(ℓq) in full :

(40.10) ∥fj∥Lp(ℓq) =

∫
Rd

∑
j

|fj(x)|q dx


p
q


1
p

.

By the duality ℓq-ℓq
′
we have

(40.11)

∑
j

|fj(x)|q
 1

q

=
∑
j

hj(x)fj(x), ∥hj(x)∥ℓq = 1, hN = hN+1 = hN+2 = . . . = 0.

for some sequence of measurable functions {hj}j∈N.

By the duality Lp(Rd)-Lp′(Rd) we have

(40.12)

∫
Rd

∣∣∣∣∣∣
∑
j

hj(x) · fj(x)

∣∣∣∣∣∣
p dx


1
p

=

∫
Rd

∑
j

g(x) · hj(x) · fj(x) dx, ∥g∥p = 1

for some Lp
′
function g. Putting gj(x) = g(x)hj(x), we thus obtain the attainer of sup in the

formula. □

Remark 40.2. The proof shows that we can take {gj}j∈N so that gN = gN+1 = gN+2 = . . . = 0,
if fN = fN+1 = fN+2 = . . . = 0 for some large N .

Before we proceed further, some helpful remark may be in order.

Remark 40.3. Consider the vector-valued inequality

(40.13) ∥Tjfj ∥Lp(ℓq) ≤ c0 ∥fj∥Lp(ℓq)
where {fj}j∈N is a sequence of Lp(Rd)-functions and c0 is independent of {fj}j∈N.

(1) If (13.3) holds, then each Tj is L
p(Rd)-bounded with norm c0. Conversely if each Tj is

Lp(Rd)-bounded with norm c0, then (13.3) holds for p = q.
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(2) By the monotone convergence theorem (40.13) holds, once we prove (40.13) for every
sequence of Lp(Rd)-functions {fj}j∈N such that fN = fN+1 = . . . = 0 for some large
N . Of course c0 must not depend on N .

41. Vector-valued inequalities for maximal operators

Now let us extend Theorem 12.13 to the vector-valued inequality.

Theorem 41.1. Suppose that 1 < p <∞ and 1 < q ≤ ∞. Then we have

(41.1) ∥M fj∥Lp(ℓq) ≲ ∥fj∥Lp(ℓq).
Remark 41.2. The proof will be long. By interpolation we can shorten the proof slightly.
However we prefer to depend on an elementary method. Here we are going to prove with our
own method. The proof will be a simplified version of [424].

Proof. Case 1 : q =∞. In this case the theorem is clear because

(41.2) sup
j∈N0

Mfj(x) ≤M
[
sup
j∈N0

Mfj

]
(x) for all x ∈ Rd

and we can resort to the Lp(Rd)-boundedness of the Hardy-Littlewood maximal operator M .

Case 2 : 1 < p = q <∞

As we have referred to in Remark 40.3, the theorem is clear.

Case 3 : 1 < q <∞ Put r =
p

q
> 1. By using Proposition 40.1, we can choose g ∈ Lr′

with unit norm so that

(41.3) ∥Mfj∥qLp(ℓq) =
∫
Rd

∑
j∈N0

Mfj(x)
q

 · g(x) dx =
∑
j∈N0

∫
Rd
Mfj(x)

q · g(x) dx

Theorem 21.1 gives us

(41.4)
∑
j∈N0

∫
Rd
Mfqj (x) · g(x) ≲

∑
j∈N0

∫
Rd
|fj(x)|q ·Mg(x)

By Hölder’s inequality and Lr
′
-boundedness of M we obtain

∥Mfj∥qLp(ℓq) ≲


∫
Rd

∑
j∈N0

|fj(x)|q
r

1
r {∫

Rd
Mgr

′
(x)

} 1
r′

dx

≲ ∥fj∥qLp(ℓq) · sup
∥g∥r′=1

(∫
Rd
|g(x)|r

′
dx

) 1
r′

= ∥fj∥qLp(ℓq).

Raising to the 1
q -th power both sides, we obtain

(41.5) ∥Mfj∥Lp(ℓq) ≲ ∥fj∥Lp(ℓq).
This is the desired result.

Case 4 : 1 < p < q <∞ We do not keep to the same notation as Case 3. Take another

r < q so close to q that
pr

q
> 1. As in Remark 40.3, we can assume fN = fN+1 = . . . = f−N =
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f−N−1 = . . . = 0 for some large N as long as the constants do not depend on N . According to
Proposition 40.1 we have

(41.6) ∥Mfj∥
q
r

Lp(ℓq) =
∥∥∥Mfj

q
r

∥∥∥
L
pr
q (ℓr)

=
∑
j∈N0

∫
Rd
Mfj(x)

q
r · gj(x)

for some sequence {gj}j∈N0 of L(
pr
q )

′

(ℓr
′
)-functions with norm 1. Now that we have gone

through Case 3, we have∑
j∈N0

∫
Rd
Mfj(x)

q
r · gj(x) dx ≲

∑
j∈N0

∫
Rd
|fj(x)|

q
r ·Mgj(x) dx

≤
∫
Rd

∑
j∈N0

|fj(x)|q
 1

r

·

∑
j∈N0

Mgr
′

j

 1
r′

≲ ∥fj∥
1
r

Lp(ℓq) ∥Mgj∥
L(

pr
q )

′
(ℓr′ )

≲ ∥fj∥
1
r

Lp(ℓq) ∥gj∥
L(

pr
q )

′
(ℓr′ )

= ∥fj∥
1
r

Lp(ℓq).

Putting together this and first observations, we finish the proof. □

Finally to conclude this section we present an application of the Marcinkiewicz integral.
Before we give the definition of the Marcinkiewicz integral operator, let us begin with a simple
observation.

Theorem 41.3. Let 1 < p < ∞, 1 < q < ∞. Suppose that we are given a disjoint collection

of cubes {Qj}j∈N. Set Jq(x) :=
∞∑
j=1

ℓ(Qj)
dq

ℓ(Qj)dq + |x− c(Qj)|dq
. Then ∥ Jq

1
q ∥p ≲

 ∞∑
j=1

|Qj |

 1
p

.

Proof. Theorem 41.3 follows from the fact that Jq(x) is pointwise equivalent to

∞∑
j=1

M [χQj ](x)
q.

□

Definition 41.4 (Marcinkiewicz integral). Let Ω be an open set and define

(41.7) dΩ(x) = dist(x,Ωc)

for x ∈ Ω. Then define

(41.8) Iq(x) :=

∫
Ω

δ(x)n(q−1)

|x− y|nq + δ(x)nq
dy

for 1 < q <∞.

Let us prove the following as an application of Theorem 41.1.

Theorem 41.5. Suppose that 1 < p < ∞, 1 < q < ∞ and that Ω is an open set. Then we
have

(41.9)
∥∥∥Jq 1

q

∥∥∥
p
≃ |Ω|

1
p ,

where the implicit constant in ≃ does not depend on Ω.



428 YOSHIHIRO SAWANO

Proof. We use Theorem 13.26 to find a collection of disjoint collection cubes {Qj}j∈N

(41.10) χΩ ≤
∞∑
j=1

χ2Qj ≤
∞∑
j=1

χ4Qj ≤ NdχΩ, 8Qj ∩ Ωc ̸= ∅,

where Nd is a constant depending only on d. By using this covering, it is easy to see that

(41.11) Iq(x) ≃
∞∑
j=1

ℓ(Qj)
dq

ℓ(Qj)dq + |x− c(Qj)|dq
.

Therefore, we are in the position of applying Theorem 41.3 to obtain

(41.12)
∥∥∥ Jq 1

q

∥∥∥
p
≃

 ∞∑
j=1

|Qj |

 1
p

≃ |Ω|
1
p .

Thus, we obtain the desired result. □

42. Vector-valued inequalities for CZ-operators

In this section we are going to prove this inequality.

Calderón-Zygmund decomposition for vector-valued functions. Using the same idea as in the
R-valued case we can obtain the following decomposition.

Lemma 42.1. Let 1 ≤ p ≤ ∞. Assume that F : Rd → ℓp is a function with following
properties.

(A) F is componentwise measurable, i.e.

(42.1) F = (fn)
∞
n=1 with fn measurable for all n ∈ N.

(B) F is integrable,i.e.

(42.2)

∫
Rd
∥F (x)∥ℓ2 dx <∞.

Then F admits decomposition F = G+
∑
Bj with the following properties.

(1) G,Bj(j ∈ N) is componentwise measurable.
(2) G,Bj(j ∈ N) is integrable.
(3) There is a disjoint family of cubes Ql(l ∈ N). And G, the Bj and the Ql satisfy

G(x) =

{
χRd\Ω · fn(x) +

∑
l∈N

mQl(fn) · χQl

}
n∈N

Bj(x) =

{
χQj (x)

(
fn(x)−

1

|Qj |

∫
Qj

fn

)}
n∈N

.

(4) ∥Gj(x)∥ℓq ≤ 2d t for a.e. x ∈ Rd.

(5)
∑
j

|Qj | ≲
1

λ

∫
Rd
∥Fj(x)∥ℓq dx.

The proof of this lemma can be achieved by re-examining the proof of the usual version.
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Sketch of the proof. For the proof we proceed in the same way as in the R-valued case. Set

(42.3) Mdyadic[{Fj}j∈Z](x) :=Mdyadic[ ∥Fj∥ℓq ](x).

Then we will obtain by using R+ valued version of the CZ-decomposition to obtain disjoint
cubes {Qj}. The properties listed in the statement can be verified easily once we define G and
Bj . □

Exercise 230. Supply the details of the proof of the above theorem.

Vector-valued inequality for singular integral operators. We also have the same type of the
results for singular integral operators.

Theorem 42.2. Suppose that 1 < p, q <∞ and that T is a CZ-operator. Then we have

(42.4) ∥Tfj∥Lp(ℓq) ≲ ∥fj∥Lp(ℓq).

Proof. We have only to go through a vector-valued version of the preceding proof along with
Lemma 42.1. □

A different approach of Theorem 41.1.

We have proved Theorem 41.1 by means of the weight technique. The maximal operator
controls somehow singular integral operators, as we have seen in Cotlar’s inequality. When we
formed the CZ-decomposition, the maximal operator was indispensable. Therefore, the proof
of singular integral operators heavily depends on the maximal operator.

However, once we develop the CZ-theory, we can change our viewpoint.

Here, only in this subsection, it is more convenient to deal with the centered maximal
operator. Recall that

(42.5) M∗f(x) := sup
j∈Z

mB(x,2j)(|f |).

A trivial but important point is to use an equivalent definition of the above operator. Let
φ ∈ S(Rd) be a radial function taken so that

(42.6) χB(1) ≤ φ ≤ χB(2).

Set φk(x) :=
1

2dk
φ
( x
2j

)
. Then we have

(42.7) Tf(x) := sup
k∈Z

φk ∗ |f |(x) ≃M∗f(x).

We define a vector-valued kernel function K : Rd → ℓ∞ by

(42.8) K(x) := {φk(x)}k∈Z.

Denote by MA the multiplication operator {ak}k∈Z 7→ {Ak · ak}k∈Z, where A ∈ ℓ∞. Then it is
easy to see that it satisfies the following vector-valued norm estimates.

∥MK(x)∥ℓq = ∥K(x)∥ℓ∞ ≲ 1

|x|d

∥MK′(x)∥ℓq = ∥K ′(x)∥ℓ∞ ≲ 1

|x|d+1
.

Therefore, we are in the position of using the CZ-theory and its vector-valued extension to
obtain

(42.9) ∥Tfj∥Lp(ℓq) ≤ ∥fj∥Lp(ℓq)
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for all 1 < p, q ≤ ∞. The case when p <∞ and q =∞ can be readily supplemented since

(42.10) sup
j∈N
|Tfj(x)| ≤ T

(
sup
j∈N
|fj |
)
(x).

Therefore, putting the above observations together, we obtain

(42.11) ∥Mfj∥Lp(ℓq) ≤ ∥fj∥Lp(ℓq),

for all 1 < p, q ≤ ∞. Together with the weak estimate of vector-valued version, we also have
the following.

Theorem 42.3. Let 1 < q ≤ ∞. Then

(42.12)

∣∣∣∣∣∣∣
x ∈ Rd :

 ∞∑
j=1

Mfj(x)
q

 1
q

> λ


∣∣∣∣∣∣∣ ≲

1

λ

∫
Rd

 ∞∑
j=1

Mfj(x)
q

 1
q

dx

for every {fj}∞j=1 ∈ L1(ℓq) and λ > 0.

Proof. Supply the details of the proof of Theorem 42.3. □

Exercise 231. Formulate and prove counterparts of Theorems 41.3 and 41.5 by using Theorem
42.3.

Exercise 232. Let 1 < p <∞ and 1 < q ≤ ∞. Then by mimicking the proof of Theorem 21.17,
establish Theorem 21.17 that

(42.13)

∫
Rd

 ∞∑
j=1

Mfj(x)
q


p
q

w(x) dx ≲
∫
Rd

 ∞∑
j=1

|fj(x)|q


p
q

w(x) dx

for w ∈ Ap.

43. Kintchine’s inequality and its applications

In this section we encounter theorems to which probability theory is applied skillfully. We
can say that probability theory and harmonic analysis are closely connected.

Rademacher sequence. The Rademacher sequence, which appeared in Part 10, is a powerful
tool in harmonic analysis. As an application of the Rademarcher sequence, let us see how it is
used for the vector-valued extension. As a preparatory step, we prove an equivalence inequality.

Definition 43.1 (Rademacher sequence). Let (Ω,F , P ) = ([0, 1),B([0, 1)), dx|[0, 1)). Define a
sequence of random variables rn, n = 1, 2, . . . by

(43.1) rn(t) :=
2n∑
j=1

(−1)j−1χ[(j−1)2−n,j2−n)(t).

Recall that the functions {rn(t)}∞n=1 form a family of independent random variables.

Theorem 43.2 (Kinchine inequality). Let {aj}j∈N ∈ ℓ2. Then, for 0 < p <∞,

(43.2)

∥∥∥∥∥∥
∞∑
j=1

ajrj

∥∥∥∥∥∥
p

∼ ∥aj∥ℓ2 .
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Proof. Homogeneity allows us to normalize ∥aj∥ℓ2 = 1. We may also assume there exists j0
such that aj = 0 for any j ≥ j0. We write

(43.3) A(t) =

∞∑
j=1

ajrj(t) (t ∈ R).

Then, in view of the fact that

(43.4) |t|p ≤ max(1, t[p]+1) ≤ ([p] + 1)!(et + e−t),

we obtain

∥A∥pp =
∫ 1

0

|A(t)|p dt

≲
{∫ 1

0

exp(A(t)) dt+

∫ 1

0

exp(−A(t)) dt
}

=

∏
j

∫ 1

0

exp(ajrj(t)) dt+
∏
j

∫ 1

0

exp(−ajrj(t)) dt


= 2

∏
j

exp(aj) + exp(−aj)
2

.

We now exploit the inequality
et + e−t

2
≤ exp(t2) (t ∈ R).

∥A∥pp ≲
∏
j

eaj + e−aj

2
≲
∏
j

exp(aj
2) = e.

Thus, the right inequality was proved.

To prove the converse inequality, we may assume that p < 2 by virtue of the monotonicity
with respect to p. If p = 2, then the equivalence formula in question is actually the inequality
because of the orthogonality of rj ’s. Thus

(43.5) ∥aj∥ℓ2 = ∥A∥2 ≲ ∥A∥p1−θ · ∥A∥4θ ≲ ∥A∥p1−θ · ∥aj∥θℓ2 ,

where
1

2
=

1− θ
p

+
θ

4
. If we arrange the above inequality, then we obtain

(43.6) ∥aj∥ℓ2 ≲ ∥A∥p
for p < 2.

If we put the above observation together, then we obtain the desired result. □

Application to vector-valued inequalities. By the Rademacher sequence method we see that
bounded linear operators immediately admit ℓ2-valued extension.

Theorem 43.3. Let (X,B, µ) be a measure space. Suppose that T : Lp(µ) → Lp(µ) is a
bounded linear operator. Then we have

(43.7) ∥Tfj∥Lp(ℓ2,µ) ≲ ∥fj∥Lp(ℓ2,µ).

Proof. Let (Ω,F , P ) = ([0, 1),B([0, 1)), dx|[0, 1)) as above. (rn)n∈N is a Rademacher sequence
as above. The monotone convergence theorem allows us to assume fj is zero for j larger than
some J .
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Now we use the Kintchine inequality.

(L.H.S.)p ≲
∫
X

∫
Ω

∣∣∣∣∣∣
∞∑
j=1

rj(ω)Tfj(x)

∣∣∣∣∣∣
p

dP (ω) dµ(x)

=

∫
X

∫
Ω

∣∣∣∣∣∣T
 ∞∑
j=1

rj(ω)fj(x)

∣∣∣∣∣∣
p

dP (ω) dµ(x).

By the Lp(Rd)-boundedness of T and the Fubini theorem, we obtain

(L.H.S.)p ≲
∫∫

Ω×X

∣∣∣∣∣∣T
 ∞∑
j=1

rj(ω)fj(x)

∣∣∣∣∣∣
p

dµ(x) dP (ω)

≲
∫∫

Ω×X

∣∣∣∣∣∣
∞∑
j=1

rj(ω)fj(x)

∣∣∣∣∣∣
p

dµ(x) dP (ω).

Changing the order of the integration once more, we finally obtain

(L.H.S.)p ≲
∫
X

∫
Ω

∣∣∣∣∣∣
∞∑
j=1

rj(ω)fj(x)

∣∣∣∣∣∣
p

dP (ω) dµ(x) ≲ ∥fj∥pLp(ℓ2,µ).

This is the desired result. □

Application to unconditional basis. As an another application of the equivalence inequality of
Rademacher sequence, we exhibit a counterexample showing that it is a basis but is not an
unconditional one.

Theorem 43.4. Let 1 < p < 2 or 2 < p < ∞. Then {eik·x}k∈Zd is a basis but is not an
unconditional basis of Lp(Td).

Proof. By Theorem 6.12 it is true that {eik·x}k∈Zd is a basis. Let us disprove that it is uncon-
ditional. Set

(43.8) Sβf(x) =
∑
j∈Zd

βj

(∫
[0,2π]d

f(x) e−ijy dy

)
eijx,

for β ∈ ℓ∞ with finite non-zero entry. Then by dual formula

(43.9)

∫
Td
Sβf · g =

∫
Td
g · Sβf

for f, g ∈ C(T), we have ∥Sβ∥Lp(Td) = ∥Sβ∥Lp′ (Td). Therefore, we may assume that 1 <

p < 2. Assume that {eik·x}k∈Zd is an unconditional basis of Lp(T). Denote by {rj}j∈Zd the
Rademacher sequence. Namely, rearrange the Rademacher sequence in numerical order. Then

(43.10)

∑
j∈Zd
|aj |2

 ≃
∫ 1

0

∣∣∣∣∣∣
∑
j∈Zd

aj rj(t) e
−ijx

∣∣∣∣∣∣
p

dt


1
p

.

Therefore, it follows that

(43.11)

∑
j∈Zd
|aj |2

 ≃
∫ 1

0

∫
[0,2π]d

∣∣∣∣∣∣
∑
j∈Zd

aj rj(t) e
−ijx

∣∣∣∣∣∣
p

dx

 dt


1
p

.
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Since {eik·x}k∈Zd is assumed unconditional,∫
[0,2π]d

∣∣∣∣∣∣
∑
j∈Zd

aj rj(t) e
−ijx

∣∣∣∣∣∣
p

dx =

∥∥∥∥∥∥S{rj(t)}j∈Zd

∑
j∈Zd

aje
ij·∗

∥∥∥∥∥∥
p

Lp(Td)

≲

∥∥∥∥∥∥
∑
j∈Zd

aje
ij·∗

∥∥∥∥∥∥
p

Lp(Td)

.

This is impossible because

(43.12)

∥∥∥∥∥∥
∑
j∈Zd

aje
ij·∗

∥∥∥∥∥∥
L2(Td)

≃

∑
j∈Zd
|aj |2

 ≤
∥∥∥∥∥∥
∑
j∈Zd

aje
ij·∗

∥∥∥∥∥∥
Lp(Td)

and hence L2(Td) ↪→ Lp(Td). This is a contradiction. □

Notes and references for Chapter 19.

Section 40. In this part the author has referred to [16]. for the vector-valued inequalities, which
are explained in great detail.

Vector-valued inequalities are taken up in [433].

Section 41. Theorem 41.1 is originally proved in [182]. The proof of the vector valued inequality
is based on [424].

Nowadays we often use this inequality to develop the theory of the Triebel-Lizorkin space.
For the example of this usage we refer to Chapter 24 of this book and to [64].

Marcinkiewicz integral has a long history. Marcinkiewicz investigated the Marcinkiewicz
integral in [323, 324, 325]. In fact there are many crucial papers using the Marcinkiewicz
integral. For example we refer to [119, 131, 182, 499] as well as a textbook [73] for more details.
Theorem 41.3, 41.5 and Exercise 231 are due to the paper by C. Fefferman and E. M. Stein
[182].

Section 42. The spirit of the proof of Theorem 21.17 can be found in the proof of [117, Theorem
6].

J. Garcia and J. Martel extended Theorems 42.2 and 42.3 to the non-homogeneous space
(See [207]).

Section 43. Theorem 43.2 is found by Kinchine in 1923.

Theorem 43.3

Theorem 43.4
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Part 20. Littlewood-Paley theory

In this section we develop the Littlewood-Paley theory, where we will see the square sum is
very powerful.

44. Littlewood-Paley theory

Littlewood-Paley theory is a theory to decompose the function and obtain the equivalent
norm.

44.1. G-functionals. As a starting point of Littlewood-Paley theory, we define G-functional.

Lemma 44.1. We can take φ ∈ S(Rd) such that

(44.1) supp (φ) ⊂ B(2) \B
(
1

2

)
,

∫ ∞

0

|Fφ(tx)|2 dt
t

= 1, (x ∈ Rd \ {0}).

Proof. Take a nonzero radial function φ0 ∈ S(Rd) supported on an annulus B(2) \B
(
1
2

)
. Then

φ1 = ∆φ0 is radial because Fφ1 is radial. As a consequence we have

(44.2)

∫ ∞

0

|Fφ1(tx)|2
dt

t
=

∫ ∞

0

|Fφ1(t|x|e1)|2
dt

t
=

∫ ∞

0

|Fφ1(te1)|2
dt

t
,

where e1 = (1, 0, 0, . . . , 0). Note that

(44.3) |Fφ1(te1)| ≤
t

t2 + 1
, (t > 0).

Thus, the above integral is finite. In order to obtain the desired φ, it remains to normalize φ1

by multiplying a constant. □

Notation . Throughout this section, we fix φ from (44.1). We define a functional sφ by the
formula

(44.4) sφ(f)(x) :=

(∫ ∞

0

|f ∗ φt(x)|2
dt

t

) 1
2

,

where φt(x) :=
1

td
φ
(x
t

)
. Given a measurable function F : (0,∞)→ C, we define

(44.5) ∥F (t)∥L2
t( dtt )

:=

(∫ ∞

0

|F (t)|2 dt
t

) 1
2

.

L2
t

(
dt

t

)
is a set of all measurable functions F : (0,∞) → C for which ∥F∥L2

t( dtt )
is finite.

Given a measurable function F : Rd+1
+ → C, we define

(44.6) ∥F (x, t)∥Lpx(L2
t( dtt ))

:=

((∫ ∞

0

|F (x, t)|2 dt
t

) p
2

dx

) 1
p

.

We have the following proposition.

Proposition 44.2. If f ∈ L2(Rd), then we have

(44.7) ∥sφ(f)∥2 = ∥f∥2.
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Proof. First, we change the order of integrations.

(44.8) ∥sφ(f)∥22 =

∫
Rd

(∫ ∞

0

|f ∗ φt(x)|2
dt

t

)
dx =

∫ ∞

0

(∫
Rd
|f ∗ φt(x)|2 dx

)
dt

t
.

Then we use the Plancherel theorem.

(44.9) ∥sφ(f)∥22 =

∫ ∞

0

(∫
Rd
|Ff(ξ)Fφt(ξ)|2 dξ

)
dt

t
.

Change the order of integrations once more.
(44.10)

∥sφ(f)∥22 =

∫
Rd

(∫ ∞

0

|Ff(ξ)Fφt(ξ)|2
dt

t

)
dξ =

∫
Rd
|Ff(ξ)|2

(∫ ∞

0

|Fφt(ξ)|2
dt

t

)
dξ.

Invoke the assumption and we obtain

(44.11) ∥sφ(f)∥22 =

∫
Rd
|Ff(ξ)|2 dξ =

∫
Rd
|f |2.

This is the desired result. □

The following theorem is a part of the Littlewood-Paley theory.

Theorem 44.3. Suppose that 1 < p < ∞. Then for every f ∈ Lp(Rd) we have ∥sφ(f)∥p ≃
∥f∥p.

The proof below shows that we can acturally prove that

(44.12) cp
−1∥f∥p ≤ ∥sφ(f)∥p ≤ cp∥f∥p

for a collection of constants {cp}p>1 with cp = cp′ .

Proof. Proof of ∥sφ(f)∥p ≤ cp∥f∥p By definition it follows that

(44.13) sφ(f)(x) = ∥φt ∗ f(x)∥L2
t( dtt )

Thus we can consider the mapping defined by convolution

(44.14) Φ : f ∈ L2(Rd) 7→ [t 7→ f ∗ φt(·)] ∈ L2
t

(
dt

t

)
.

And our job is to prove ∥Φ(f)∥p ≤ cp ∥f∥p.

Notice that

(44.15) ∥φt(x)∥L2
t( dtt )

≲ |x|−d, ∥∂jφt(x)∥L2
t( dtt )

≲ |x|−d−1

for all j = 1, 2, . . . , d.

This implies the linear operator

(44.16) K(x) : R→ B, [K(x)](t) := [t→ φt(x)]

satisfies Hölmander’s condition. If we invoke the vector-valued CZ-theory, ∥sφ(f)∥p ≤ cp∥f∥p
is established. □

Proof. Proof of ∥sφ(f)∥p ≥ cp′∥f∥p By polarization formula (polarize (44.7)) we have∫
Rd
f(x) · g(x) dx =

∫
Rd

(∫ ∞

0

f ∗ φt(x)g ∗ φt(x)
dt

t

)
dx
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for all g ∈ S(Rd). Using Hölder’s inequality twice, we have∫
Rd
f(x) · g(x) dx ≤

∫
Rd
∥f ∗ φt(x)∥L2

t( dtt )
· ∥g ∗ φt(x)∥L2

t( dtt )
dx

≤ ∥f ∗ φt(x)∥Lpx(L2
t( dtt ))

· ∥g ∗ φt(x)∥Lp′x (L2
t( dtt ))

.

However in the last step we have proved that

(44.17) ∥g ∗ φt(x)∥Lp′x (L2
t( dtt ))

≤ cp′ ∥g∥p′ .

Thus it follows that for all g ∈ Lp′ \ 0,

(44.18)
1

∥g∥p′

∣∣∣∣∫
Rd
f(x) · g(x) dx

∣∣∣∣ ≤ cp′ ∥f ∗ φt(x)∥Lpx(L2
t( dtt ))

.

If we take sup of the left-hand-side of the last formula over g ∈ S(Rd) \ {0}, we obtain

(44.19) ∥f∥p ≤ cp′ ∥f ∗ φt(x)∥Lpx(L2
t( dtt ))

.

This is precisely what we want. □

44.2. Discrete Littlewood-Paley theory.

Now we take up the discrete version, which is of importance as well. To do this, now we
choose a smooth function φ ∈ S(Rd) so that

(44.20) A−1 χB(4)\B(2) ≤ φ ≤ AχB(8)\B(1)

for some A > 0. Let φj(x) := φ(2−jx). We define

(44.21) ∥f∥Ḟ 0
p2

:= ∥{φj(D)f}j∈Z∥Lp(ℓ2) := ∥{F−1(φjFf)}j∈Z∥Lp(ℓ2).

Later on it will be made clear why this norm is denoted by Ḟ 0
p2(Rd).

Theorem 44.4. Let 1 < p <∞. Then

(44.22) ∥f∥Ḟ 0
p2
∼ ∥f∥p

for all f ∈ Lp(Rd).

Proof. Step 1 : The case when p = 2 In this case the theorem follows from the Plancherel

theorem.

Step 2 : The left-hand inequality

It suffices to show an estimate

(44.23)

∥∥∥∥∥∥∥
 N∑
j=0

|φj(D)f |2
 1

2

∥∥∥∥∥∥∥
p

≲ ∥f∥p,

whose implicit constant is independent of N .

To do this we take the Rademacher sequence {rj}j∈N0 . Then we have only to prove

(44.24)

∥∥∥∥∥∥
N∑
j=0

rj(t)φj(D)f

∥∥∥∥∥∥
p

≲ ∥f∥p
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for every t ∈ [0, 1] in view of equivalence

(44.25) ∥{aj}j∈N0∥ℓ2 ∼

∥∥∥∥∥∥
∑
j∈N0

ajrj

∥∥∥∥∥∥
Lp([0,1])

.

Let us denote

(44.26)

N∑
j=0

rj(t)φj(D)f = At ∗ f,

where At is a smooth function for every fixed t. Note that the family At satisfies

(44.27) |At(x)| ≲ |x|−d, |∂jAt(x)| ≲ |x|−d−1.

Furthermore, by the Plancherel theorem ∥At ∗ f∥2 ≤ ∥f∥2.

Step 3 : The right-hand inequality

To prove this, we may assume that f ∈ S(Rd). Then observe that

(44.28)

∫
Rd
f(x) · g(x) dx =

∞∑
j=0

∫
Rd
φj(D)f · φj(D)g

for all g ∈ S(Rd). Therefore, it follows that

(44.29)

∣∣∣∣∫
Rd
f(x) · g(x) dx

∣∣∣∣ ≤ ∥f∥F 0
p,2
· ∥g∥F 0

p′,2

by virtue of the Hölder inequality. Now that we have established in Step 2 that

(44.30) ∥g∥F 0
p′,2

≲ ∥g∥p′ ,

it follows that

(44.31) ∥f∥p ≲ ∥f∥F 0
p,2

by duality. □

45. Burkholder-Gundy-Davis inequality

Now we discuss the analogy in probability theory.

The Burkholder-Gundy-Davis inequality. We adopt the following notation.

Notation . Let X = (Xn)n∈N0 be a random variable.

(1) Set X∗
n(ω) := sup

0≤k≤n
|Xk(ω)| and X∗(ω) := lim

n→∞
X∗
n(ω).

(2) Let dn = Xn −Xn−1, n ∈ N, d0 = X0 be the martingale difference.

(3) Set S(X)n :=

√√√√ n∑
k=1

dk2 for n ∈ N0 and S(X) := lim
n→∞

S(X)n.

Below we assume that X is a martingale.

Theorem 45.1 (Burkholder-Gundy-Davis). Suppose that p ∈ [1,∞). Then

(45.1) ∥S(X)∥p ∼p ∥X∗∥p
for every Lp-martingale X.
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Key-lemma. The following good-λ inequality is a key to our observation. Recall that we have
taken up the same type of inequality in Chapter in 9.

Theorem 45.2. Let β > δ + 1 and 0 < δ ≤ 1

2
. Suppose that vn ∈ Fn−1, n ∈ N such that

|dn| ≤ vn for all n ∈ N. Then

P (X∗ > βλ, S(X) ∨ v∗ ≤ δλ) ≤ 2δ2

(β − δ − 1)2
P (X∗ > λ)(45.2)

P (S(X) > βλ, X∗ ∨ v∗ ≤ δλ) ≤ 4δ2

(β − δ − 1)2
P (X∗ > λ).(45.3)

Proof of (45.2). We define three stopping times.

τ := min{n : |Xn| > λ}
µ := min{n : |Xn| > βλ}
σ := min{n : S(X)n > δλ or vn > δλ}.

Here it will be understood that min(∅) =∞. Note that τ ≤ µ by their definitions. By definition
of these stopping times we can write

(45.4) {X∗ > βλ, S(X) ∨ v∗ ≤ βλ} = {µ <∞, σ =∞}.

We set Gn =

n∑
k=0

1(τ,µ∧σ]dk. On {µ <∞, σ =∞} we have Gn = Xn∧µ −Xn∧τ . Note that

(45.5) G∗ ≥ |Gµ| = |Xµ −Xτ | ≥ |Xµ| − |Xτ |.
It cannot happen that τ = 0, if σ = ∞. This is because |X0| = |d0| ≤ |v0| ≤ δ. Consequently
τ ≥ 1. Then |Xτ | ≤ |Xτ−1| + |dτ |. Since τ − 1 < min{n : |Xn| > λ} = τ , it follows that
τ − 1 /∈ {n : |Xn| > λ}, that is, |Xτ−1| ≤ λ. Furthermore, since vn ≤ δλ on {σ = ∞} for all
n, it follows that |dτ | ≤ δλ. Finally, since µ = min{n : |Xn| > βλ}, it follows that |Xµ| > βλ.
If we combine these observation, we obtain G∗ ≥ (β − 1− δ)λ.

As a result we obtain {µ < ∞, σ =∞} ⊂ {G∗ > (β − 1− δ)λ}. The Chebychev inequality
then gives us

(45.6) P{µ <∞, σ =∞} ≤ 1

(β − 1− δ)2λ2
sup
n
∥Gn∥2.

Note that {Gn2 − Sn(G)2}n∈N is a martingale. If X∗ ≤ λ, then τ = ∞ consequently Gn is 0.
Thus, we obtain

(45.7) ∥S(G)2∥22 =

∫
{X∗>λ}

S(G)2 dP.

Now we have |dσ| ≤ vσ ≤ δλ and Sσ−1(X) ≤ δλ, if σ <∞. Consequently we obtain

(45.8) S(G)2 = Sσ(G)
2 = (Sσ−1(G)

2 + dσ
2)I{σ<∞} + Sσ(X)2I{σ=∞} ≤ 2δ2λ2.

As a result we obtain (45.2). □

Proof of (45.3). We reset the definition of τ, σ, µ. We define three stopping times.

τ := min{n : S(X)n > λ}
µ := min{n : S(X)n > βλ}
σ := min{n : |Xn| > δλ} ∪ {n : vn+1 > δλ}.

It is the same that τ ≤ µ as before. We have

{S(X) > βλ, X∗ ∨ v∗ ≤ δλ} = {τ <∞, σ =∞}.
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We set

Hn =

(
n∧µ∧σ∑
k=1

dk
2 −

n∧τ∧σ∑
k=1

dk
2

) 1
2

=

(
n∑
k=0

[(1[0,µ∧σ] − 1[0,τ∧σ])dk]
2

) 1
2

.

Then on {τ <∞, σ =∞} we have

(45.9) Hn ≥

(
n∑
k=0

[1[0,µ∧σ]dk]
2

) 1
2

−

(
n∑
k=0

[1[0,τ∧σ]dk]
2

) 1
2

.

In the same way as before, on the event {τ <∞, σ =∞} we have

(45.10) τ ≥ 1, H∗ ≥ (β − 1− δ)λ.

Consequently we obtain

(45.11) P{S(X) > βλ, X∗ ∨ v∗ ≤ δλ} ≤ 1

(β − 1− δ)2λ2
E[H∗2].

Note that

(45.12) E[G∗2] = lim
n→∞

n∑
k=0

E[1τ∧σ<k≤µ∧σdk
2] = lim

n→∞
E[(1[0,µ∧σ] − 1[0,τ∧σ])Xn

2].

We observe that τ =∞ on {S(X) ≤ λ}. As a result the identity

(45.13) (1[0,µ∧σ] − 1[0,τ∧σ])Xn
2 = 1{S(X)>λ}(1[0,µ∧σ] − 1[0,τ∧σ])Xn

2

holds. We are to obtain the upper bound of this term.

Suppose that τ ∧ σ < n ≤ µ ∧ σ. First, we notice that τ < σ < µ. As a result we obtain
τ < n ≤ σ < µ. If n < σ, then |Xn| ≤ δλ. If n = σ, then |Xn − Xn−1| ≤ vn ≤ δλ and
|Xn−1| ≤ δλ. Thus, if we assume τ ∧ σ < n ≤ µ ∧ σ, then |Xn| ≤ 2δλ.

Consequently we obtain

(45.14) (1[0,µ∧σ] − 1[0,τ∧σ])Xn
2 ≤ 4δ2λ2.

From these observations (45.3) is completely proved. □

Corollary 45.3. Suppose that X is an Lp-martingale, that is, X is a martingale such that
Xn is Lp-integrable for each n ∈ N. Assume in addition that (vn)n∈N is a predictable process
dominating (dn)n∈N. Then one has

(45.15) E[S(X)p] ≲ E[min(X∗, v∗)p], E[X∗p] ≲ E[min(S(X), v∗)p],

where c does not depend on v nor X.

Proof. These estimates follow from the good λ-inequality argument. To apply the good λ-
inequality, we have verify some integrability condition. This can be achieved by the stopping
time argument. Speaking precisely, let Tk ≡ k be a constant stopping time with k ∈ N. Then
we are in the position of using the good λ-inequality with X replaced by XTk . By the monotone
convergence theorem, the passage of the general case can be obtained. □

Davis decomposition. To proceed further we consider the Davis decomposition.

Theorem 45.4. Any martingale X := (Xn)n∈N admits the decomposition into a sum of two
martingales G = (Gn)n∈N and H = (Hn)n∈N with the following properties. Below denote by
d = (dn)n∈N, e = (en)n∈N, u = (un)n∈N the martingale differences of X, G and H respectively.

(1) |en| ≤ 4dn−1.
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(2) Then there exists a sequence of Random variables (βn)n∈N such that

|βn| ≤ 2(dn
∗ − dn−1

∗)(45.16)
∞∑
n=0

|un| ≤
∞∑
n=0

|βn|+
∞∑
n=0

E[|βn| : Fn−1].(45.17)

Here, we have set F−1 := {∅,Ω}.

Proof. The proof begins with constructing auxiliary processes α = (αn)n∈N and β = (βn)n∈N.
First we set αn := dn 1{ |dn|≤2dn−1

∗}, βn := dn 1{ |dn|>2dn−1
∗}. Then α and β are (Fn)n∈N-

adapted. Next, define the martingale differences of G and H : en := αn−E[αn : Fn−1], un :=
βn − E[βn : Fn−1]. G and H are defined so that their martingale differences are e and u :

(45.18) Gn :=
n∑
k=0

ek, Hn :=
n∑
k=0

uk.

Now we shall verify that G and H satisfy the requirements of the theorem. To begin with
(45.17) is clear by definition of β. If βn ̸= 0, then we have |dn| > 2dn−1

∗. It follows from this
that

(45.19) 2(|dn|2 − |dn−1|2) > |dn|2 + 4(dn−1
∗)2 − 2|dn−1|2 > |dn|2.

Consequently (45.16) is also verified. It remains to check |en| ≤ 4|dn−1
∗|. Since |αn| ≤ 2dn−1

∗

by definition of αn, we have |en| ≤ |αn|+ E[|αn| : Fn−1] ≤ 4dn−1
∗. As a result we obtain the

desired decomposition. □

Proof of the Burkholder-Gundy-Davis inequality. First, we form the Davis decomposition. We
split X by X = G+H, where G and H satisfy

(1) |en| ≤ 4dn−1, en = Gn −Gn−1, n ≥ 2 and e1 = G1.
(2) Let (un)n∈N be the martingale difference of (Hn)n∈N and (dn)n∈N that of (Xn)n∈N.

Then there exists a sequence of Random variables (βn)n∈N such that

|βn| ≤ 2(dn
∗ − dn−1

∗)
∞∑
n=0

|un| ≤
∞∑
n=0

|βn|+
∞∑
n=0

E[|βn| : Fn−1].

Then, since |Hn| ≤
n∑
k=0

|uk| and S(H) ≤

( ∞∑
n=0

|un|2
) 1

2

≤
∞∑
n=0

|un|, we obtain

(45.20) H∗ ∨ S(H) ≤
∞∑
n=0

|un|.

A direct consequence of this inequality is

(45.21) E[H∗ ∨ S(H)] ≤ 2
∞∑
k=0

E[|uk|] ≤ 4E[d∗] ≤ 8E[X∗ ∧ S(X)].

As a result we obtained a key estimate that immediately completes the proof of the Burkholder-
Gundy-Davis inequality.

(45.22) E[H∗ ∨ S(H)] ≤ 8E[X∗ ∧ S(X)].

With (45.22) in mind, we prove E[X∗] ≲ E[S(X)]. Speaking precisely, we shall prove

(45.23) E[G∗] ≲ E[S(X)], E[H∗] ≲ E[S(X)].
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From (45.22) we obtain, taking into account S(G) ≤ S(H) + S(X)

(45.24) E[H∗], E[S(G)], E[S(H)] ≲ E[S(X)].

Note that by applying the key lemma with X replaced by G and vn = 4dn−1, n = 1, 2 . . . we
obtain

(45.25) E[G∗] ≲ E[S(G) ∨ v∗].

Since v∗ ≤ 2S(X)∗, it follows that

(45.26) E[v∗] ≲ E[S(X)].

Finally from (45.22) we obtain

(45.27) E[H∗] ≤ 8E[X∗].

If we combine (45.24)–(45.27), then we obtain

(45.28) E[X∗] ≲ E[S(X)]

The proof of E[S(X)] ≲ E[X∗] is similar. We have only to reverse the role of the square
function S and the maximal operator ∗.

Finally to conclude this section we present an application of this inequality.

Definition 45.5. Denote by Mp the set of all Lp-bounded martingales. Equip Mp with a
norm

(45.29) ∥M∥Mp := sup
n∈N

E[|Mn|p]
1
p .

Exercise 233. Show thatMp is a Banach space with its norm.

Theorem 45.6. Let H = (Hn)n∈N0 be a bounded predictable process and 1 < p <∞. Then

(45.30) M ∈Mp 7→ H ·M ∈Mp

is a bounded linear operator.

Proof. Note that

(45.31) H ·Mn −H ·Mn−1 = Hn−1dn,

where d = (dn) is the martingale difference of M . Therefore by the Burkholder-Gundy-Davis
inequality we have

∥H ·M∥Mp ≲

∥∥∥∥∥∥
( ∞∑
n=1

|Hn−1dn|2
) 1

2

∥∥∥∥∥∥
p

≲
(
sup
n
∥H∥∞

)
·

∥∥∥∥∥∥
( ∞∑
n=1

|Hn−1dn|2
) 1

2

∥∥∥∥∥∥
p

≲
(
sup
n
∥H∥∞

)
· ∥M∥Mp .

Therefore the proof is now complete. □

Notes and references for Chapter 20.
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Section 44. Littlewood and Paley introduced the g-functional, which was published in Proc. Lon-
don Math. Soc. in 1936. The idea that the vector-valued singular integral operators are applied
to the Littlewood theory dates back to [413].

Littlewood-Paley theory is a widely spread theory and many function spaces are characterized
in terms of this theory.

For example, in [254] M. Izuki characterized Lp(w) with w belonging to a class wider than
Ap in connection with wavelet.

Theorem 44.3

Theorem 44.4

We refer to [435] for the application of the Rudin function.

An example of the application of the Littlewood-Paley theory can be found in [452].

Section 45. The connection between the square sum operator and the maximal operator is
described in [105]. Theorem 45.1 reflects this aspect.

The proof of Theorem 45.1 using Theorem 45.2 depends on the work [106].

The proof of Theorem 45.1 is very ingenious because we have to depend on the good-λ
inequality. However, the result is already known [104, 8] when 1 < p <∞.

Theorem 45.4

Theorem 45.6

Finally, there are many other “Littlewood Paley”-type operators such as

(45.32) L(f) =

E[M : F1]
2 +

1

k

k∑
j=1

∣∣∣∣∣E[M : Fk]−
1

k

k∑
l=1

E[M : Fl]

∣∣∣∣∣
2
 1

2

.

For details of this type of Littlewood Paley operators we refer to [456, 479].
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Part 21. Function spaces appearing in harmonic analysis

One of the big branches in analysis is theory of function spaces. Function spaces are tools
used not only in analysis but also in algebra and in geometry.

(1) When we prove the Riemann-Roch theorem in Riemannian surfaces, a theorem in
algebraic geometry we need function spaces called A2(Ω).

(2) When we prove the Hodge-decomposition theorem in differential geometry, Sobolev
spaces W 2,k(M) play an important role. Indeed, one has to start from function spaces
with lower smoothness order instead of considering C∞-smoothness.

(3) In stochastic analysis, to consider the Ito stochastic integrals, we need to consider L2(P )
spaces in connection with Brownian motions.

Therefore, function spaces occur in every field of mathematics.

The simplest function spaces appearing in analysis seems BC(X), the set of all complex-
valued continuous functions defined on a metric space (X, d). This function spaces appears as
an example or an exercise of complete metric spaces.

The next example we encounter in the course of analysis is the Lebesgue space Lp(Rd).
Unlike the space BC(X), it had been very difficult to prove its completeness. One of the
reasons why theory of function spaces are prevailant is that the triangle inequality is available
in addition to the completeness.

Everything is fine as long as we have only to work within the framework of BC(X) or Lp(Rd).

However, things are not so nice once we consider many other mathematical problems. For
example, these spaces are not sufficient when we consider the Laplace equation −∆u = f . For
the purpose of tackling this equation, we are led to thinking of Sobolev spaces. Indeed, in this
case, it is convenient to introduce

∥f∥H1 =

√√√√∥f∥L2
2 +

d∑
j=1

∥∂jf∥L2
2

because we can use the integration by parts. Since there are many problems which can be
described in terms of partial differential equations, it could not be better if everything would
be solved within the framework of Sobolev spaces.

However, many ellipic problems (appearing in many branches of mathematics) require some
other spaces of fractional smoothness order. Spaces of fractional smoothness order may not
enough to describe other partial differential equations. So we need more delicate spaces such
as Besov spaces which we are going to define in this chapter.

Another problem concering BC(X) and Lp(Rd) is that neither of them contains |x|−α (α > 0).

This simplest function appears everywhere but to handle this function, we need to restrict

its domain. However, by the Morrey space Mn/α
q (Rd) with 1 < q < n/α we have |x|−α ∈

Mn/α
q (Rd). Note that the Morrey norm ∥f∥Mp

q
is given by

∥f∥Mp
q
= sup

B
|B|

1
p−

1
q ∥f∥Lq(B),

where B runs over all balls.

There are many function spaces appearing in harmonic analysis. Let us describe some of them
toghther with some backgrounds. Suppose that we are given a function Φ : (0,∞) → (0,∞).
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Then define the Orlicz norm by

∥f∥LΦ = inf

{
λ > 0 : Φ

(
|f(x)|
λ

)
≤ 1

}
.

Seemingly, the definition is hard to understand. But when we consider the case Φ(t) = tp, then
we have ∥f∥LΦ = ∥f∥p.

One of the reasons why we are fascinated with this space is that it can describe the behaviour
of the Hardy-Littlewood maximal operator M . Here M is the maximal operator given by

Mf(x) = sup
x∈Q : cubes

1

|Q|

∫
Q

|f(y)| dy

and the trouble is that

∥Mf∥1 ≤ C ∥f∥1 (f ∈ L1(Rd))

fails for any positive constant C. Orlicz spaces can recover such a difficulty.

Another remedy to recover the failure of the inequality ∥Mf∥1 ≲ ∥f∥1 is to use Lorentz
spaces. Let us define

f∗(t) = sup {ess.infE |f(x)| : |E| = t}

and

∥f∥p,q =
(∫ ∞

0

(t1/pf∗(t))q
dt

t

)1/q

.

The Lorentz space Lp,q(Rd) is given by this norm.

In this chapter, with these problems in mind, we consider many function spaces.

Part 22. Functions on R

Overview

Orlicz spaces measures integrability more precisely than the Lp(Rd)-spaces. In this chapter
we are going to present further examples of applications of the results in Part 6. In Section 46
we apply the results in Section 12. Sections 47 and 48 are devoted to an introduction to Orlicz
spaces. For the sake of simplicity we are not going into the details here.

46. 1-variable functions and their differentiabilty a.e.

Having cleared up, the maximal theory and so on, we can now go into the investigation of
1-variable functions.

46.1. Monotone functions.

First, we investigate monotone functions.

Theorem 46.1. Any increasing function R is continuous except for a countable number of
points.
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Proof. We have only to prove this by assuming f is constant on [1,∞) and (−∞,−1]. Denote
by D the point at which f is not continuous. Then we have

(46.1) D =
∞∪
k=1

{
x ∈ [−1, 1] : f+(x)− f−(x) >

1

k

}
,

where f+(x) and f−(x) are given respectively by

(46.2) f+(x) = lim
ε↓0

f(x+ ε), f−(x) = lim
ε↓0

f(x− ε).

It is easy to see that

(46.3)

{
x ∈ [−1, 1] : f+(x)− f−(x) >

1

k

}
is finite. Therefore D is countable. □

Theorem 46.2. If f : R→ R is an increasing function, then it is differentiable almost every-
where.

Proof. As before, we write f+(x) = lim
ε↓0

f(x+ ε). and let

(46.4) A := {x ∈ R : f+(x) = f(x)}.

Then the complement of A is countable and hence A is dense in R. If f+(x) is differentiable at
x ∈ A, then so is f . Indeed, Let ε > 0. Then, letting a the differential of f+ at x, we can find
δ > 0 such that

(46.5)

∣∣∣∣f+(x+ h)− f+(x)
h

− a
∣∣∣∣ ≤ ε

for all 0 < |h| < δ. We claim that the same inequality holds for f . Let 0 < |h| < δ. If x+h ∈ A,
then the matter is trivial because f+(x + h) = f(x + h) and f+(x) = f(x). Let x + h /∈ A.
Then, we have

(46.6)
f(x+ h)− f(x)

h
− a ≤ lim

θ↓0
h+x+θ∈A

f(x+ h+ θ)− f(x)
h+ θ

− a ≤ ε

and similarly

(46.7) −ε ≤ lim
θ↓0

h+x−θ∈A

f(x+ h− θ)− f(x)
h− θ

− a ≤ f(x+ h)− f(x)
h

− a.

Therefore the same inequality as (46.5) holds for f . This implies that f is differentiable at x.
Therefore it is justified that we can replace f with f+. Thus, it follows that f can be assumed
right-continuous from the beginning. Therefore

(46.8) S±f(x) := lim sup
t↓0

f(x± t)− f(x)
±t

, I±f(x) := lim inf
t↓0

f(x± t)− f(x)
±t

are all measurable functions of x,

We shall prove
{
x ∈ Rd : S+(x) > I−(x)

}
has measure zero. Since Q is dense in R, this is

reduced to proving E =
{
x ∈ Rd : S+(x) > b > a > I−(x)

}
for all a, b ∈ Q with a < b. Let

ε > 0 be given arbitrarily and pick an open set O engulfing E so that |O| ≤ |E|+ ε. We set

(46.9) I := { [x− h, x] : x ∈ E, h > 0f(x)− f(x− h) < ha, [x− h, x] ⊂ O}
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Then I is a Vitali covering. Therefore, we can select a disjoint family {Ij}j∈J of I so that

E \
∪
j∈J

Ij has measure 0. We write Ij = [xj − hj , xj ]. Set

(46.10) B :=
∪
j∈J

E ∩ Ij .

Then |B| = |E|. Furthermore

(46.11)
∑
j∈J

f(xj − hj)− f(xj) ≤
∑
j∈J

v hj ≤ a|O| ≤ a(|E|+ ε).

Next, we set

(46.12) J := { [x, x+ h] : x ∈ B, h > 0f(x+ h)− f(x) < ha, [x, x+ h] ⊂ Ik for some k}

Then J is a Vitali covering of B. Therefore, we can select a disjoint family {Lk}k∈K of J so

that B \
∪
k∈K

Lk has measure 0. We write Lk = [yk, yk + δk]. Then we have

(46.13) b|E| ≤
∑
k∈K

f(yk + δk)− f(yk) ≤
∑
j∈J

f(xj − hj)− f(xj) ≤ a(|E|+ ε).

Therefore, we obtain |E| ≤ ε

b− a
, implying |E| = 0.

Analogously we can prove
{
x ∈ Rd : S−(x) > I+(x)

}
has measure zero. Hence

(46.14) I+(x) ≤ I−(x) ≤ S+(x) ≤ S−(x) ≤ I+(x)

holds for almost everywhere x ∈ R. If this chain of inequality holds at some x, then it follows
that f is differentiable at x. □

46.2. Functions of bounded variations.

Definition 46.3. An R-valued function f defined on an interval I and [a, b] be an interval
contained in I.

(1) A partition ∆ of [a, b] is a finite sequence a = t0 < t1 < . . . < tk = b. We write
∆ : a = t0 < t1 < . . . < tk = b.

(2) A partition ∆ of [a, b] is said to be finer than ∆′, if ∆′ is obtained by adding some
partition points to ∆.

(3) Given two partitions ∆1 and ∆2 of [a, b], we define ∆1∪∆2 as the least finest partition
finer than ∆1 and ∆2.

(4) Given a partition ∆ : a = t0 < t1 < . . . < tk = b, define

P∆[a, b] :=
k∑
j=1

(f(tk)− f(tk−1))+, N∆[a, b] :=
k∑
j=1

(f(tk)− f(tk−1))−,(46.15)

T∆[a, b] := P∆[a, b] +N∆[a, b].(46.16)

and

(46.17) P [a, b] = sup
∆
P∆[a, b], N [a, b] = sup

∆
N∆[a, b], T [a, b] = sup

∆
T∆[a, b],

where ∆ runs over all partitions of [a, b].
(5) A function f is said to be of bounded variation on [a, b], if

(46.18) Var (f) = sup{T∆[a, b] : ∆ : is a partition of [a, b]} <∞
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Example 46.4. A set of all functions of bounded variation [a, b] forms a linear space. Any
monotone function on [a, b] is of bounded variation. Therefore, if a function on [a, b] can be
expressed as a difference of increasing functions, then it is of bounded variation.

We intend to prove the converse of this example.

Lemma 46.5. Suppose that f is of bounded variation. Then we have the following.

T [a, b] = P [a, b] +N [a, b]

f(b)− f(a) = P [a, b]−N [a, b].

Proof. Noting that f(b)− f(a) +N∆[a, b] = P∆[a, b], we see f(b)− f(a) +N [a, b] = P [a, b].

By definition we have

(46.19) P [a, b] +N [a, b] = sup
∆1

P∆1 [a, b] + sup
∆2

N∆2 [a, b] = sup
∆1,∆2

(P∆1 [a, b] +N∆2 [a, b]) ,

where ∆1 and ∆2 run over all the partitions of [a, b]. Since

(46.20) P∆1 [a, b] +N∆2 [a, b] ≤ P∆1∪∆2 [a, b] +N∆1∪∆2 [a, b] = T∆1∪∆2 [a, b],

it follows that

(46.21) P [a, b] +N [a, b] ≤ sup
∆
T∆[a, b] ≤ T [a, b].

The converse inequality being immediate, T [a, b] = P [a, b] +N [a, b] is proved. □

The formula f(b)− f(a) +N [a, b] = P [a, b] gives us information of differentiability.

Theorem 46.6. Any function of bounded variation on [a, b] can be represented as a difference
of monotone function. In particular it is differentiable for almost everywhere on (a, b).

46.3. Absolutely continuous functions.

Now we encounter a skillful usage of the maximal function.

Theorem 46.7 (Lebesgue). Let f ∈ L1
loc(R). Then the function

(46.22) F (t) :=

∫ t

0

f(u) du,

is differentiable dt-almost every t ∈ R and we have

(46.23) F ′(t) = f(t)

dt-almost everywhere on R.

Proof. The matter being local, we can assume that f ∈ L1(R). We have only to show

(46.24)

{
x ∈ R : lim sup

h→0

∣∣∣∣∣ 1h
∫ x+h

x

f(u) du− f(x)

∣∣∣∣∣ > ε

}
has measure zero. However, if g ∈ Cc(R) then

(46.25) lim
h→0

(
1

h

∫ x+h

x

g(u) du− g(x)

)
= 0
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for all x ∈ R. Keeping this in mind, we pick g ∈ Cc arbitrarily. Then by virtue of the maximal
inequality ∣∣∣∣∣

{
x ∈ R : lim sup

h→0

∣∣∣∣∣ 1h
∫ x+h

x

f(u) du− f(x)

∣∣∣∣∣ > ε

}∣∣∣∣∣
=

∣∣∣∣∣
{
x ∈ R : lim sup

h→0

∣∣∣∣∣ 1h
∫ x+h

x

(f(u)− g(u)) du− (f(x)− g(x))

∣∣∣∣∣ > ε

}∣∣∣∣∣
≤ |{M [f − g] > ε}|

≲ 1

ε
∥f − g∥1.

Since g is arbitrary, the measure in question is zero and the theorem is proved. □

Definition 46.8. A function f : [a, b]→ R is said to be absolutely continuous, if for any ε > 0,
there exists δ > 0 such that

(46.26)

k∑
j=1

|f(bj)− f(aj)| < ε

whenever a ≤ a1 < b1 < a2 < . . . < ak−1 < bk−1 < ak < bk ≤ b satisfies
k∑
j=1

(bj − aj) < δ.

Theorem 46.9. A continuous function f : [a, b] → R is absolutely continuous, if and only if
there exists a function g ∈ L1([a, b]) such that

(46.27) f(t) =

∫ t

a+b
2

g(u) du+ f

(
a+ b

2

)
.

Proof. “If ” part is immediate. To prove “only if” part, we define a measure µ

(46.28) µ([c, d]) = f(d)− f(c).

Then µ is a signed measure absolutely continuous with respect to dx. The density of µ is the
desired function g : g is a derivative of f .

Indeed, if t > c =
a+ b

2
, then we have

f(t)− f (c) = µ (c, t) =

∫ t

c

g(u) du+ f

(
a+ b

2

)
.

If t ≤ a+ b

2
, a similar argument works and the proof is therefore complete. □

Integration-by-parts formula revisited. As an application we can generalize the integration-by-
parts formula.

Theorem 46.10. f · g is absolutely continuous, if f, g : R → R are absolutely continuous
functions. Furthermore,

(46.29)

∫ b

a

f ′(x)g(x) dx = f(b)g(b)− f(a)g(a)−
∫ b

a

f(x)g′(x) dx

for all −∞ < a < b <∞.
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Proof. Just notice that the function f · g is again absolutely continuous and use the equality

(46.30)

∫ b

a

f ′(x)g(x) dx+

∫ b

a

f(x)g′(x) dx =

∫ b

a

(f(x)g(x))′ dx = f(b)g(b)− f(a)g(a).

□

Let us take this advantage to prove the Bari-Stechkin lemma as an application of integration-
by-parts formula.

Theorem 46.11. Let φ : (0,∞)→ (0,∞) be a continuous function such that

(46.31)

∫ ∞

r

φ(t)t−1 dt ≤ Aφ(r) (r > 0).

Then for all ε < A−1 we have

(46.32)

∫ ∞

r

φ(t)tε−1 dt ≤ A

1−Aε
φ(r)rε (r > 0).

Proof. Let us write

(46.33) Φ(t) =

∫ R

t

φ(v)v−1 (t > 0).

Then we have ∫ R

r

φ(t)tε−1 dt = [−Φ(t) · tε]Rr + ε

∫ R

r

Φ(t) · tε−1 dt

≤
∫ R

r

φ(v)v−1 dv · rε +Aε

∫ R

r

φ(u) · tε−1 dt

≤ Aφ(r)rε +Aε

∫ R

r

φ(u) · tε−1 dt.

As a result, we have

(46.34)

∫ R

r

φ(u) · tε−1 dt ≤ A

1−Aε
φ(r)rε.

Letting R→∞, we obtain the desired result. □

Lipschitz functions.

Definition 46.12. Let I be an interval on R. A function f : I → R is said to be Lipschitz, if

(46.35) ∥f∥Lip(I) := sup

{
|f(x)− f(u)|
|t− u|

: t, u ∈ I, t ̸= u

}
<∞.

Exercise 234. Let I = [a, b] be a closed interval on R. If a continuous function f : I → R is
differentiable on (a, b) and its derivative is bounded, then prove that f is Lipschitz.

Exercise 235. Let I = (a, b) be an open finite interval on R and f ∈ Lip(I). Then f is extendible
to a Lipschitz function on R.

Corollary 46.13. If f : I → R is a Lipschitz function, then it is differentiable a.e. on R, and
the derivative is bounded.
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46.4. Convex functions.

Let I be an interval on R. A function f : I → R is said to be convex, if

(46.36) f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y),
while f is said to be concave, if −f is convex. In this section we investigate convex functions.

Exercise 236. Let I be an open interval on R. Use the mean value theorem to prove that
f : I → R is convex, if f ∈ C2 and f ′′ ≥ 0.

Exercise 237. Suppose that f : R→ R is a convex function. We are going to prove

(46.37) f

(
t1 + t2 + . . .+ tn

n

)
≤ 1

n
(f(t1) + f(t2) + . . .+ f(tn)).

We proceed in several steps to prove (46.37).

(1) n = 4.
(2) n is a power of 2 in general.
(3) n ∈ N. Hint : Pick an integer m so that n < 2m. Then consider (2) for the special case :

(46.38) tn+1 = tn+2 = . . . = t2m =
t1 + t2 + . . .+ tn

n
.

Exercise 238 (Jensen’s inequality). Suppose that f : R → R is a convex function. Generalize
the above inequality to the following form :

(46.39) f

(
N∑
k=1

αk xk

)
≤

N∑
k=1

αk f(xk)

whenever N ∈ N,

(46.40) x1, x2, · · · , xN ∈ R, α1, α2, · · · , αN ≥ 0

and
N∑
k=1

αk = 1.

Theorem 46.14. Let I ∈ I(R) and f : I → R a convex function. Then it is differentiable
almost everywhere. If we let g ∈ L1(I) be the derivative of f , then

(46.41) f(t) = f(a) +

∫ t

a

f(u) du

for a ∈ I.

Proof. We may assume I is open. We shall prove that f is Lipschitz on any proper closed
interval [a, b] of I. Choose auxiliary c and d so that [a, b] ⊂ (c, d) ⋐ I. Since f is convex, we
have

(46.42)
f(β)− f(α)

β − α
≤ f(γ)− f(β)

γ − β
.

Thus, for any x, y ∈ [a, b] with x > y, we have
(46.43)

M1 :=
f(a)− f(c)

a− c
≤ f(x)− f(a)

x− a
≤ f(x)− f(y)

x− y
≤ f(b)− f(y)

b− y
≤ f(d)− f(b)

d− b
:=M2

Therefore
f(x)− f(y)

x− y
remains bounded :

(46.44) M1 ≤
f(x)− f(y)

x− y
≤M2.
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Therefore f is Lipschitz and hence f is differentiable a.e. on I. The assertion concerning
inequality follows because f is absolutely continuous. □

Finally we take up Theorem 22.37 without proof for the sake of convenience.

Theorem 46.15. If f : R→ R is convex, then we have

(46.45) f(x) = sup{ax+ b : a, b ∈ R, f(t) ≥ at+ b for all t ∈ R}.

47. N-functions

47.1. Right-inverse.

Lemma 47.1. Let φ : [0,∞)→ [0,∞) be a right-continuous increasing function satisfying

(47.1) φ(0) = 0, lim
t→∞

φ(t) =∞.

We define its right-inverse by

(47.2) φ∗(t) := sup{s ∈ [0,∞) : φ(s) ≤ t}.

Here it will be understood that sup ∅ = 0. Then φ∗ : [0,∞) → [0,∞] is a finite-valued, right-
continuous and increasing function satisfying

(47.3) φ∗(0) = 0, lim
t→∞

φ∗(t) =∞.

Proof. Since φ is increasing and φ(0) = 0, φ∗(0) = 0. Inequality φ∗(φ(t)) ≥ t gives lim
t→∞

φ∗(t) =

∞. Finiteness of φ∗(t) follows from lim
t→∞

φ(t) =∞ and the property of the set appearing in the

definition of φ∗. From the definition of φ∗, it is increasing. To see that it is right-continuous,
let S > φ∗(t). Then S > φ∗(t) implies φ(S) > t. Therefore there exists ε > 0 such that
φ(S) > t+ ε. This implies φ∗(t+ ε) ≤ S. Therefore φ∗ is right-continuous. □

Lemma 47.2. Let φ : [0,∞)→ [0,∞) be a right-continuous increasing function. Then

(47.4) (φ∗)∗ = φ.

Proof. Let t > 0 be a common continuous point of φ and (φ∗)∗. Then we have

(φ∗)∗(t) = lim
ε↓0

(φ∗)∗(t− ε)

= lim
ε↓0

sup{u ≥ 0 : (φ∗)(u) ≤ t− ε}

≤ lim
ε↓0

sup
{
u ≥ 0 : (φ∗)(u) < t− ε

2

}
≤ lim

ε↓0
sup

{
u ≥ 0 : u < φ

(
t− ε

2

)}
≤ lim

ε↓0
φ
(
t− ε

2

)
= φ(t).

Meanwhile we have

(φ∗)∗(t) = lim
ε↓0

sup{ (φ∗)(u) ≤ t+ ε} ≥ lim
ε↓0

sup{u ≥ 0 : u < φ(t+ ε)} = lim
ε↓0

φ(t+ ε) = φ(t).

Therefore, since the set of all common continuous points form a dense subset, it follows that
φ = (φ∗)∗. □

Lemmas 47.1 and 47.2, along with the theorem below, explain why φ∗ deserves its name.
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Theorem 47.3. Suppose that a is a non-negative function that is right-continuous and in-
creasing. Assume in addition that lim

t→∞
a(t) =∞. Define

(47.5) c(t) = inf { a > t}
for t > 0. Then we have the following.

(1) c is a non-negative, right-continuous and increasing function that satisfies lim
t→∞

c(t) =
∞.

(2) Define a−(t) = lim
ε↓0

a(t− ε) and c−(t) = lim
ε↓0

c(t− ε). Then we have

(47.6) a(c(t)) ≥ a(c−(t)) ≥ t, a−(c−(t)) ≤ a−(c(t)) ≤ t.
(3) a(s) = inf { c > s} for all t > 0.

(1). It is clear that c is non-negative because there does exist a positive element in the set
appearing in the infimum defining c(t). It is also clear that c is increasing as well. To prove
that c is right-continuous, let us choose a decreasing sequence {tj}j∈N converging to t. Then

lim
j→∞

c(tj) = lim
j→∞

inf { a > tj} = inf

 ∞∪
j=1

{ a > tj}

 = inf { a > t} = c(t).

Since c(a(s) + 1) ≥ s for all s > 0, it is not so hard to see lim
t→∞

c(t) =∞. □

(2). Assume that a(c−(t)) < t. Then there exists ε > 0 and δ > 0 such that a(c−(t)+δ) < t−ε
by virtue of the right-continuity of a. As a consequence we have c−(t) + δ /∈ {s > 0 : a(s) >
t−ε}. Since {s > 0 : a(s) > t−ε} is open or closed interval, it follows that c−(t)+ δ ≤ inf{s >
0 : a(s) > t− ε} = c(t− ε) ≤ c−(t). This is a contradiction. As a result a(c−(t)) ≥ t.

Assume now that a−(c(t)) > t. Then there exists another δ > 0 such that a(c(t)−δ) > t. As
a consequence there exists ε > 0 such that a(c(t)− δ) > t+ ε. This implies c(t)− δ ≥ c(t+ ε).
Since δ, ε > 0, this contradicts to the fact that c is increasing. □

(3). First, we are going to prove a(s) ≤ inf{t > 0 : c(t) > s}. To prove this, for all ε > 0 we shall
prove a(s)−ε /∈ inf{t > 0 : c(t) > s}. Indeed, we have c(a(s)−ε) = inf{u : a(u) > a(s)−ε} ≤ s.
It remains to show a(s) ≥ inf{t > 0 : c(t) > s}. Let ε > 0. Then it suffices to show
a(s) + ε ≥ inf{t > 0 : c(t) > s}. To do this, we calculate c(a(s) + ε) ≥ inf{u > 0 : a(u) >
a(s) + ε} > s. For the last inequality we have used the fact that a is increasing and right
continuous. a(s) + ε ∈ {t > 0 : c(t) > s}. Thus, a(s) + ε ≥ inf{t > 0 : c(t) > s} and letting
ε ↓ 0, we obtain a(s) ≥ inf{t > 0 : c(t) > s}. Thus, (3) is proved completely. □

47.2. Definition and fundamental properties of N-functions.

N-functions. N-functions are good convex functions. Some literature allows the functions to
take ∞. However, here for the sake of simplicity, we content ourselves with investigating the
properties of functions taking finite values.

Definition 47.4. Denote by H the set of all non-decreasing functions φ : (0,∞)→ (0,∞) such
that lim

t↓0
φ(t) = 0.

Definition 47.5. A function Φ ∈ H is said to be a Young function, if it satisfies the following
conditions.

(1) Φ is continuous.
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(2) Φ is convex, that is,

(47.7) Φ((1− θ)t1 + θt2) ≤ (1− θ)Φ(t1) + θΦ(t2)

for all t1, t2 ∈ (0,∞) and 0 < θ < 1.

By convention define ϕ(0) = 0 and ϕ(∞) =∞.

Example 47.6. The functions et − 1 and t log(t+ 1) are N-functions.

Exercise 239. Show that tα is an N-function, where 1 ≤ α <∞.

Theorem 47.7. Let Φ : [0,∞) → [0,∞) be a continuous function. Then Φ is an N-function,
if and only if there exists an increasing right-continuous function φ : [0,∞)→ [0,∞) satisfying

(47.8) Φ(t) =

∫ t

0

φ(s) ds > 0

for all t > 0. Furthermore, if this is the case, then φ is unique.

Here and below we call Φ(t) =

∫ t

0

φ(s) ds canonical representation of an N-function Φ.

Lemma 47.8. Let Φ : [0,∞)→ [0,∞) be an N-function.

(1) Φ(αt) ≤ αΦ(t) for all 0 < α < 1 and 0 ≤ t <∞.

(2) t 7→ Φ(t)

t
is increasing.

(3) Φ itself is strictly increasing.

Proof. We content ourselves with showing (1) only. Because the rest will be derived easily from
(1). By the convexity we have

(47.9) Φ(αt) = Φ(αt+ (1− α)0) ≤ αΦ(t) + (1− α)Φ(0) = αΦ(t).

Therefore the lemma is proved. □

Exercise 240. Use (1) and prove the remaining assertions of the above lemma.

Next, we shall treat the information of φ appearing in the canonical representation.

Lemma 47.9. Let Φ : [0,∞)→ [0,∞) be a Young function with canonical representation

(47.10) Φ(t) =

∫ t

0

φ(s) ds.

Let t > 0.

(1)
Φ(t)

t
≤ φ(t) ≤ Φ(2t)

t
.

(2) φ

(
t

2

)
≤
∫ t

0

φ(s)

s
ds ≤ φ(t).

Proof. All the estimates are easy to derive.

(47.11)
Φ(t)

t
=

1

t

∫ t

0

φ(s) ds ≤ 1

t

∫ t

0

φ(t) ds = φ(t).

(47.12) φ(t) =
1

t

∫ 2t

t

φ(t) dt ≤ 1

t

∫ 2t

t

φ(s) ds ≤ 1

t

∫ 2t

0

φ(s) ds =
Φ(2t)

t
.
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To obtain the remaining estimate, we use the monotonicity of t ∈ [0,∞) 7→ φ(t)

t
.

(47.13) φ

(
t

2

)
≤
∫ t

t/2

φ(t/2)

t/2
ds ≤

∫ t

t/2

φ(s)

s
ds ≤

∫ t

0

φ(s)

s
ds.

(47.14)

∫ t

0

φ(s)

s
ds ≤

∫ t

0

φ(t)

t
ds = φ(t).

Thus, the proof is therefore complete. □

Exercise 241. Let f : R→ [0,∞) be a convex function.

(1) Let a < b. Show that f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(t) dt ≤ f(a) + f(b)

2
.

(2) Let a ∈ R and h > 0. Show that

(47.15)

k∑
j=1

f

(
a+

(
j − 1

2

)
h

)
≤
∫ a+k h

a

f(t) dt ≤ f(a) + f(a+ k h)

2
+

k−1∑
j=1

f(a+ (k − 1)h).

(3) Show that
2

3
< log 2 =

∫ 2

1

dx

x
<

3

4
.

Conjugate function. It is not so hard to prove

(47.16) ab ≤ 1

p
ap +

1

p′
bp

′
,

where 1 < p < ∞ and a, b > 0. This inequality is a special case of the Young inequality.

Changing the viewpoint, this inequality can be seen as the one for the function φ(t) =
1

p
tp.

We are led to consider the following generalization :

(47.17) ab ≤ φ(a) + ψ(b),

where ψ is a convex functions. Our present problem is to obtain a function ψ for a given
N-function φ.

Definition 47.10. Let Φ : [0,∞)→ [0,∞) be an N-function with canonical representation

(47.18) Φ(t) =

∫ t

0

φ(s) ds.

Φ is said to be an N-function if φ(0) = 0 and lim
t→∞

φ(t) =∞.

According to the definition above, Φ(t) = t is not an N-function.

Definition 47.11. Let Φ be an N-function. Then the conjugate function of Φ is defined by

(47.19) Φ∗(t) :=

∫ t

0

φ∗(s) ds.

Proposition 47.12. If Φ is an N-function, then so is Φ∗.

Proof. Note that φ∗ is finite because lim
t→∞

φ(t) = ∞. As we have verified in Lemma 47.1, φ∗

is right-continuous and increasing. Since φ∗(0) = 0 and lim
t→∞

φ∗(t) = ∞ from the definition of

φ∗, the canonical representation of Φ∗ satisfies the condition in Definition 47.11. □
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Theorem 47.13. Let Φ be an N-function and Φ∗ its conjugate. Then

(47.20) Φ∗(t) = sup{st− Φ(s) : s ∈ [0,∞)}.

Given a function Ψ : (0,∞)→ R, its Fenchel-Legendre transform is given by

(47.21) t ∈ (0,∞) 7→ sup{st−Ψ(s) : s ∈ [0,∞)}.

Hence, Theorem 47.13 asserts that Φ∗ is the Fenchel-Legendre transform of Φ.

Proof. Fix s, t ≥ 0. We are going to show

(47.22) Φ(t) + Φ∗(s) ≥ st

for all s, t ≥ 0 and that for some t we have the equality. If st = 0, then the inequality is
trivial. Therefore, we may assume s, t > 0. Let v > 0 and w = φ∗(v). Since φ(0) = 0 and φ is
increasing, we have

(47.23) φ−1([0, v]) = [0, w) or φ−1([0, v]) = [0, w].

Therefore w = |φ−1([0, v])| =
∫ ∞

0

χφ−1([0,v])(x) dx, that is,

(47.24) φ∗(v) =

∫ ∞

0

χφ−1([0,v])(x) dx

for every v > 0. Inserting this equality we have

(47.25) Φ∗(s) =

∫ s

0

(∫ ∞

0

χφ−1([0,v])(x) dx

)
dv =

∫∫
[0,∞)2

χ{(x,v) : 0≤v<s, φ(x)≤v}(x, v) dv dx.

Meanwhile

(47.26) Φ(t) =

∫ t

0

φ(x) dx =

∫∫
[0,∞)2

χ{(x,v) : 0≤x<t, 0≤v<φ(x)}(x, v) dv dx.

Finally observe that

(47.27) [0, t]× [0, s] ⊂ {(x, v) : 0 ≤ v < s, φ(x) ≤ v} ∪ {(x, v) : 0 ≤ x < t, 0 ≤ v < φ(x)}.

Therefore we conclude

(47.28) Φ∗(s) + Φ(t) ≥
∫ ∞

0

∫ ∞

0

χ[0,t]×[0,s](x, v) dx dv = st.

To show that equality holds for some t, we set t = φ∗(s). We shall claim the two sets in
(47.27) coincide. Suppose that

(47.29) (x, v) ∈ {(x, v) : 0 ≤ v < s, φ(x) ≤ v} ∪ {(x, v) : 0 ≤ x < t, 0 ≤ v < φ(x)}.

Let 0 < v < s and φ(x) ≤ v. Then t = φ∗(s) ≥ φ∗(v) ≥ x. Let 0 ≤ x < t and 0 ≤ v <
φ(x). Since x < t = φ∗(s), we have φ(x) ≤ s. Therefore v ≤ s. This implies (47.27) is
actually an equality. In this case carrying out the same calculation as before, we conclude that
Φ∗(s) + Φ(t) = st. □

Proposition 47.14. Let φ be an N-function and a, b > 0. Set ψ(t) = aφ(b t). Then ψ is an
N-function as well and the conjugate is given by ψ∗(t) = aφ∗(t/ab).

Theorem 47.15. Let Φ be an N-function. Then (Φ∗)∗ = Φ.

Proof. This follows from the fact that (φ∗)∗ = φ. □
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Theorem 47.16 (Young’s inequality). Let Φ be an N-function and denote by Φ∗ its conjugate.
Then

(47.30) s t ≤ Φ(t) + Φ∗(s)

for all s, t ≥ 0. If we denote by φ the right derivative of Φ, then

(47.31) tφ(t) = Φ(t) + Φ∗(φ(t)).

Proof. We have only to re-examine the proof of Theorem 47.13. □

Lemma 47.17. Let Φ be an N-function and Φ∗ its conjugate. Then we have the following:

(1) The inequality Φ∗
(
Φ(t)

t

)
≤ Φ(t) ≤ Φ∗

(
2Φ(t)

t

)
holds for all t > 0.

(2) For all t, s > 0, we have

s ≤ φ(t)

t
=⇒ φ∗(s)

s
≤ t

φ(t)

t
≤ s =⇒ t ≤ φ∗(2s)

s
.

(3) Let s, t, λ > 0. If φ(t) = φ∗(s) = λ, then we have λ ≤ ts ≤ 2λ.

(1). Recall that Φ(t)/t is increasing with respect to t.

Φ∗
(
Φ(t)

t

)
= sup

0<s<t
s

(
Φ(t)

t
− Φ(s)

s

)
≤ t sup

0<s<t

(
Φ(t)

t
− Φ(s)

s

)
= Φ(t).

The right inequality is easier to prove. We have only to use Theorem 47.13.

Φ∗
(
2Φ(t)

t

)
= sup

s>0
s

(
2Φ(t)

t
− Φ(s)

s

)
≤ Φ(t).

Thus, (1) is proved. □

(2). We use Theorem 47.13. Let s ≤ Φ(t)

t
. Since Φ(t)/t is increasing with respect to t, we have

(47.32)
Φ∗(s)

s
= sup

u>0

(
u− Φ(u)

s

)
≤ t sup

u>0

(
u

t
− Φ(u)

Φ(t)

)
≤ t sup

0<u<t

(
u

t
− Φ(u)

Φ(t)

)
≤ t.

Suppose instead that s ≥ Φ(t)

t
. Then

(47.33)
Φ∗(2s)

s
= sup

u>0

(
2u− Φ(u)

s

)
≥ 2t− Φ(t)

s
≥ t.

Thus, the proof of (2) is complete. □

(3). It follows from the Young inequality that st ≤ Φ(s)+Φ(t) = 2λ. If φ(t) ≤ s, then we have

(47.34) λ = Φ(t) =

∫ t

0

φ(u) du ≤ st.

If φ(t) > s, then φ∗(s) ≤ t. Therefore

(47.35) λ = Φ∗(s) =

∫ s

0

φ∗(u) du ≤ st.

Thus, (3) is established. □
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∆2-condition and ∇2-condition. In the next section we are going to generalize the Lp(Rd)-
spaces. Our generalization here is oriented to the parameter p. We can say that Lp(Rd) is a
function space based on the function Φ(t) = tp. The Orlicz space LΦ is a generalization such
the function Φ is an N-function. In this preparatory paragraph, we are going to introduce
some condition under which the maximal operator M and singular integral operators, such as
the Hilbert transform H, are bounded on LΦ. The function Φ(t) = t, t ∈ R is an N-function.
However, in this case, LΦ(R) being the L1(R)-space, the maximal operator and the singular
operators cannot be LΦ(R)-bounded. Thus, we need some conditions to exclude such functions.
Now we are going to formulate the conditions of the N-functions Φ under which the maximal
operator and the singular integral operators are LΦ-bounded.

Definition 47.18. Let Φ : [0,∞)→ [0,∞) be an N-function.

(1) The function Φ is said to satisfy ∆2-condition, if there exists a constant µ > 1 such
that

(47.36) Φ(2t) ≤ µΦ(t), t > 0.

In this case one writes Φ ∈ ∆2.
(2) The function Φ is said to satisfy ∇2-condition, if Φ

∗ ∈ ∆2. In this case one writes
Φ ∈ ∇2.

Example 47.19. It is important to note that t /∈ ∇2.

Proposition 47.20. Let Φ be an N-function.

(1) The function Φ ∈ ∇2 if and only if there exists a constant A > 1 such that Φ(At) ≥
2AΦ(t).

(2) If Φ ∈ ∇2, then there exist µ > 1 and ε > 0 such that

(47.37) Φ(ut) ≥ µ−1u1+εΦ(t), Φ(vt) ≤ µv1+εΦ(t)

whenever 0 < v ≤ 1 ≤ u and t > 0.

Proof. As for the first assertion we note that

(47.38) Φ(A·)∗ = Φ∗(·/A), 2AΦ(·)∗ = 2AΦ(·/2A).

Therefore it follows that

(47.39) Φ(2t) ≥ 2AΦ(t)⇐⇒ Φ∗(s/A) ≤ 2AΦ∗(s/2A)⇐⇒ Φ∗(2 s) ≤ 2AΦ∗(s).

The second assertion can be obtained by induction. Indeed, we have

(47.40) φ(Akt) ≥ (2A)kφ(t)

for all k. Therefore if we set ε = log2A, then

(47.41) φ(Akt) ≥ Ak(1+ε)φ(t)

follows. It remains to pass to the continuous valuable from the above formula. □

Proposition 47.21. Let Φ be an N-function with canonical representation

(47.42) Φ(t) =

∫ t

0

φ(s) ds

for t ≥ 0.
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(1) Assume that Φ ∈ ∆2. More precisely Φ(2t) ≤ AΦ(t) for some A ≥ 2. Set β = log2A.
If p > β + 1, then

(47.43)

∫ ∞

t

φ(s)

sp
ds ≲ Φ(t)

tp

for all t > 0.
(2) Assume that Φ ∈ ∇2. Then

(47.44)

∫ t

0

φ(s)

s
ds ≲ Φ(t)

t
.

Proof. (1) If we carry out integration by parts we obtain∫ ∞

t

φ(s)

sp
ds =

∫ ∞

t

Φ′(s)

sp
ds = lim

R→∞

([
Φ(s)

sp

]R
t

+ p

∫ R

t

Φ(s)

sp
ds

)
.

Now we invoke an estimate Φ(s) ≲
(s
t

)β
Φ(t) for s ≥ t. From this estimate we obtain

(47.45) lim
R→∞

Φ(R)Rp = 0,

∫ ∞

t

Φ(s)

sp
ds ≲ Φ(t)

tp
.

Therefore, (1) follows.

The estimate of (2) is similar. First, we carry out integration by parts.

(47.46)

∫ t

0

φ(s)

s
ds =

[
Φ(s)

s

]t
0

+

∫ t

0

Φ(s)

s2
ds.

Now we use Φ(As) ≥ 2AΦ(s), which yields∫ t

0

Φ(s)

s2
ds =

∞∑
j=0

∫ A−jt

A−j−1t

Φ(s)

s2
ds ≲ 1

t

∞∑
j=0

AjΦ(A−jt) ≲ 1

t

∞∑
j=0

Aj(2A)−jΦ(t) ≲ Φ(t)

t
.

Inserting this estimate, we obtain

(47.47)

∫ t

0

φ(s)

s
ds ≤ Φ(t)

t
+

∫ t

0

Φ(s)

s2
ds ≲ Φ(t)

t
.

Therefore (2) is established. □

48. Orlicz spaces

We now turn to Orlicz spaces, which are functions spaces we encounter first in this book.
As a review of the previous section, in particular Theorem 10.12, let us take up Orlicz spaces
and prove its completeness.

48.1. Definition.

As an application of Theorem 10.12, we investigate Orlicz spaces. Let (X,µ) be a measure
space.

Definition 48.1. Let Φ : [0,∞)→ [0,∞) be an N-function. Then define

(48.1) ∥f∥LΦ(X) := inf

{
λ > 0 :

∫
X

Φ

(
|f(x)|
λ

)
dµ(x) ≤ 1

}
.

The space LΦ(X) is the set of µ-measurable functions normed by ∥ · ∥LΦ(X).

Exercise 242. What is LΦ(X) when Φ(t) =∞χ(1,∞) ?
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The definition of the Orlicz norm was, of course, in connection with Orlicz. However, he did
not give the definition in the form as above. It seems that Nakano and Luxemburg originally
considered such a norm in connection with the Minkowski functional (see Theorem 32.12). The
references are [39, 45, 46]. Orlicz gave a different definition of Orlicz norms and later it turned
out that the definitions are essetially identical.

Example 48.2. We are interested, in particular, in the case when Φ(x) = exp(xα) − 1 for
1 ≤ α <∞. In this case we write LΦ = exp(Lα).

Here we shall prove that LΦ(X) is a Banach space. In this section we do not go into the
details. In Chapter 22, we make a deeper observation.

Theorem 48.3. Let Φ : [0,∞) → [0,∞) be an N-function. Then LΦ(X) is a Banach space
with its norm.

Proof. Proof of the triangle inequality Here we content ourselves with showing the triangle

inequality which is least trivial. We are now going to show that

(48.2) ∥f + g∥LΦ(X) ≤ ∥f∥LΦ(X) + ∥g∥LΦ(X).

Note that (4.3) is a special case of (48.2) with Φ(t) = tp.

Let ε > 0 be taken arbitrarily. Then (48.2) can be reduced to showing

(48.3) ∥f + g∥LΦ(X) ≤ ∥f∥LΦ(X) + ∥g∥LΦ(X) + 2ε.

From the definition of the set defining the norm ∥f∥LΦ(X), we deduce

(48.4) ∥f∥LΦ(X) + ε ∈
{
λ > 0 :

∫
X

Φ

(
|f |
λ

)
dµ ≤ 1

}
,

that is, we have

(48.5)

∫
X

Φ

(
|f |

∥f∥LΦ(X) + ε

)
dµ ≤ 1.

The same can be said about g,

(48.6)

∫
X

Φ

(
|g|

∥g∥LΦ(X) + ε

)
dµ ≤ 1.

Let us set α = ∥f∥LΦ(X) + ε, β = ∥g∥LΦ(X) + ε and θ =
β

α+ β
.

Since Φ is convex, we have

Φ

(
|f(x) + g(x)|

α+ β

)
= Φ

(
(1− θ) |f(x)|

α
+ θ
|g(x)|
β

)
≤ (1− θ)Φ

(
|f(x)|
α

)
+ θΦ

(
|g(x)|
β

)
.

Integrating this inequality over X, we obtain

(48.7)

∫
X

Φ

(
|f + g|

∥f∥LΦ(X) + ∥g∥LΦ(X) + 2ε

)
dµ =

∫
X

Φ

(
|f + g|
α+ β

)
dµ ≤ 1,

which is equivalent to (48.3). □

Exercise 243. Show that LΦ(X) is a Banach space. It might be helpful to use Theorem 10.12
to prove that any Cauchy sequence is convergent.

Exercise 244. Use Theorem 32.12 to give an alternative proof.
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Exercise 245. Let Ψ : [0,∞) → [0,∞) be an N-function. If Q is a cube and f is a measurable
function, then define the ψ-average

(48.8) ∥f∥ψ,Q := inf

{
1

|Q|

∫
Q

ψ

(
|f(x)|
λ

)
dx ≤ 1

}
.

Correspondingly, define the maximal operator Mψ by Mψf(x) = sup
x∈Q
∥f∥ψ,Q. Show that the

mapping f 7→Mψf is sublinear.

Exercise 246. Suppose that we are given a measurable set Ω with |Ω| = 1. Let Φa(t) =: t exp(ta)
with a > 0 and set Lexp,a(Ω) := LΦ(Ω). Also, let Ψp,a(t) := {(t log(C + t))

a}p and write
Lp(logL)a(Ω) := LΨp,a(Ω).

(1) Show that

∥f∥Lexp,a(Ω) ∼ sup
0<t<1

f∗(t)

(1 + | log t|a)
.

(2) Show that

∥f∥Lexp,a(Ω) ∼ sup
q>1

∥f∥Lq(Ω)

qa

(3) Show that

∥f∥Lp(logL)a ∼
∥∥∥∥ |f | loga(3 + |f |

∥f∥Lp(Ω)

)∥∥∥∥
Lp(Ω)

.

(4) Show that

∥f∥Lp(logL)a ∼ ∥f
∗ loga(·−1)∥Lp(0,1).

See the paper by Iwaniec and Verde in 1999 for the case when a = 1/p and the one by Krbec
and Schmeisser in 2011.

48.2. Convergence theorems. Like Lp(µ), we have the following convergence theorems.

Theorem 48.4 (Monotone convergence theorem for Orlicz spaces). Suppose that {fj}j∈N is a
sequence of functions satisfying

(48.9) 0 ≤ fj(x) ≤ fj+1(x) for almost every x ∈ X
for all j. Set lim sup

j→∞
fj(x) = f(x). Then we have

(48.10) lim
j→∞

∥fj∥LΦ(X) = ∥f∥LΦ(X).

Proof. By the monotonicity of the norm we have

(48.11) ∥fj∥LΦ(X) ≤ ∥f∥LΦ(X)

for all j ∈ N. For the proof of the theorem, we may assume that f ̸= 0. Pick a constant M
smaller than ∥f∥LΦ(X) arbitrarily. Then we have

(48.12)

∫
X

Φ

(
|f |
M

)
dµ > 1

from the definition of the norm. By virtue of the usual monotone convergence theorem, we
have

(48.13)

∫
X

Φ

(
|fj |
M

)
dµ > 1,

provided j is sufficiently large. Therefore, it follows that

(48.14) ∥fj∥LΦ(X) ≥M
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for such j. Since M is a constant taken arbitrarily from (0, ∥f∥LΦ(X)), we obtain

(48.15) lim
j→∞

∥fj∥LΦ(X) = ∥f∥LΦ(X),

which is the desired result. □

Exercise 247. Mimic the proof of the usual Fatou lemma, to prove that

(48.16)

∥∥∥∥lim inf
j→∞

fj

∥∥∥∥
LΦ(X)

≤ lim inf
j→∞

∥fj∥LΦ(X),

whenever fj ≥ 0 and {fj}j∈N ⊂ LΦ(X).

Theorem 48.5. Let Φ be an N-function. Suppose that {fj}j∈N is a sequence of LΦ(X) con-
verging to f almost everywhere. Assume that there exists g ∈ LΦ(X) such that |fj | ≤ g a.e. for
all j ∈ N. Then we have

(48.17) lim
j→∞

∥f − fj∥LΦ(X) = 0.

Proof. Let ε ∈ (0, 1) be arbitrary. Then it suffices to show

(48.18)

∫
X

Φ

(
|f − fj |

ε

)
dµ ≤ 1,

whenever j is sufficiently large. However, it is trivial. Indeed, the integrand is majorized

by
2

ε
Φ(|g|). Therefore, we are in the position of using the Lebesgue convergence theorem to

conclude (48.18) holds. □

As an application we can prove that S(Rd) is dense in LΦ.

Theorem 48.6. The space S(Rd) is dense in LΦ(Rd).

Exercise 248. Prove Theorem 48.6. Hint : First, by using Theorem 48.5 prove that any f ∈ LΦ

can be approximated by bounded and compactly supported functions. Thus, we have only to
approximate such functions. And then we use the mollification procedure.

48.3. Hölder inequality for Orlicz spaces.

In this section we consider the Hölder inequality for Orlicz spaces.

Lemma 48.7. Let Φ1,Φ2,Φ3 be N-functions such that

(48.19) Φ1
−1(x)Φ2

−1(x) ≤ Φ3
−1(x).

Then

(48.20) Φ3(x y) ≤ max(Φ1(x),Φ2(y)).

In particular

(48.21) Φ3(x y) ≤ Φ1(x) + Φ2(y).

Proof. By symmetry we may assume Φ1(x) ≤ Φ2(y). Then by (48.19) we obtain

(48.22) x y = Φ1
−1(Φ1(x))Φ2

−1(Φ2(y)) ≤ Φ1
−1(Φ2(y))Φ2

−1(Φ2(y)) ≤ Φ3
−1(Φ2(y)).

This chain of inequality yields Φ3(x y) ≤ Φ2(y), proving the theorem. □
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Theorem 48.8 (Höder inequality for Orlicz spaces). Let Φ1,Φ2,Φ3 be N- functions such that

(48.23) Φ1
−1(x)Φ2

−1(x) ≤ Φ3
−1(x).

Then

(48.24) ∥f g∥LΦ3 ≤ 2∥f∥LΦ1 · ∥g∥LΦ2 , f ∈ LΦ1(µ), g ∈ LΦ2(µ).

Proof. For the proof we may assume that f, g ̸= 0. Having verified that LΦi , i = 1, 2, 3 is
homogeneous, we may assume that ∥f∥LΦ1 = ∥g∥LΦ2 = 1. By

(48.25) Φ3(x y) ≤ Φ1(x) + Φ2(y),

we have∫
X

Φ3

(
|f1f2|
2

)
dµ ≤ 1

2

∫
X

Φ3(|f1| · |f2|) dµ ≤
1

2

(∫
X

Φ1(|f1|) dµ+

∫
X

Φ2(|f2|) dµ
)
≤ 1,

proving ∥f1f2∥LΦ3 ≤ 2. □

Theorem 48.9. Let Φ be an N-function and Φ∗ its conjugate.

(1) Let f ∈ LΦ(X) and g ∈ LΦ∗
(X). Then

(48.26)

∫
X

|f(x)g(x)| dx ≤ 2∥f∥LΦ(X) · ∥g∥LΦ∗ (X).

(2) Assume that X is σ-finite and f ∈ LΦ(X). Then

(48.27) ∥f∥LΦ(X) ≤ sup

{∫
X

|fg| dµ : ∥g∥LΦ∗ (X) ≤ 1

}
≤ 2∥f∥LΦ(X).

Proof. For the proof of (1) and the right inequality of (2), we use the Young inequality with

a =
|f(x)|
∥f∥LΦ(X)

and b =
|g(x)|
∥g∥LΦ(X)

.

(48.28)
|f(x)g(x)|

∥f∥LΦ(X) · ∥g∥LΦ(X)

≤ Φ

(
|f(x)|
∥f∥LΦ(X)

)
+Φ∗

(
|g(x)|
∥g∥LΦ(X)

)
.

Integrating this inequality over X, we obtain

(48.29)

∫
X

|fg| dµ
∥f∥LΦ(X) · ∥g∥LΦ(X)

≤
∫
X

{
Φ

(
|f |

∥f∥LΦ(X)

)
+Φ∗

(
|g|

∥g∥LΦ(X)

)}
dµ ≤ 2.

Arranging this inequality, we obtain the desired result.

For the proof of the left inequality of (2), by Theorem 48.5 we may assume that f ∈ LΦ(X).
Of course there is nothing to prove, if f = 0. Therefore, it can be assumed that f ∈ LΦ(X)\{0}.
Let λ be a number larger than ∥f∥LΦ(X). Then define

(48.30) g = χ{λ<|f |<∞}Φ

(
|f |
λ

)
λ

|f |
.

Then by virtue of the inequality Φ∗
(
φ(t)

t

)
≤ φ(t), we obtain

(48.31)

∫
X

Φ∗(g) dµ =

∫
X

χ{λ<|f |<∞}φ
∗
(
φ

(
|f |
λ

)
λ

|f |

)
dµ ≤

∫
X

φ

(
|f |
λ

)
dµ ≤ 1.

As a consequence it follows that ∥g∥LΦ∗ ≤ 1. Furthermore, we have

(48.32)

∫
X

|f · g| dµ = λ

∫
X

Φ

(
|f |
λ

)
dµ.
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Thus,

(48.33) sup

{∫
X

|fg| dµ : ∥g∥LΦ∗ (X) ≤ 1

}
≥ λ

∫
X

Φ

(
|f |
λ

)
dµ.

for every λ > ∥f∥LΦ(X). Letting λ→ ∥f∥LΦ(X), we obtain the desired inequality. □

48.4. Maximal operators and singular integral operators.

In this section we shall obtain a boundedness property of the maximal operators. Until the
end of this chapter, we place ourselves in the setting of Rd with the Lebesgue measure.

Refinement of the weak-(1, 1) boundedness of maximal operators.

This section is devoted to reminding the readers of the boundedness of the maximal operator
by presenting a different proof. The result is somehow strengthened.

Here and below we denote by M the uncentered maximal operator given by

(48.34) Mf(x) = sup
x∈Q∈Q

mQ(|f |).

Theorem 48.10. For all measurable functions f we have

(48.35) |
{
x ∈ Rd : Mf(x) > λ

}
| ≤ 5d

λ

∫
{x∈Rd :Mf(x)>λ}

|f(x)| dx

Proof. In fact Bj satisfies that Bj ⊂
{
x ∈ Rd : Mf(x) > λ

}
. We only have to modify the proof

slightly. □

We also have the following variant.

Proposition 48.11. Let f ∈ L1(Rd) and λ > 0. Then we have

(48.36)
∣∣{x ∈ Rd : Mf(x) > 2λ

}∣∣ ≲ 1

λ

∫
{x∈Rd : |f |>λ}

|f |.

Proof. By using the weak-(1, 1) boundedness of M we have∣∣{x ∈ Rd : Mf(x) > 2λ
}∣∣ ≤ ∣∣{x ∈ Rd : M [χ{y∈Rd : |f(y)|>λ} · f ](x) > λ

}∣∣
≲ 1

λ

∫
Rd
χ{x∈Rd : |f |>λ}|f(x)| dx =

1

λ

∫
{x∈Rd : |f |>λ}

|f |.

This is the desired result. □

We now prove the converse of the inequality above called the sunrise lemma.

Theorem 48.12. Suppose that f is a locally integrable function. Then we have

(48.37) | {x ∈ Rd : Mf(x) > λ} | ≥ 1

λ

∫
{x∈Rd : |f(x)|>λ}

|f(x)| dx.

Proof. For the proof we may assume that f ∈ L1(Rd) by using monotone convergence theorem.

We form the CZ-decomposition of f at level λ. Then we will obtain a disjoint family of cube
Qj such that

(48.38) λ ≤ mQj (|f |) ≤ 2dλ.
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Then as we have observed, it follows that

(48.39) {x ∈ Rd : |f | > λ} ⊂ {x ∈ Rd : Mf > λ} =
∪
Qj .

Then we have

1

λ

∫
{y∈Rd : |f(y)|>λ}

|f(x)| dx ≤ 1

λ

∫
∪
Qj

|f(x)| dx ≤
∑

2d|Qj | = | {x ∈ Rd : Mf > λ} |.

Thus we have the desired result. □

Orlicz-boundedness of maximal operator. With this preparatory observations in mind, let us
prove the boundedness of the maximal operator on Orlicz spaces.

Theorem 48.13. The maximal operator M is bounded on LΦ, provided Φ ∈ ∇2.

Proof. Let Λ > 0 and f ∈ LΦ \ {0}. Then we have∫
Rd

Φ

(
Mf

Λ

)
=

1

Λ

∫ ∞

0

φ

(
λ

Λ

)
|{Mf > λ}| dλ =

2

Λ

∫ ∞

0

φ

(
2λ

Λ

)
|{Mf > 2λ}| dλ

Now we invoke our new maximal inequality and change the order of integration.∫
Rd

Φ

(
Mf

Λ

)
≲ 1

Λ

∫ ∞

0

φ

(
2λ

Λ

)(∫
{ |f |>λ}

|f |

)
dλ

λ

≲ 1

Λ

∫
Rd
|f(x)|

(∫ |f(x)|

0

φ

(
2λ

Λ

)
dλ

λ

)
dx

≲ 1

Λ

∫
Rd
|f(x)|

(∫ 2λ−1|f(x)|

0

φ(λ)
dλ

λ

)
dx.

Now we invoke Proposition 47.21. From Proposition 47.21 we obtain

(48.40)

(∫ 2Λ−1|f(x)|

0

φ(λ)
dλ

λ

)
≲ |f(x)|−1ΛΦ

(
2|f(x)|

Λ

)
,

if f(x) ̸= 0. Recall that kΦ(t) ≤ Φ(kt) for k ≥ 1 and t > 0, assuming Φ convex. Therefore, it
follows that

(48.41)

∫
Rd

Φ

(
Mf

Λ

)
≤ c0

∫
Rd

Φ

(
2|f |
Λ

)
≤
∫
Rd

Φ

(
c0 |f |
Λ

)
.

Here c0 is a constant we would like to shed light on. Choosing Λ = c0 ∥f∥LΦ , we obtain

(48.42)

∫
Rd

Φ

(
Mf

Λ

)
≤ 1.

This means

(48.43) ∥Mf∥LΦ ≤ Λ = c0 ∥f∥LΦ

from the definition of the norm. □

Finally we prove the boundedness of singular integral operators.

Theorem 48.14. Let T be a singular integral operator and assume Φ ∈ ∆2 ∩ ∇2. Then T is
bounded on LΦ.
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Proof. It is the same as before that we use the distribution functions.∫
Rd

Φ

(
|Tf |
Λ

)
=

1

Λ

∫ ∞

0

φ

(
λ

Λ

)
|{ |Tf | > λ}| dλ =

2

Λ

∫ ∞

0

φ

(
2λ

Λ

)
|{ |Tf | > 2λ}| dλ.

What is different from the estimate for the maximal operator is the point that T is not L∞-
bounded. Let p > 1 be sufficiently large. Then

|{ |Tf | > 2λ}| ≤
∣∣{|T (χ{ |f |>λ} · f)| > λ

}∣∣+ ∣∣{|T (χ{ |f |≤λ} · f)| > λ
}∣∣

By the weak-(1, 1) boundedness and the Lp(Rd)-boundedness of T gives us∣∣{|T (χ{ |f |>λ} · f)| > λ
}∣∣ ≲ 1

λ

∫
{ |f |>λ}

|f |

∣∣{|T (χ{ |f |≤λ} · f)| > λ
}∣∣ ≲ 1

λp

∫
{ |f |≤λ}

|f |p.

The same calculation as we used for the maximal operator works for the first term to obtain

(48.44)
1

Λ

∫ ∞

0

φ

(
2λ

Λ

) ∣∣{|T (χ{ |f |>λ} · f)| > λ
}∣∣ dλ ≤ ∫

Rd
Φ

(
c |f |
Λ

)
.

As for the second term a similar computation still works but we use the fact that Φ ∈ ∆2.

1

Λ

∫ ∞

0

φ

(
2λ

Λ

) ∣∣{|T (χ{ |f |≤λ} · f)| > λ
}∣∣ dλ ≲ 1

Λ

∫ ∞

0

φ

(
2λ

Λ

)(∫
{ |f |≤λ}

|f |p
)
dλ

λp

≲ 1

Λ

∫
Rd
|f(x)|p

(∫ ∞

|f(x)|
φ

(
2λ

Λ

)
dλ

λp

)
dx

Using Proposition 47.21 (1), we have

1

Λ

∫ ∞

0

φ

(
2λ

Λ

) ∣∣{|T (χ{ |f |≤λ} · f)| > λ
}∣∣ dλ

≲
∫
Rd

Φ

(
2|f |
Λ

)
≤
∫
Rd

Φ

(
c |f |
Λ

)
.(48.45)

Thus, putting together (48.44) and (48.45), we obtain

(48.46)

∫
Rd

Φ

(
|Tf |
Λ

)
≤
∫
Rd

Φ

(
c0 |f |
Λ

)
.

Again we shall label the constant we want to distinguish from other less important constants.
As before, if we set Λ = c2 ∥f∥LΦ , then we obtain

(48.47)

∫
Rd

Φ

(
|Tf |
Λ

)
≤ 1.

Hence the operator norm of T is less than c2. □

49. Reference for Chapter 22

Section 46. Theorem 46.1

Theorem 46.2

Theorem 46.6

Lebegsgue proved Theorem 46.7 in [300].

Theorem 46.9
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Exercise 237 was already obtained by J. L. W. V. Jensen and O. Hölder [258, 237]. Hölder
proved “his” Hölder inequality as a corollary. He used a natural mathematical induction argu-
ment : It is trivial that the inequality holds for n = 1. Assuming that the inequality is true for
n, he established that the inequality for n+ 1.

Theorem 46.14

Section 47. Lemma 47.1 stems from the paper by Young [488]. A detailed description of N-
functions can be found in [51, 35]. In [395], one can find inequalities in Lemma 47.17, which

asserts that
Φ(t)

t
and

Φ∗(t)

t
are almost mutually inverse to each other. We refer to [330] for

more information of N -functions.

Theorem 47.3

Theorem 47.7

Theorem 47.13

Theorem 47.15

Theorem 47.16

As for the ∆2-condition we refer to [273], for example.

Section 48. The root of Orlicz spaces, together with the properties such as Theorem 48.3, dates
back to [379]. However, this was just a special case of the theory by Nakano and Luxemburg.
Afterward Matuszewska investigated Orlicz spaces in more generalized setting [329].

Theorem 48.4

Theorem 48.5

Theorem 48.6

Theorem 48.8

Theorem 48.9

Theorem 48.10 was originally obtained by Wiener in 1939.

Theorem 48.12 is due to the work by Stein in 1969.

Kita obtained Theorem 48.13 in [268] while the Orlicz-boundedness of the fractional integral
operator Iα was investigated in [355, 356, 438, 439]. In particular in [355, 438] Y. Mizuta and
T. Shimomura investigated the taylor expansion of the integral kernel |x− y|α−d.

Bloom and Kerman investigated Orlicz spaces without the ∆2 condition (see [100]).

The weighted version of Theorem 48.13 can be found in [267].

Theorem 48.14

We encounter Orlicz spaces as a limit case. For example we have disproved in Chapter 7
that Mf never integrable over Rd unless f vanishes identicall. However, we still have the local
integrability if f ∈ L2(Rd) because Mf ∈ L2(Rd). Let us consider the limit case of this. Stein
proved the following theorem [455].
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Theorem 49.1. Suppose that f ∈ L1(Rd) is supported on a ball B. Then Mf is integrable
over B, if and only if f log |f | ∈ L1(Rd).

The proof is not so hard, if we use the weak-(1, 1) inequality. Stein proved the analogous for
the Riesz transform as well in [455].

Another example of using Orlicz spaces to describe the boundedness of the operator is the
work due to O’Neil (see [378]).

Let G be a bounded domain and
1

p
= 1− α

d
> 0. Then

(49.1)

(∫
G

Iαf(x)
p {log(1 + Iαf(x))}qp−1

dx

) 1
p

≲q
∫
G

f(y) {log(e+ f(y))}q dy.

Interpolation of Orlicz spaces are investigated in [224, 274, 401].

The idea of defining Orlicz spaces immediately leads us to defining the variable exponent
Lebesgue spaces. Recall that we can define the Lp(Rd)-norm by

(49.2) inf

{
λ > 0 :

∫
Rd

(
|f(x)|
λ

)p
dx ≤ 1

}
.

By variable exponent we mean that the power p is a function of x ∈ Rd. That is, we are going
to consider the function space such as

(49.3)

∫
Rd
|f(x)|p(x) dx <∞.

However, this is not a norm. Indeed the homogeneity fails. To overcome this shortcoming, we
use (49.2).

(49.4) inf

{
λ > 0 :

∫
Rd

(
|f(x)|
λ

)p(x)
dx ≤ 1

}
.

L. Diening obtained the maximal inequality for this variable exponent space. For details we
refer to [163]. T. Futamura, Y. Mizuta and T. Shimomura obtained the Sobolev embedding
theorem for this variable exponent space [199]. As early as 1986, Sharapudinov shed light on
variable Lebesgue spaces and obtained the Haar wavelet characterization [419]. We refer to
[369] for variable Lebesgue sequence spaces.

Finally let use make a remark of Theorem 46.11. This theorem is obtained originally by Bari
and Stechkin (see [90]). We refer to [367] as well.

The author is grateful to Professors A. Miyachi and E. Nakai for their helpful comments
[505, 504].
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Part 23. Function spaces with one or two parameters

In this section we consider function spaces appearing in harmonic analysis and partial differ-
ential equations. We have considered the Lp(Rd)-spaces and Sobolev spaces. Furthermore, in
the context of application we have dealt with Lorentz spaces. However, there are many other
function spaces that measure integrability. In this chapter we are going to investigate function
spaces reflecting such properties. As for the smoothness, we need more precise information.
That is, we are going to obtain information of smoothness of fractional order. The aim of this
chapter is to investigate function spaces reflecting such subtle information. Before we go into
this vast chapter, let us describe what we will investigate here.

In Section 50 we define Hardy spaces Hp(Rd) in particular with 0 < p ≤ 1, which is a
natural extension of what we did in Chapter 9. There are several equivalent ways to define
Hardy spaces. One is to use the atomic decomposition as we have done in Chapter 9. Let

ψ ∈ S(Rd) such that

∫
Rd
ψ(x) dx ̸= 0. The other, which is new in this book, is to use the grand

maximal function. Our new definition is

(49.5) ∥f∥Hp :=

∥∥∥∥sup
t>0

1

td

∣∣∣ψ ( ·
t

)
∗ f
∣∣∣∥∥∥∥
p

.

Our first concern is that the definition of our new norm is independent of the choice of admissible
ψ. As we shall show in Theorems 50.12, this norm is equivalent to

(49.6)

∥∥∥∥ sup
φ∈FN , t>0

1

td

∣∣∣φ( ·
t

)
∗ f
∣∣∣∥∥∥∥
p

.

Here we have set FN as the closed unit ball with respect to the seminorm pN given by

pN (φ) :=
∑

|α|≤N

sup
x∈Rd

(
1 + |x|2

)N
2 |∂αφ(x)|, φ ∈ S(Rd).(49.7)

Subsections 50.3 and 50.4 are devoted to the proof that our two definitions, the definition by
atomic decomposition and by the grand maximal operator, are equivalent. Subsection 50.4
occupies vast part of this section. So, we summarize our results in Subsection 50.5.

50. Hardy spaces Hp(Rd) with 0 < p ≤ 1

In this section we follow closely to [183] again.

Recall that H1(Rd) is the set of functions in L1(Rd) that can be written as

(50.1) f =
∞∑
j=1

λjaj ,

where each aj is an atom and {λj}∞j=1. The definition of atoms will be reviewed just below in

the parameterized setting. In this section we define the Hardy space Hp(Rd) with 0 < p ≤ 1
or even with 0 < p <∞, although we allude to Hardy spaces with 1 < p <∞ only a little.

The most important observation about the decomposition or the definition by means of
decomposition is that we separate the quantity and the quality. First, if we are given a function
f , the consider

f =

∞∑
j=1

λjaj .
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Of course, each aj enjoys good property. This is the quality. The quality plays an important
role when we consider the boundedness of operators, for example. Meanwhile to measure the
norm, instead of aj , we just have to consider the indicator functions similar to aj . Since the
indicator functions do not have any information other than size, measuring the norms eventually
amount to the quantity.

50.1. Definition by means of atomic decomposition.

Now we present a definition of Hp(Rd) by means of atomic decomposition, which is simpler
than the characterization of the grand maximal operator.

Definition 50.1. Let 0 < p ≤ 1 and L ≥ L0 := [d(p−1−1)]. An Hp(Rd)-atom is a measurable
function A so that

(1) A is supported in a cube Q,

(2) ∥A∥2 ≤ |Q|−
1
p+

1
2 ,

(3) A satisfies the moment condition of order L, that is,

∫
Rd
xαA(x) dx = 0 for all α with

|α| ≤ L.

Here and below we write A ⊥ PL(Rd), if A satisfies the moment condition of order L.

Recall that when p = 1, we had been called it atom for short in Part 6.

Definition 50.2. The Hardy space Hp(Rd) is the set of all Schwartz distributions f ∈ Lp(Rd)
that can be expressed as

(50.2) f =

∞∑
j=1

λjaj ,

where the convergence takes place in S ′(Rd), each aj is an Hp(Rd)-atom and

(50.3)
∞∑
j=1

|λj |p <∞

For f ∈ Hp(Rd), define

(50.4) ∥f∥Hp := inf
(50.2)

 ∞∑
j=1

|λj |p
 1

p

,

where inf runs over all the admissible expressions in (50.2).

Condition ∥a∥2 ≤ |Q|−
1
p+

1
2 yields ∥a∥p ≤ 1 for any Hp(Rd)-atom a. An immediate conse-

quence of this together with (50.3) is the following.

Proposition 50.3. Let 0 < p ≤ 1. Hp(Rd) ↪→ Lp(Rd) in the sense of continuous embedding.

Before we investigate more, let us verify the convergence in S ′(Rd).

Proposition 50.4. Suppose that we are given a sequence of Hp(Rd)-atoms {aj}j∈N. Assume

additionally that {λj}j∈N satisfies (50.3). Then
∞∑
j=1

λj aj converges in S ′(Rd).
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Proof. We begin with a quantitative observation of atoms. Suppose that a ∈ L2(Rd) such that

(50.5) supp (a) ⊂ Q, ∥a∥2 ≤ |Q|
1
2−

1
p

for some cube Q and that a satisfies the moment condition of order L.

Pick a test function φ ∈ S(Rd). Then the moment condition leads us to subtract the Taylor
polynomial of order L :

(50.6)

∫
Rd
a · φ =

∫
Rd
a(x)

φ(x)− ∑
|α|≤L

∂αφ(c(Q))

α!
(x− c(Q))α

 dx.

Now that φ(x)−
∑

|α|≤L

∂αφ(c(Q))

α!
(x− c(Q))α is a remainder term of the Taylor expansion that

can be bounded by a constant multiple of pL+1(φ)ℓ(Q)L+1, we obtain

(50.7)

∣∣∣∣∫
Rd
a · φ

∣∣∣∣ ≲ ℓ(Q)L+1+d− d
p pL+1(φ).

Meanwhile, it is easy to see

(50.8)

∣∣∣∣∫
Rd
a · φ

∣∣∣∣ ≲ ℓ(Q)
d
2−

d
p pd(φ)

from the fact that ∥a∥2 ≤ |Q|
1
2−

1
p . Now that L ≥ L0 = [d(1/p − 1)] and 0 < p ≤ 1, we can

combine (50.7) and (50.8) and obtain a key estimate

(50.9)

∣∣∣∣∫
Rd
a · φ

∣∣∣∣ ≲ pd+L+1(φ).

Now suppose that we are given a sequence of atoms {aj}j∈N and {λj}j∈N ∈ ℓp. Taking into
account assumption 0 < p ≤ 1 once more, we obtain

∞∑
j=1

∣∣∣∣λj ∫
Rd
aj · φ

∣∣∣∣ ≲ pd+L+1(φ)
∞∑
j=1

|λj | ≲ pd+L+1(φ)

 ∞∑
j=1

|λj |p
 1

p

by (50.9), which shows that

∞∑
j=1

λj aj converges in S ′(Rd). □

50.2. Maximal characterization of the Hardy space Hp(Rd).

Throughout this subsection, we use the following notation. Let j ∈ Z and τ ∈ S(Rd). Then
define

(50.10) τj(x) := 2jdτ(2jx).

Furthermore, let 0 < p <∞. Here we do not pose a condition that p > 1 because what we will
obtain in this subsection is available even for p ≥ 1.

Definition 50.5. Suppose that ψ ∈ S(Rd) is non-degenerate in the sense that

(50.11)

∫
Rd
ψ(x) dx ̸= 0.

Let 0 < p <∞. Then define

∥f∥∗Hp :=

∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

for f ∈ S ′(Rd).
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Our first task is to show that ∥f∥∗Hp does not essentially depend on ψ. Speaking precisely,
we have to show the following.

Theorem 50.6. Let 0 < p <∞. Assume that ψ,ψ′ ∈ S(Rd) satisfy (50.11). Then

(50.12)

∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

≃
∥∥∥∥ sup
j∈Z
|ψ′
j ∗ f |

∥∥∥∥
p

for all f ∈ S ′(Rd).

Reproducing formula. To investigate Hardy spaces, which was defined by means of the grand
maximal operator, we need an approximation procedure called reproducing formula.

Define

φ(x) := ψ(x)− 2−nψ(2−1x) = ψ(x)− ψ−1(x)

for x ∈ Rd.

Lemma 50.7. Let ψ ∈ S(Rd) and L ∈ N0 be given. Then there exists ψ̃, φ̃ ∈ S(Rd) such that

(50.13) ψ̃ ∗ ψ +

∞∑
j=1

φ̃j ∗ φj = δ

in the topology of S ′(Rd) and that φ̃ has vanishing moment up to order L. If ψ ∈ C∞
c (Rd),

then we can arrange even that both ψ̃ and φ̃ have compact support.

Proof. Let us start from the identity

(50.14) lim
j→∞

ψj ∗ ψj = δ,

as is verified easily by the Fourier transform.

Define g := ψ ∗ ψ, G = g − g−1. Then (50.14) can be repharased as

(50.15) g +
∞∑
j=1

Gj = lim
j→∞

ψj ∗ ψj = δ.

Denote by ∗Lh the L-fold convolution of h. Then (50.15) yields

(50.16) ∗L
g + ∞∑

j=1

Gj

 = lim
N→∞

∗L
g + N∑

j=1

Gj

 = δ.

Below it will be understood that

(50.17) ∗L
g + ∞∑

j=1

Gj

 = lim
N→∞

∗L
g + N∑

j=1

Gj

 , ∗L
 ∞∑
j=k

Gj

 = lim
N→∞

∗L
 N∑
j=k

Gj


for k ∈ N.
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Let us expand (50.16). Denote by nCk the binomial coefficient.

∗L
g + ∞∑

j=1

Gj

 =
L∑
l=0

LCl ∗l g ∗L−l
 ∞∑
j=1

Gj


= g ∗

 L∑
l=1

LCl ∗l g ∗L−l−1

 ∞∑
j=1

Gj

+ ∗L
 ∞∑
j=1

Gj


= g ∗ h+G1 ∗

 L∑
l=1

LC1 ∗l−1 G1 ∗

∗L−l
 ∞∑
j=2

Gj

+ ∗L
 ∞∑
j=2

Gj


= g ∗ h+G1 ∗H1 + ∗L

 ∞∑
j=2

Gj

 ,

where we have defined h and H so that

h =
L∑
l=1

LCl ∗l g ∗L−l−1

 ∞∑
j=1

Gj


H1 =

L∑
l=1

LC1 ∗l−1 Gl ∗

∗L−l
 ∞∑
j=2

Gj

 .

Due to the self-similarity, we can express ∗L
 ∞∑
j=2

Gj

 in terms of G and H :

(50.18) ∗L
 ∞∑
j=2

Gj

 = G2 ∗

 L∑
l=1

LCl ∗l−1 G2 ∗

∗L−l
 ∞∑
j=3

Gj

 = G2 ∗H2.

Repeating this procedure, we obtain

(50.19) g ∗ h+
∞∑
j=1

Gj ∗Hj = δ.

Now let us factorize G = φ ∗ (g + g−1) and set ψ̃ := φ̃ ∗ h, φ̃ := (g + g−1) ∗ H. Then (50.19)

gives us that ψ̃ ∗ ψ +
∞∑
j=1

φ̃j ∗ φj = δ.

The moment condition posed on φ̃ is verified easily (c.f. Exercise 250). We had not alluded

to the compactness of the supports of ψ̃ and φ̃. However, in view of our actual construction, it
is clear. Hence, the proof is complete. □

For the proof of Theorem 50.6 we also use the following lemma.

Lemma 50.8. Let N ∈ N0 and suppose that f is a measurable function such that

(50.20)

∫
Rd
|x|L+1|f(x)| dx <∞.

Assume that f ∈ L1(Rd) satisfies the momemt condition of order L ∈ N0 :

(50.21) f ⊥ PL(Rd)
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for all α ∈ N0
d with |α| ≤ L. Suppose further that g ∈ S(Rd). Then

(50.22) sup
x∈Rd

|xαf ∗ g(x)| ≲α ∥ | · |L+1f∥1 sup
β≤α

∫
Rd
|ξ|L+1−|β||∂α−βξ Fg(ξ)| dξ

where the implicit constant in ≲ depends only on α with length less than L.

Proof. By (50.20) we see that the partial derivatives of Ff up to order L+ 1 are all bounded
and continuous. Meanwhile (50.21) yields that ∂αFf(0) = 0 for all α ∈ N0

d with |α| ≤ L. As
a consequence, we obtain

(50.23) |∂αFf(ξ)| ≲ |ξ|L+1−|α| sup
|β|=L+1

∥∂βFf∥∞ ≲ |ξ|L+1−|α|∥ | · |L+1f∥1

for such α.

By the Riemann-Lebesgue theorem, we obtain

(50.24) sup
x∈Rd

|xαf ∗ g(x)| ≲
∫
Rd
|∂αξ [Ff(ξ)Fg(ξ)] dξ.

If we use the Leibnitz rule and insert (50.23), then we are led to

|∂αξ [Ff(ξ)Fg(ξ)]| ≲ sup
β≤α
|∂βξ Ff(ξ)∂

α−β
ξ Fg(ξ)| ≲ ∥ | · |L+1f∥1 sup

β≤α
|ξ|L+1−|β||∂α−βξ Fg(ξ)|.

Integrating this over Rd, then we obtain the desired result. □

Corollary 50.9. Let φ,ψ ∈ S(Rd) and assume that φ satisfies the moment condition of order
L. Then for every N ∈ N we have

(50.25) |φj ∗ ψk(x)| ≲ 2(k−j)(L+1)+kd⟨2kx⟩−N

for all x ∈ Rd with c independent of j and k.

Proof. Let L be fixed. Then

φj ∗ ψk(x) = (φ ∗ ψk−j)j(x).
Therefore, the dilation allows us to assume that j = 0. In this case Lemma 50.8 yields

sup
x∈Rd

|xαφ ∗ ψk(x)| ≲ sup
β≤α

∫
Rd
|ξ|L+1−|β||∂α−βξ [Fψ(2−kξ)]| dξ

≲ sup
β≤α

2−k|α−β|
∫
Rd
|ξ|L+1−|β||∂α−βξ [Fψ](2−kξ)| dξ

≲ 2k(L+1−|α|+d).

This gives us the desired result, α being arbitrary. □

To formulate the grand maximal operator, we define a seminorm by

(50.26) pN (ζ) :=
∑

|α|≤N

sup
x∈Rd
⟨x⟩N |∂αζ(x)|, ζ ∈ S(Rd)

for N ∈ N. Here ⟨x⟩ =
√

1 + |x|2 for x ∈ Rd. Note that {pN}N∈N topologizes S(Rd).

Let us define an auxiliary maximal operator ψ∗
j f by

ψ∗
j f(x) := sup

y∈Rd
⟨2jy⟩−Ar|ψj ∗ f(x− y)|, f ∈ S ′(Rd)

where A and r are fixed constants r <
1

max(1, p)
, A r > d.
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As a preparatory step for the proof of Theorem 50.6 we shall establish the following, which
is of importance of its own right.

Theorem 50.10. Let 0 < p ≤ 1. Then

(50.27)

∥∥∥∥ sup
j∈Z

ψ∗
j f

∥∥∥∥
p

≲p
∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

for all f ∈ S ′(Rd).

Before the proof we remark that the reverse estimate

∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

≲
∥∥∥∥ sup
j∈Z

ψ∗
j f

∥∥∥∥
p

is trivial

because of the pointwise estimate of two integrands.

Proof. First of all, we fix y and j. By (50.38) we obtain

⟨2jy⟩−A|φj ∗ f(x− y)|

≤ ⟨2jy⟩−A
(
|φj ∗ ψj ∗ ψ̃j ∗ f(x− y)|+

∞∑
l=1

|φj ∗ φ̃j+l ∗ φj+l ∗ f(x− y)|

)

≤ ⟨2jy⟩−A
(
|(φ ∗ ψ̃)j ∗ ψj ∗ f(x− y)|+

∞∑
l=1

|(φ ∗ φ̃l)j ∗ φj+l ∗ f(x− y)|

)
.

Here φ̃l is assumed to satisfy the moment condition of order L. Now we shall make use of
Corollary 50.9. Assuming 1≪ A,L, we obtain

(50.28) |φj ∗ φ̃l+j(x)| ≤ 2−l(L+1)+jd⟨2jy⟩−A.

If we invoke Proposition 13.4, we obtain

⟨2jy⟩−A|(φ ∗ φ̃l)j ∗ φj+l ∗ f(x− y)| ≤
∫
Rd
⟨2jy⟩−A|(φ ∗ φ̃l)j(z)φj+l ∗ f(x− y − z)| dz

≲ 2−l(L+1)+jd

∫
Rd
⟨2jy⟩−A⟨2jz⟩−A|φj+l ∗ f(x− y − z)| dz

≲ 2−l(L+1)+jd

∫
Rd
⟨2jz⟩−A|φj+l ∗ f(x− z)| dz

≲ 2−l(L+1)+(j+l)d

∫
Rd
⟨2jz⟩−A|φj+l ∗ f(x− z)| dz

A similar estimate for (φ ∗ ψ̃)j(x) is also available. As a result, we obtain

(50.29) ⟨2jy⟩−A|ψj ∗ f(x− y)| ≲
∞∑
l=0

2−l(L+1)+(j+l)d

∫
Rd
⟨2jz⟩−A|ψj+l ∗ f(x− z)| dz.

Now let us set

(50.30) N f(x, j;A) := sup
k≥j

2−(j−k)(L+1)⟨2jy⟩−A|ψk ∗ f(x− y)|.
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Then we obtain

N f(x, j;A) ≲ sup
k≥j

2−(j−k)(L+1)
∞∑
l=0

2−l(L+1)+(k+l)d

∫
Rd
⟨2kz⟩−A⟨2jy⟩−A|ψk+l ∗ f(x− y − z)| dz

≲ sup
k≥j

∞∑
l=0

2−(j−k−l)(L+1)+(k+l)d

∫
Rd
⟨2jz⟩−A|ψk+l ∗ f(x− z)| dz

≃ sup
k≥j

∞∑
l=k

2−(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−A|ψl ∗ f(x− z)| dz

≃
∞∑
l=j

2−(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−A|ψl ∗ f(x− z)| dz

≲ N f(x, j;A)1−r
 ∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz

 .

As a result we obtain
(50.31)

N f(x, j;A) ≲ N f(x, j;A)1−r
 ∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz

 .

We would be very happy, if we were fortunate enough to have N f(x, j;A) <∞. If this happens,
then we can readily divide N f(x, j;A) and the proof is complete. However, it is, of course, not
always the case. To overcome this difficulty, we have to be more tricky.

Since f ∈ S ′(Rd), there exists Af depending on f such that N f(x, j;Af ) <∞ and hence

(50.32) N f(x, j;Af )r ≲f
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Af r|ψl ∗ f(x− z)|r dz

holds. Assume that

(50.33)
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz <∞

with A < Af . Then we have

N f(x, j;Af )r ≲f
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Af r|ψl ∗ f(x− z)|r dz

≲f
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz <∞

by virtue of monotonicity of the right-hand side with respect to A. As a result

N f(x, j;A)r ≲f
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar⟨2jy⟩−Ar|ψl ∗ f(x− y − z)|r dz

≲f
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz <∞.

Going back to (50.31), we obtain

(50.34) N f(x, j;A)r ≲
∞∑
l=j

2−r(j−l)(L+1)+ld

∫
Rd
⟨2jz⟩−Ar|ψl ∗ f(x− z)|r dz.
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Using the powered maximal operator M (r)f(x) =M [ |f |r ](x) 1
r and (50.34), we have

(50.35) ψ∗
j f(x) ≤ N f(x, j;A)r ≲M (r)

[
sup
l∈Z
|ψl ∗ f |

]
(x).

If (50.33) fails with A < Af , then we have (50.34) and (50.35) trivially.

If A ≥ Af , then we still have N (x, j, A) < ∞ and we have an estimate independent of f
which readily yields (50.34) and (50.35).

Now, with (50.35) established, the proof of (50.27) is just a matter of applying the L
p
r -

maximal inequality. □

The following theorem asserts more than Theorem 50.6, whose proof will be finally obtained.
To formulate our result we define

(50.36) FN := {φ ∈ S(Rd) : pN (φ) ≤ 1},
where pN is given by (49.7).

Theorem 50.11. Let 0 < p < ∞. Assume ψ ∈ S(Rd) is non-degenerate in the sense that∫
Rd
ψ(x) dx ̸= 0. Then there exist N ≫ 1 and c > 0 such that

(50.37)

∥∥∥∥∥ sup
ζ∈FN , j∈Z

|ζj ∗ f |

∥∥∥∥∥
p

≲
∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

for all f ∈ S ′(Rd).

Proof. Let L ∈ N be chosen sufficiently large. Then there exists ψ̃, φ̃ ∈ S(Rd) such that φ̃ has
vanishing moment up to order L and that

(50.38) ψ̃ ∗ ψ +

∞∑
l=0

φ̃l ∗ φl = δ

by virtue of Lemma 50.7.

In view of Theorem 50.10 we have only to show

(50.39)

∥∥∥∥∥ sup
ζ∈FN , j∈Z

|ζj ∗ f |

∥∥∥∥∥
p

≲
∥∥∥∥ sup
j∈Z

ψ∗
j f

∥∥∥∥
p

.

Fix ζ ∈ FN and j ∈ Z. Using (50.39), we obtain

(50.40) |ζj ∗ f(x)| ≤ |ζj ∗ ψ̃j ∗ ψj ∗ f(x)|+
∞∑
l=0

|ζj ∗ φ̃j+l ∗ φj+l ∗ f(x)|.

Another application of Lemma 50.8 yields

(50.41) |ζj ∗ φ̃j+l ∗ φj+l ∗ f(x)| ≲ 2−(L+1− d
r )l
(
ψ∗
j+l−1f(x) + ψ∗

j+lf(x)
)

A similar estimate is valid for |ζj ∗ ψ̃j ∗ ψj ∗ f(x)|. If L is sufficiently large, say L+ 1− d

r
> 0,

(50.41) is summable over l ∈ N0 and we have

(50.42) |ζj ∗ f(x)| ≲ sup
k∈Z

ψ∗
kf(x).

From (50.42), we obtain

(50.43)

∥∥∥∥∥ sup
ζ∈FN , j∈Z

|ζj ∗ f |

∥∥∥∥∥
p

≲
∥∥∥∥ sup
j∈Z

ψ∗
j f

∥∥∥∥
p

,
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which is the desired result. □

Given f ∈ S ′(Rd), we define

M0f(x) := sup
φ∈FN , j∈Z

|φj ∗ f(x)|

Mf(x) := sup
φ∈FN , t>0

∣∣∣∣ 1tdφ( ·t) ∗ f(x)
∣∣∣∣ .(50.44)

These maximal operators are called the grand maximal operators. It is easy to see that

(50.45) Mf(x) ≃d,N M0f(x).

Let us summarize what we have proved.

Theorem 50.12. Let ψ ∈ S(Rd) be a non-degenerate function in the sense that

∫
Rd
ψ(x) dx ̸=

0. Then the following equivalence holds

(50.46) ∥Mf ∥p ≃
∥∥∥∥ sup
j∈Z
|ψj ∗ f |

∥∥∥∥
p

, f ∈ S ′(Rd)

for every 0 < p ≤ 1.

Exercise 249. Let j, k ∈ Z and τ, η ∈ S(Rd). Then show that

(50.47) (τj)k = τj+k, τj ∗ ηj = (τ ∗ η)j .

Exercise 250. Assume that φ,ψ ∈ S(Rd) satisfy

φ ⊥ PL(Rd), ψ ⊥ PM (Rd)

for some L,M ∈ N0. Then show that

(50.48) φ ∗ ψ ⊥ PL+M+1.

50.3. Atomic decomposition vs. the grand maximal operator - I.

Let 0 < p ≤ 1 throughout this subsection. Now we are to obtain

(50.49) ∥Mf∥p ≲ ∥f∥Hp
for all f ∈ S ′, whereM is the grand maximal operator defined by (50.44). Here let us assume
f ∈ Hp(Rd) throughout this subsection.

Lemma 50.13. Suppose that a function A is an Hp(Rd)-atom. Then ∥MA∥p ≤ c.

Proof. Let Q be a cube such that

(50.50) supp (A) ⊂ Q, ∥A∥2 ≤ |Q|
1
2−

1
p .

A translation allows us to assume that Q is centered at the origin. Pick φ ∈ S(Rd). Then∣∣∣∣xα 1

td
φ
( ·
t

)
∗A(x)

∣∣∣∣ ≲ ∥ | · |L+1A ∥1 · sup
β≤α

∫
Rd
|ξ|L+1−|β||∂α−βξ Fφ(tξ)| dξ ≲ ℓ(Q)L+1+d− d

p

tL+1+d−|α| ,

because

∫
Rd
|ξ|L+1−|β||∂α−βξ Fφ(tξ)| dξ =

∫
Rd
|ξ|L+1−|β||∂α−βξ [Fφ(tξ)]| dξ ≃ t−(L+1+d−|α|). As

a result, choosing α so that |α| = L+ d+ 1, we obtain

(50.51) MA(x) ≲ ℓ(Q)L+1+d− d
p

|x|L+1+d
.
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Meanwhile Proposition 13.4 yieldsMA(x) ≲MA(x) for all x ∈ Rd. Therefore,

(50.52) MA(x) ≲ χQ(x)MA(x) +
ℓ(Q)L+1+d− d

p

|x|L+1+d
χRd\Q(x)

for all x ∈ Rd. Integrating this over Rd, we obtain

∥MA∥p ≲ ∥χQ ·MA∥p + 1 ≲ |Q| 12− 1
p ∥χQ ·MA∥2 + 1 ≲ |Q| 12− 1

p ∥A∥2 + 1 ≤ 1.

Thus, the proof is now complete. □

Proposition 50.14. Let f ∈ Hp(Rd). Then

(50.53) ∥Mf ∥p ≲p ∥f∥Hp .

Proof. Since f ∈ Hp(Rd), f admits the following decomposition :

(50.54) f =
∞∑
j=1

λjaj ,

where aj is an H
p(Rd)-atom and

(50.55)

∞∑
j=1

|λj |p ≤ 2 ∥f∥pHp

Let us denote fj =

j∑
k=1

λj aj . Then we have

(50.56) | ⟨φ̌, fj1 − fj0⟩ | ≲ inf
|y|≤1

M[fj1 − fj0 ](y) ≲ ∥M[fj1 − fj0 ]∥p ≲ ∥fj1 − fj0∥Hp .

Here we have set φ̌(x) := φ(−x). Therefore, it follows that the limit lim
j→∞
⟨φ̌, fj⟩ exists. The

function φ ∈ S(Rd) being arbitrary, it follows that f converges in S ′(Rd) as well. Once we
prove this, we obtain

(50.57) ∥Mf∥p ≤ lim inf
J→∞

∥∥∥∥∥∥M
 J∑
j=1

λjaj

∥∥∥∥∥∥
p

≲

 ∞∑
j=1

|λj |p
 1

p

≲ ∥f∥Hp

by virtue of Lemma 50.13. This is the desired result. □

Let us summarize our observations up to now.

Theorem 50.15. Let 0 < p ≤ 1. Then Hp(Rd) ↪→ S ′(Rd) in the sense of continuous embed-
ding. Speaking precisely, we have

(50.58) | ⟨f, φ⟩ | ≲ ∥f∥Hp · pN (φ)

for some large N , which depends only on p and d. Furthermore, we have

(50.59) ∥Mf ∥p ≲ ∥f∥Hp

for all f ∈ Hp(Rd).

Proof. To obtain a quantitative estimate (50.58), we have only to re-examine the proofs above.
□
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50.4. Atomic decomposition vs. the grand maximal operator - II.

Now we are going to establish the converse of Theorem 50.15. That is, if we assume that

(50.60) ∥Mf∥p <∞,

then we are to show f admits the decomposition as above.

Throughout this subsection we assume that f ∈ S ′(Rd) satisfies (50.60) with 0 < p ≤ 1.

A set up. Let λ > 0 be fixed. Then set

(50.61) O := {Mf > λ},

which is open in Rd. Form the Whitney decomposition of O. That is, we choose a disjoint
collection {Qj}j∈N so that dist(Oc, Qj) ≤ 10000ℓ(Qj) for every j ∈ N and that

(50.62) χO ≤
∞∑
j=1

χ10Qj ≤
∞∑
j=1

χ1000Qj ≤M χO

for some fixed constant M ∈ N. Furthermore, let us assume

(50.63) sup
j∈N
{l ∈ N : 1000Qj ∩ 1000Ql ̸= ∅} <∞.

Let ζ ∈ S(Rd) be a bump function satisfying

(50.64) χ[−10,10]d ≤ ζ ≤ χ[−100,100]d , ζ(x) > 0, x ∈ (−100, 100)d.

With this preparation in mind, we define

(50.65) K(x) = χRd\O(x) +
∞∑
k=1

ζk(x)

and

(50.66) ζj(x) := ζ

(
x− c(Qj)
ℓ(Qj)

)
, ηj(x) :=

ζj(x)

K(x)

for j ∈ N. Note that supp (ζj) ⊂ O, which implies ηj ∈ C∞
c (Rd).

Lemma 50.16. Let α ∈ N0
d and assume that each function ζj ∈ C∞

c (Rd) satisfies the natural
differential inequalities :

(50.67) |∂αηj(x)| ≲α ℓ(Qj)
−|α|χ10Qj (x).

Lemma 50.16 says that η behaves almost in the same manner as ζ.

Proof. A simple induction argument suffices because

(50.68)
∞∑
k=1

ζk(x) ≳ χO(x),
∞∑
k=1

|∂αζk(x)| ≲α dist(x,Rd \O)−|α|

for all x ∈ O. □

Now let j ∈ N be fixed. We also take L ∈ N so that L ≥ L0 = [d(1/p− 1)].

Lemma 50.17. There exists uniquely a polynomial cj of degree L such that

(50.69) ⟨f − cj , ηj · q⟩ = 0

for all polynomials q of degree L.
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Proof. This is just a matter of simple linear algebra. Let us set

(50.70) cj(x) :=
∑

α∈N0
d, |α|≤L

λα x
α

and write condition (50.69) out in full. Then we obtain

(50.71)
∑

α∈N0
d, |α|≤L

λα

∫
Rd
xα+βηj(x) dx = ⟨f, ηj · xβ⟩

for all β with length less than L. For the purpose of finding a unique solution of (50.71) it
suffices to show A = {aα, β}|α|,|β|≤L is non-degenerate, which is given by

(50.72) aα, β :=

∫
Rd
xα xβηj(x) dx.

Let {kα}|α|≤L ⊂ C be a vector. Then a simple calculation shows

(50.73)
∑

|α|,|β|≤L

aαβkαkβ =

∫
Rd

∣∣∣∣∣∣
∑

|α|≤L

kαx
α

∣∣∣∣∣∣
2

ηj(x) dx.

Therefore, this quadratic form is not zero precisely when kα = 0 for all α with |α| ≤ L, which
shows that A is non-degenerate. □

Let us define a Hilbert space Hj of functions on 100Qj by

(50.74) ∥g∥Hj :=

√
1

∥ηj∥100Qj

∫
100Qj

|g(x)|2ηj(x) dx.

Let Hj,L be the subspace of Hj consisting of all polynomials of degree L. Note that the inner
product is given by

(50.75) ⟨g1, g2⟩Hj =
1

∥ηj∥L1(100Qj)

∫
100Qj

g1(x)g2(x)ηj(x) dx.

Lemma 50.18. Let α ∈ N0
d be fixed. Let q ∈ Hj,L. Then

(50.76) ∥∂αq∥BC(100Qj) ≲α,L ℓ(Qj)
−|α|∥q∥Hj ,

where the implicit constant in ≲ is independent of q.

Proof. The function ηj appearing implicitly in the right-hand side can be readily replaced by
ζj for the proof of (50.76). If ℓ(Q) = 1, then this is clearly the case because Hj,L is of finite
dimensional. The passage to the general case is just a matter of scaling. □

Proposition 50.19. Let {ej,k}k∈Kj be a CONS of Hj,L, where K is a finite set. Then we have

(50.77) cj(x) =
∑
k∈Kj

⟨f, ek · ηj⟩
∥ηj∥L1(100Qj)

· ej,k(x).

Below, given a polynomial P , we omit |100Qj , which shows the restriction to 100Qj , and we
write P instead of P |100Qj .

Proof. Let us denote the right-hand side by dj . Since cj is characterized by the cancellation
property, let us pick a polynomial q of degree L.
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Noting that ⟨·, ·⟩H =
⟨·, ·⟩∫

100Qj
ηj

, we have

⟨f − dj , ηj · q⟩ = ⟨f, ηj · q⟩ −
∑
k∈Kj

⟨f, ej,k · ηj⟩ · ⟨ej,k, ηj · q⟩∫
100Qj

ηj

= ⟨f, ηj · q⟩ −

⟨
f,
∑
k∈Kj

⟨ej,k, ηj · q⟩∫
100Qj

ηj
ej,k · ηj

⟩

= ⟨f, ηj · q⟩ −

⟨
f,

∑
k∈Kj

⟨ej,k, q⟩Hj · ej,k

 · ηj⟩
= ⟨f, ηj · q⟩ − ⟨f, ηj · q⟩ = 0.

This is exactly a condition that cj(x) must satisfy and the proof is complete. □

Now we claim the following.

Claim 50.20. We have an estimate

(50.78) |cj(x) ηj(x)| ≲ λχ100Qj (x)

uniformly over j.

Proof. Let x ∈ 100Qj . It suffices to show that

(50.79)

∣∣∣∣ ⟨f, ej,k · ηj⟩∥ηj∥L1(100Qj)
· ej,k(x)ηj(x)

∣∣∣∣ ≲λ 1

for each k ∈ Kj because K is a finite set. By Lemma 50.18 we have

(50.80) |∂αcj(x)| ≤ cα ℓ(Qj)−|α|

for α ∈ N0
d. A similar inequality is also the case for ηj , as was shown in Lemma 50.16 :

(50.81) |∂αηj(x)| ≤ cα ℓ(Qj)−|α|.

As a result, we obtain a valid bound for |ej,k(x)ηj(x)| :
(50.82) |ej,k(x)ηj(x)| ≤ c <∞.

Now we are to estimate ⟨f, cj · ηj⟩. To do this we pick a point zj ∈ 1000Qj \ O. Then we
have

(50.83) ⟨f, cj · ηj⟩ = f ∗ [cj(zj − ·)ηj(zj − ·)](zj).
By virtue of (50.80) and (50.81) we obtain

pN (ℓ(Qj)
d cj(zj − ℓ(Qj)·)ηj(zj − ℓ(Qj)·))

= ℓ(Qj)
d
∑

|α|≤N

sup
x∈Rd
⟨x⟩N |∂αx [cj(zj − ℓ(Qj)x)ηj(zj − ℓ(Qj)x)]|

= ℓ(Qj)
d
∑

|α|≤N

sup
|zj−ℓ(Qj)x−c(Qj)|≤ℓ(Qj)

⟨x⟩N |∂αx [cj(zj − ℓ(Qj)x)ηj(zj − ℓ(Qj)x)]|

= ℓ(Qj)
d
∑

|α|≤N

sup
1≤|x|≤2000

⟨x⟩N |∂αx [cj(zj − ℓ(Qj)x)ηj(zj − ℓ(Qj)x)]| ≲ ℓ(Qj)
d.

As a result, we obtain

(50.84) | ⟨f, cj · ηj⟩ | ≲ ℓ(Qj)
dMf(zj) ≲ λ ℓ(Qj)

d.
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Now that

∫
Rd
ηj(x) dx differs from ℓ(Qj)

d essentially by a multiplicative constant independent

of j and f , we have the desired result. □

A variant of the Calderón-Zygmund decomposition. Now we consider a variant of the Calderón-
Zygmund decomposition. Let us set

(50.85) bj := (f − cj) · ηj
for j ∈ N and

(50.86) g := f −
∞∑
j=1

bj .

bj corresponds to the “bad” part, while g is a counterpart for the “good” part.

Our next goal is to controlMbj(x), the grand maximal operator of the “bad” part. What
we are going to establish are pointwise estimates. So, let us freeze x and write it as x0.

Lemma 50.21. Let x0 ∈ 100Qj be fixed. Then we have

(50.87) M[ηj · f ](x0),M[ηj · cj ](x0) ≲Mf(x0)

uniformly over j, f and x0.

Proof. By the definition of the grand maximal operatorM we have

M[ηj · f ](x0) = sup
φ∈FN , t>0

∣∣∣∣⟨ηj · f, 1tdφ
(
x0 − ·
t

)⟩∣∣∣∣ = sup
φ∈FN , t>0

∣∣∣∣⟨f, ηj · 1tdφ
(
x0 − ·
t

)⟩∣∣∣∣ .
Let t ≤ ℓ(Qj). Then we consider Φj,t(x) = ηj(x0 − t x) · φ(x). Then it follows from (50.76)

that sup
j∈N, t>0

pN (Φj,t) <∞, which yields∣∣∣∣⟨f, ηj · 1tdφ
(
x0 − ·
t

)⟩∣∣∣∣ = ∣∣∣∣⟨f, 1tdΦj,t
(
x0 − ·
t

)⟩∣∣∣∣
=

∣∣∣∣f ∗ ( 1

td
Φj,t

( ·
t

))
(x0)

∣∣∣∣
≲Mf(x0).(50.88)

Now let t > ℓ(Qj). Then we consider Ψj,t(x) =
ℓ(Qj)

d

td
ηj(x0− ℓ(Qj)x)Φ

(
ℓ(Qj)

t
x

)
. Note that

Ψj,t(x) is supported on a cube Q(100). Hence it follows that sup
j∈N

pN (Ψj,t) <∞. Going through

a similar argument as above, we obtain∣∣∣∣⟨f, ηj · 1tdφ
(
x0 − ·
t

)⟩∣∣∣∣ = ∣∣∣∣⟨f, 1

ℓ(Qj)d
Ψj,t

(
x0 − ·
ℓ(Qj)

)⟩∣∣∣∣
=

∣∣∣∣f ∗ ( 1

ℓ(Qj)d
Ψj,t

(
·

ℓ(Qj)

))
(x0)

∣∣∣∣
≲Mf(x0).(50.89)

Thus, the treatment of the first inequality is complete.

Let us turn to the second inequality. To do this, we insert (50.77), which yields

M[cj · ηj ](x0) ≤
∑
k∈Kj

| ⟨f, ej,kηj⟩ |∫
100Qj

ηj
M[ej,k · ηj ](x0).
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As we have seen, |ej,k(x)ηj(x)| is bounded by a constant independent of j and k. It follows
from Lemma 50.18 that

(50.90) sup
j∈N

pN (ej,k(x0 − ℓ(Qj)·)ηj(x0 − ℓ(Qj)·)) <∞.

As a consequence, we obtain

(50.91) M[ck · ηj ](x0) ≤ c <∞, | ⟨f, ej,kηj⟩ | ≲Mf(x0)

uniformly over j and k. and hence

(50.92) M[cjηj ](x0) ≲Mf(x0)

and the proof is complete. □

Proposition 50.22. We have an estimate

(50.93) Mbj(x0) ≲ζ,dMf(x0)χ1000Qj (x0) +
λ ℓ(Qj)

d+L+1

ℓ(Qj)d+L+1 + |x0 − c(Qj)|d+L+1

uniformly over x0 ∈ Rd.

Proof. In view of Lemma 50.21 we are left with the task of proving (50.93) for x0 /∈ 1000Qj .
Let us pick a reference point z0 ∈ 10000Qj \O. We shall claim

Mbj(x0) ≲
Mf(z0) ℓ(Qj)

d+L+1

ℓ(Qj)d+L+1 + |x0 − c(Qj)|d+L+1

or equivalently

(50.94)

∣∣∣∣ 1tdφ( ·t) ∗ bj(x0)
∣∣∣∣ ≤ cMf(z0) ℓ(Qj)

d+L+1

ℓ(Qj)d+L+1 + |x0 − c(Qj)|d+L+1

for all φ ∈ FN and t > 0. Once this is established, the proposition will have been proved
becauseMf(z0) ≤ λ by the definition of O. We also remark that

(50.95)
1

td
φ
( ·
t

)
∗ bj(x0) = ⟨f − cj ,Φj,t(z0 − ·)⟩ = ⟨f − cj , Φ̃j,t(z0 − ·)⟩,

where

Φj,t(x) := ηj(z0 − x) ·
1

td
φ

(
x0 − z0 + x

t

)

Φ̃j,t(x) := ηj(z0 − x) ·

 1

td
φ

(
x0 − z0 + x

t

)
−
∑

|α|≤L

1

α!td
∂αφ

(
x0 − z0

t

)(x
t

)α .

Assume first that x0 ∈ 100000Qj . If t > ℓ(Qj), then we have

(50.96) pN (ℓ(Qj)
dΦj,t(ℓ(Qj)·)) ≤ c <∞,

where c does not depend on j, z0, x0, t. If t < ℓ(Qj), then
(50.97)

⟨x⟩N
∣∣∣∣∂αφ(x0 − z0 + t x

t

)∣∣∣∣χ100Qj (z0 − t x) ≲
⟨
z0 − c(Qj)

t

⟩N ⟨
x0 − c(Qj)

t

⟩−N

≤ c <∞,

which implies

(50.98) pN (tdΦj,t(t·)) ≤ c <∞,

where c does not depend on j, z0, x0, t. As a result, we obtain

(50.99)

∣∣∣∣ 1tdφ( ·t) ∗ bj(x0)
∣∣∣∣ ≲Mf(z0).
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Assume instead that x0 /∈ 100000Qj . We make use of the following basic estimate :∣∣∣∣∣∣∂β
 1

td
φ

(
x0 − z0 + x

t

)
−
∑

|α|≤L

1

α!td
∂αφ

(
x0 − z0

t

)(x
t

)α∣∣∣∣∣∣ ≲ ℓ(Qj)
L+1−|β|

td+L+1
⟨
x0−c(Qj)

t

⟩M ,

if z0 − x ∈ supp (ηj) and |β| ≤ L+ 1∣∣∣∣∣∣∂β
 1

td
φ

(
x0 − z0 + x

t

)
−
∑

|α|≤L

1

α!td
∂αφ

(
x0 − z0

t

)(x
t

)α∣∣∣∣∣∣ ≲ t−d−|β|
⟨
x0 − c(Qj)

t

⟩−M

,

if z0 − x ∈ supp (ηj) and |β| > L+ 1.

In summary
(50.100)

I :=

∣∣∣∣∣∣∂βℓ(Qj)d
 1

td
φ

(
x0 − z0 + ℓ(Qj)x

t

)
−
∑

|α|≤L

1

α!td
∂αφ

(
x0 − z0

t

)(
ℓ(Qj)x

t

)α∣∣∣∣∣∣
has an estimate

I ≤ c ℓ(Qj)
d+max(|β|,L+1)

(t+ |x0 − c(Qj)|)d+max(|β|,L+1)
≤ c ℓ(Qj)

d+L+1

(t+ |x0 − c(Qj)|)d+L+1
,

which yields

(50.101)

∣∣∣∣ 1tdφ( ·t) ∗ bj(x0)
∣∣∣∣ ≲Mf(z0).

Thus, the proof is now complete. □

Proposition 50.23. We have

(50.102) Mg(x0) ≲d,ζ χOc(x0)Mf(x0) +
∞∑
j=1

λℓ(Qj)
d+L+1

ℓ(Qj)d+L+1 + |x0 − c(Qj)|d+L+1

for all x0 ∈ Rd.

Proof. If x0 /∈ O, then the inequality is clear from the previous estimate. Suppose that x ∈ O,
more specifically, x ∈ 10Qj . Let us set

Jj,0 := {l ∈ N : 100Ql ∩ 100Qj ̸= ∅}, Jj,1 := N \ Jj,0
for such j.

Let us write

(50.103) g(x0) =

f − ∑
l∈Jj,0

bl

 (x0)−
∑
l∈Jj,1

bl(x0).

It is easy to deal with the second summation. Indeed, a crude estimate using the triangle
inequalityM[F +G](x) ≤MF (x) +MG(x) suffices :

M

 ∑
l∈Jj,1

bl

 (x0) ≤
∑
l∈Jj,1

Mbl(x0) ≲
∑
l∈Jj,1

λℓ(Ql)
d+L+1

ℓ(Ql)d+L+1 + |x0 − c(Ql)|d+L+1
.

Now consider the first summation. To do this we decompose the summation further :

(50.104) M

f − ∑
l∈Jj,0

bl

 (x0) ≤M

f − ∑
l∈Jj,0

ηl · f

 (x0) +
∑
l∈Jj,0

M [cl · ηl] (x0).
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The second term is less complicated to estimate

(50.105) M (cl · ηl) (x0) ≲
λ ℓ(Qj)

d+L+1

ℓ(Qj)d+L+1 + |x0 − c(Qj)|d+L+1

as we did in Lemma 50.21.

Let us turn to the first term. The support property of f −
∑
l∈Jj,0

ηl · f , that is, the fact that

f −
∑
l∈Jj,0

ηl · f vanishes outside 100Qj , gives

(50.106) M

f − ∑
l∈Jj,0

ηl · f

 (x0) ≤ c λ.

Indeed, let z0 ∈ 10000Qj \O be a fixed reference point. We define

Ψ̃j,t(x) :=
1

td
φ

(
x0 − x
t

)1−
∑
l∈Jj,0

ηl(x)


Ψj,t(x) := Ψ̃j,t(z0 − x) =

1

td
φ

(
x0 − z0 + x

t

)1−
∑
l∈Jj,0

ηl(z0 − x)


given a function φ ∈ S(Rd). We have to show that

(50.107)

∣∣∣∣∣∣
⟨
f −

∑
l∈Jj,0

ηl · f,
1

td
φ
( ·
t

)⟩∣∣∣∣∣∣ ≤ |Ψj,t ∗ f(z0)| ≲Mf(z0) ≲ λ

with c independent of t > 0. Note that Ψj,t(x) = 0 for all x with |z0 − x− c(Qj)| ≤ 100ℓ(Qj),

hence for all x with |z0 − x− x0| ≤
1

100
|z0 − x0|. As a result, it follows that

pN (ℓ(Qj)
dΨj,t(ℓ(Qj) ·))

=
ℓ(Qj)

d

td

∑
|α|≤N

sup
x∈Rd
⟨x⟩N

∣∣∣∣∣∣∂α
φ(x0 − z0 + ℓ(Qj)x

t

)1−
∑
l∈Jj,0

ηl(z0 − ℓ(Qj)x)

∣∣∣∣∣∣
≤ c ℓ(Qj)

d

td
≤ c <∞,

if t > ℓ(Qj).

A geometric observation shows |x+ x0 − z0| ≥
1

100
|x|, if |z0 − x − x0| ≤

1

100
|z0 − x0|. If

t ≤ ℓ(Qj), then we obtain

pN (tdΨj,t(t ·)) =
∑

|α|≤N

sup
x∈Rd
⟨x⟩N

∣∣∣∣∣∣∂α
φ(x0 − z0 + t x

t

)1−
∑
l∈Jj,0

ηl(z0 − t x)

∣∣∣∣∣∣
≲ 1.

Consequently (50.107) was justified. □

Proposition 50.24. Let λ be fixed. Keep to the same notation as above. Then∫
Rd
Mg(x) dx ≲ λ1−p

∫
Rd
Mf(x)p dx,

∫
Rd
Mb(x)p dx ≲

∫
{Mf>λ}

Mfp.
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Proof. If we integrate (50.102) over Rd, then we obtain
(50.108)∫

Rd
Mg(x) ≲

∫
{Mf≤λ}

Mf(x) dx+ λ
∞∑
j=1

ℓ(Qj)
d ≲ λ1−p

∫
{Mf≤λ}

(Mf)p + λ
∞∑
j=1

ℓ(Qj)
d,

while

∞∑
j=1

ℓ(Qj)
d =

∞∑
j=1

|Qj | ≤ | {Mf > λ} | <∞. As a result we have

(50.109)

∫
Rd
Mg(x) dx ≲ λ1−p

∫
{Mf≤λ}

Mf(x)p dx.

Therefore, we conclude

∫
Rd
Mg(x) dx <∞, that is, g ∈ H1(Rd).

Let us deal with the “bad” part. If we sum (50.93), which we proved in Proposition 50.22,
over j ∈ N, then we obtain

(50.110) Mb(x) ≤
∞∑
j=1

Mbj(x) ≲ χO(x)Mf(x) + c λ

∞∑
j=1

ℓ(Qj)
d+L+1

ℓ(Qj)d+L+1 + |x− c(Qj)|d+L+1
.

Let us recall that 0 < p ≤ 1. In view of the assumption that 0 < p ≤ 1 we have

(50.111) Mb(x)p ≲ χO(x)Mf(x)p + c λp
∞∑
j=1

ℓ(Qj)
p(d+L+1)

ℓ(Qj)p(d+L+1) + |x− c(Qj)|p(d+L+1)
.

Thus, if we integrate this inequality over Rd, then we obtain
(50.112)∫

Rd
Mb(x)p dx ≲

∫
{Mf>λ}

Mf(x)p dx+ λp

 ∞∑
j=1

ℓ(Qj)
d

p

≤
∫
{Mf>λ}

Mfp + λp
∞∑
j=1

ℓ(Qj)
d.

In the same way as before, we can prove

(50.113) λp
∞∑
j=1

ℓ(Qj)
d ≤

∫
{Mf>λ}

λp · χ{Mf>λ} ≲
∫
{Mf>λ}

Mfp

and the proof is now complete. □

Conclusion of the proof of the converse of Theorem 50.15. To stress the dependence of g on λ,
let us write it as gλ. We shall do the same for bj and Qj and so on. Under our new notation,
we have a collection of Hilbert spaces Hk,λ, k ∈ N, pointwise estimates

Mgλ(x) ≲ χRd\Oλ(x)Mf(x) +
∞∑
k=1

λ ℓ(Qk,λ)
d+L+1

ℓ(Qk,λ)d+L+1 + |x− c(Qk,λ)|d+L+1

Mbj,λ(x) ≲ χ100Qj,λ(x)Mf(x) +
λ ℓ(Qj,λ)

d+L+1

ℓ(Qj,λ)d+L+1 + |x− c(Qj,λ)|d+L+1
, j ∈ N

and a Whitney covering {Qj,λ}j∈N of {Mf > λ}. Let us set
∞∑
j=1

bj,λ =: bλ.

Proposition 50.24 readily gives us

Proposition 50.25. Let 0 < p ≤ 1. Then

(50.114)

∫
Rd
Mgλ(x) <∞,
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(50.115) lim
λ→∞

∫
Rd
M[f − gλ](x)p dx = 0.

Now we claim the following.

Claim 50.26. |gλ(x)| ≲ λ for all λ > 0.

Proof. Let x /∈ Oλ. Then we have

(50.116) |gλ(x)| = |f(x)| ≲Mf(x) ≲ λ

from the definition of gλ : Recall that we defined

(50.117) bj,λ(x) = ηj(x) · (f(x)− cj,λ(x)), gλ(x) = f(x)−
∞∑
j=1

bj,λ(x).

Suppose instead that x ∈ 10Qj,λ for some j ∈ N. Then we can use |cj,λ(x)ηj,λ(x)| ≲ λ. □

Now we make a little reduction to proceed further.

Lemma 50.27. Let X be a set. Let D and Y be subsets of X such that D ⊂ Y ⊂ X. Suppose
that X and Y come with quasi-norms ∥ · ∥X and ∥ · ∥Y , respectively, which make X and Y into
quasi-normed spaces. Assume the following.

(1) D is dense in X with respect to ∥ · ∥X .
(2) (Y, ∥ · ∥Y ) is continuously embedded into (X, ∥ · ∥X).
(3) We have

(50.118) ∥ y∥Y ≃ ∥ y∥X
for all y ∈ D.

(4) (Y, ∥ · ∥Y ) is a quasi-Banach space.

Then X = Y as a set and their quasi-norms are mutually equivalent.

Proof. Let x ∈ X. Then there exists a sequence {dj}j∈N ⊂ D that approximates x in the
topology of X. Now that the norms are assumed equivalent if we restrict them to D, we have

(50.119) lim
j,k→∞

∥dj − dk∥Y = 0.

Since (Y, ∥ · ∥Y ) is a quasi-Banach space, lim
j→∞

dj =: y ∈ Y exists with respect to ∥ · ∥Y . By

virtue of the continuous embedding Y ⊂ X we conclude that lim
j→∞

dj = y takes place with

respect to ∥ · ∥X as well. X being assumed a quasi-normed space, we see that x = y ∈ Y . As a
consequence we see that X = Y . Now that the fact that any element in X can be approximated
with respect to both ∥ · ∥X and ∥ · ∥Y , we have only to pass to the limit of (50.118) to see that
the norms are mutually equivalent. □

We apply Lemma 50.27 as follows :

X := Xp(Rd) = {f ∈ S ′(Rd) : ∥Mf∥p <∞}

Y := Hp(Rd)
D := {f ∈ Xp : ∥Mf∥1, ∥f∥∞ <∞}.

We have been verified some of the assumptions of the lemma :

(1) D is dense in Xp (Proposition 50.25 and Claim 50.26).
(2) Hp(Rd) ↪→ Xp(Rd) is a continuous embedding (Subsection 50.3).
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(3) As is easily verified by using Theorem 10.12, Hp(Rd) is a quasi-Banach space.

Therefore, it remains to show that D ⊂ Hp(Rd) and that

(50.120) ∥f∥Hp ≲ ∥f∥Xp
for all f ∈ D.

This allows us to assume that f ∈ Xp ∩ L1(Rd). If we assume that f ∈ D, then the key
estimate

(50.121) Mgλ(x) ≲ χRd\Oλ(x)Mf(x) + λ
∞∑
j=1

ℓ(Qj,λ)
d+L+1

ℓ(Qj,λ)d+L+1 + |x− c(Qj,λ)|d+L+1
,

which we have strived to show in this subsection, yields that∫
Rd
Mgλ(x)

p dx ≲
∫
{Mf≤λ}

Mf(x)p dx+ λp
∞∑
j=1

|Qj,λ|

≲
∫
Rd

min(Mf(x), λ)p dx.

In particular we have gλ → 0 as λ→ 0 in Xp. As a consequence we have

f = lim
J→∞

g2J − g2J−1(50.122)

in the topology of Xp.

Let j ∈ Z and k ∈ N. Denote by P jk the projection to the Hilbert space Hk,2j . which we

have defined earlier. By definition given f ∈ S ′(Rd) with ∥Mf∥p < ∞, P jk (f) is a unique
polynomial satisfying

(50.123) ⟨f, q · ηk,2j ⟩ = ⟨P jk (f), q · ηk,2j ⟩
for all polynomials q with degree L. Let us set

(50.124) cj,k,l = P jl ((f − cl,2j )φk,2j−1).

If 100Ql,2j ∩ 100Qk,2j−1 = ∅, then cj,k,l = 0, as is easily seen from (50.123). Since O2j ⊂ O2j−1 ,
we have an estimate ℓ(Ql,2j ) ≲ ℓ(Qk,2j−1) uniformly over j and k as long as they meet. In view
of this geometric observation we conclude that

(50.125) |cj,k,l(x)φl,2j (x)| ≲ 2jχ
cQ2j−1

k
(x)

from Proposition 50.19. Below equalities will be understood as the one in S ′(Rd). Let us show
that

∞∑
k,l=1

cj,k,lφl,2j =
∞∑
l=1

( ∞∑
k=1

P jl ((f − cl,2j )φk,2j−1)

)
φl,2j

equals identically 0. Now that
∞∑
k=1

(f − cl,2j )φk,2j−1 = (f − cl,2j )χO2j−1 takes place in L2(Rd),

we have
∞∑

k,l=1

cj,k,lφl,2j =

∞∑
l=1

P jl ((f − cl,2j )χO2j−1 )φl,2j =

∞∑
l=1

(cl,2j − cl,2j )φl,2j = 0(50.126)

from the definition of the projection P jl .

Let us set

Aj,k := (f − ck,2j−1)φk,2j−1 −
∞∑
l=1

(f − cl,2j )φl,2jφk,2j−1 +
∞∑
l=1

cj,k,lφl,2j .
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As is seen from the definition and the geometric observation above, Aj,k is supported on
cQk,2j−1 , where c is independent of j and k.

First, recompose of the terms defining Aj,k

(50.127) Aj,k =

(
1−

∞∑
l=1

φl,2jφk,2j−1

)
f − ck,2j−1φk,2j−1 +

∞∑
l=1

cl,2jφl,2jφk,2j−1 +

∞∑
l=1

,

which gives us

(50.128) |Aj,k(x)| ≲ χc0Qk,2j

((
1−

∞∑
l=1

φl,2jφk,2j−1

)
|f(x)|+ 2j

)
≲ 2jχc0Qk,2j−1 (x)

together with Claim 50.20.

Furthermore, since {Qk,2j−1}k∈N is a Whitney covering of {Mf > 2j−1}, we obtain

(50.129)
∞∑

j,k=1

2j p|Qk,2j−1 | ≲
∑
j

2j p| {Mf > 2j−1} | ≲
∫
Rd
Mf(x)p dx <∞.

Finally, for all polynomials q of degree L, we have∫
Rd
Aj,k(x)q(x) dx =

⟨
(f − ck,2j−1)−

∞∑
l=1

(f − cl,2j )φl,2j , q · φk,2j−1

⟩
+

∞∑
l=1

⟨cj,k,l, q · φl,2j ⟩.

The bracket involving the part of f−ck,2j−1 vanishes from the definition of ck,2j−1 . Furthermore,
with k fixed, we are in the position of using the Lebesgue convergence theorem to have

(50.130)

∫
Rd
Aj,k(x)q(x) dx = −

∞∑
l=1

⟨ (f − cl,2j )φl,2j , q · φk,2j−1⟩+
∞∑
l=1

⟨cj,k,l, q · φl,2j ⟩

By virtue of the fact that P jl is a projection we see

Aj,k ⊥ PL(Rd)(50.131)

where for the second equality we have used the fact that ck,2j−1 = P j−1
k (f).

With (50.128)–(50.131) established, we can change the order of the summation for j and k
freely. As a consequence we have

∞∑
j=−∞

∞∑
k=1

Aj,k

= lim
J→∞

J∑
j=−J

∞∑
k=1

(
(f − ck,2j−1)φk,2j−1 −

∞∑
l=1

(f − cl,2j )φl,2jφk,2j−1 +

∞∑
l=1

cj,k,lφl,2j

)

= lim
J→∞

J∑
j=−J

( ∞∑
k=1

(f − ck,2j−1)φk,2j−1 −
∞∑
l=1

(f − cl,2j )φl,2j
)

= lim
J→∞

J∑
j=−J

b2j−1 − b2j = lim
J→∞

J∑
j=−J

g2j − g2j−1 = f

Here we have used (50.126) and (50.122) for the second and the last equalities respectively and
equalities will be understood as the one in S ′(Rd).

In view of (50.128)–(50.131) as well as the last equality we see that

∞∑
j,k=1

Aj,k = f is the

desired atomic decomposition.
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Exercise 251. (1) Use the polarization to deduce (50.75).
(2) The norm of Hj,λ remains equivalent if we replace ηj with ζj .

50.5. Summary of Sections 50.3 and 50.4.

Here let us summarize what we have obtained before we conclude this section.

Theorem 50.28 (Coifman, 1974). Let 0 < p ≤ 1 and f ∈ S ′(Rd). Set L0 = [d(1/p − 1)].
Assume that L ≥ L0.

(1) The following are equivalent.
[H1] ∥Mf∥p <∞, where we have defined

(50.132) Mf(x) = sup
φ∈F, t>0

∣∣∣∣ 1tdφ( ·t) ∗ f(x)
∣∣∣∣ .

[H2] Let ψ ∈ S(Rd) be a non-degenerate function, that is,

∫
Rd
ψ(x) dx ̸= 0. Then

(50.133)

∥∥∥∥ sup
j∈Z

2jn|ψ(2j ·) ∗ f |
∥∥∥∥
p

<∞.

[H3] f admits a decomposition

(50.134) f =
∞∑
j=1

λjaj ,

where the functions {aj}∞j=1 and the coefficient {λj}∞j=1 satisfy
(i) supp (aj) is contained in a cube Qj for each j ∈ N.
(ii) ∥aj∥2 ≤ |Qj |−

1
p+

1
2 .

(iii) a ⊥ PL(Rd).
(iv) {λj}∞j=1 ∈ ℓp.

[H4] f admits a decomposition

(50.135) f =
∞∑
j=1

λjaj ,

where the functions {aj}∞j=1 and the coefficient {λj}∞j=1 satisfy
(i) supp (aj) is contained in a cube Qj for each j ∈ N.
(ii) ∥aj∥∞ ≤ |Qj |−

1
p .

(iii) A ⊥ PL(Rd)
(iv) {λj}∞j=1 ∈ ℓp(N).

Furthermore, we have the following norm equivalence :

(50.136) ∥Mf∥p ≃
∥∥∥∥ sup
j∈Z

2jn|ψ(2j ·) ∗ f |
∥∥∥∥
p

≃ inf
(50.134)

∥λ∥p ≃ inf
(50.135)

∥λ∥p,

where the infimums are taken over all sequences satisfying (50.134) and (50.135)
respectively.

(2) The space H1(Rd) ∩Hp(Rd) is dense in Hp(Rd).

Proof. Indeed, it is trivial that [H4] implies [H3]. Furthermore, we have shown that [H1] and
[H2] are equivalent in Subsection 50.2. As we have seen in Subsection 50.3 [H3] implies [H2]. In
Subsection 50.4 we have struggled to show that [H1] implies [H4] as well as thatH1(Rd)∩Hp(Rd)
is dense in Hp(Rd). □
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As for the Hardy space Hp(Rd) with 1 < p <∞ it is easy to define and investigate it. If we
set

(50.137) ∥f∥Hp := ∥Mf ∥p,

then it is easy to proveHp(Rd) ≈ Lp(Rd) with norm equivalence by using the maximal operator.

Remark 50.29. The proof of [H1] =⇒ [H4] shows that the decomposition of f is highly
non-linear.

51. Lipschitz space

Recall that Lip(Rd) is a Banach space of functions from Rd to C modulo additive constants
normed by

(51.1) ∥f∥Lip := sup
x ̸=y

|f(x)− f(y)|
|x− y|

.

The aim of this section is to make a deeper investigation of the differentiability of the Lipschitz
functions.

Definition 51.1. A function f : Rd → C is said to be differentiable at x ∈ Rd, if there exist a
linear mapping A and a function Fx(y) so that

(51.2) f(y) = f(x) +A(y − x) + Fx(y)

with

(51.3) lim
y→x

|Fx(y)|
|y − x|

= 0.

By differentiability we mean the total differentiability. Now that the partial derivative exists
almost everywhere, our main concern goes to the total differentiability.

Theorem 51.2. Any Lipschitz function is differentiable for almost everywhere.

Proof. Existence of directional differential Let f : Rd → R be a Lipschitz function. Fix any

v ∈ Rd with |v| = 1, and define

Dvf(x) = lim sup
t→0

f(x+ tv)− f(x)
t

Dvf(x) = lim inf
t→0

f(x+ tv)− f(x)
t

.

Claim 51.3. For a.e. x ∈ Rd,

(51.4) Dvf(x) = Dvf(x).

Proof of the claim. Since f is continuous,

Dvf(x) = lim sup
t∈Q
t→0

f(x+ tv)− f(x)
t

Dvf(x) = lim inf
t∈Q
t→0

f(x+ tv)− f(x)
t

are measurable. Thus,

(51.5) Av := {x ∈ Rd : Dvf(x) = Dvf(x)}



492 YOSHIHIRO SAWANO

is measurable. Now, for each x, v ∈ Rd, with |v| = 1, define

(51.6) φ(t) := f(x+ tv) t ∈ R.
Then φ is Lipschitz, thus absolutely continuous, and thus differentiable a.e. t ∈ R. Hence

(51.7) |Av ∩ L| = 0

for each line L parallel to v. Fubini’s theorem then implies

(51.8) |Av| = 0.

Thus, the claim is proved. □

Total differential As a consequence of the claim above, we see

(51.9) gradf(x) := (∂1f(x), ∂2f(x), . . . , ∂df(x))

exists for almost everywhere.

Claim 51.4. Dvf(x) = v · gradf(x) for almost everywhere.

Proof. Let ξ ∈ C∞
c (Rd). Then

(51.10)

∫
Rd

f(x+ tv)− f(x)
t

ξ(x) dx = −
∫
Rd
f(x)

ξ(x)− ξ(x− tv)
t

dx.

Let t =
1

k
for k = 1, 2, . . . in the above inequality and note

(51.11) k
∣∣∣f (x+

v

k

)
− f(x)

∣∣∣ ≤ ∥f∥Lip|v| = ∥f∥Lip.
Thus, the dominated convergence theorem implies∫

Rd
Dvf(x)ξ(x) dx = lim

k→∞

∫
Rd
k
(
f
(
x+

v

k

)
− f(x)

)
ξ(x) dx

= − lim
k→∞

∫
Rd
f(x)k

(
ξ
(
x− v

k

)
− ξ(x)

)
dx

= −
d∑
j=1

vj

∫
Rd
f(x)∂jξ(x) dx

=
d∑
j=1

vj

∫
Rd
∂jf(x)ξ(x) dx.

Therefore

(51.12) Dvf(x) =
d∑
j=1

vj∂jf(x) = v · gradf(x)

for almost everywhere. □

Construction of the set of points at which f is differentiable. Now choose {vk}∞k=1 to be

a countable, dense subset of Sd−1. Set

(51.13) Ak :=
{
x ∈ Rd : Dvkf(x) = Dvk

f(x), Dvkf(x) = vk · gradf(x)
}

and define

(51.14) A :=
∞∩
j=1

Aj .

Observe A = Rd for almost everywhere.
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To conclude the proof of the theorem we have only to show the following.

Claim 51.5. f is differentiable at each point x ∈ A.

Proof. Fix any x ∈ A. Choose v ∈ Sd−1, t ∈ R \ {0} and write

(51.15) Q(x, v, t) =
f(x+ tv)− f(x)

t
− v · gradf(x).

Then if v′ ∈ Sd−1, we have

(51.16) |Q(x, v, t)−Q(x, v′, t)| ≤
∣∣∣∣f(x+ tv)− f(x+ tv′)

t

∣∣∣∣+|(v−v′)·gradf(x)| ≤ (d+1)|v−v′|.

Now fix ε > 0 and choose N so large that if v ∈ Sd−1, then

(51.17) |v − vk| ≤
ε

2(d+ 1)∥f∥Lip + 1

for some k = 1, 2, . . . , N . That is {vk}Nk=1 forms an
ε

2(d+ 1)∥f∥Lip + 1
-net of Sd−1, that is, for

each point v in Sd−1 we can find k = 1, 2, . . . , N such that |v − vk| ≤
ε

2(d+ 1)∥f∥Lip + 1
.

Now

(51.18) lim
t→0

Q(x, vk, t) = 0, k = 1, 2, . . . , N

and thus there exists δ > 0 so that

(51.19) |Q(x, vk, t)| <
ε

2
for all 0 < |t| < δ, k = 1, 2, . . . , N.

Consequently, for each v ∈ Sd−1, there exists k = 1, 2, . . . , N such that

(51.20) |Q(x, v, t)| ≤ |Q(x, vk, t)|+ |Q(x, v, t)−Q(x, vk, t)| < ε,

if 0 < |t| < δ according to (51.17) and (51.19). Note the same δ > 0 works for all v ∈ Sd−1.

Now choose any y ∈ Rd y ̸= x. Write v =
y − x
|y − x|

, so that y = x+ tv, t = |x− y|. Then

f(y)− f(x)− gradf(x) · (y − x) = f(x+ tv)− f(x)− tv · gradf(x) = o(t) = o(|x− y|).

Hence f is differentiable at x with Df(x) = gradf(x). □

In view of this claim the proof is now complete. □

52. Hölder-Zygmund spaces

In this section, we deal with Hölder-Zygmund spaces, which describes the differentiability of
functions.

52.1. Hölder-Zygmund space Cθ(Rd). We define the Hölder-Zygmund space Cθ(Rd) with
0 < θ ≤ 1. The case when 0 < θ < 1 is used in PDEs. For example, we frequently encounter
the a-priori estimates of elliptic differential equations. Indeed, it is not effective to use C2(Rd)
or Cm(Rd) for any m ∈ N.
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Definition 52.1. Let 0 < θ ≤ 1. The function space Lipθ(Rd) is the set of all continuous
functions for which the seminorm

(52.1) ∥f∥Lipθ := sup

{
|f(x)− f(y)|
|x− y|θ

: x, y ∈ Rd, x ̸= y

}
is finite.

It is surprising that this norm can be expressed in terms of the average.

Theorem 52.2. Let 0 < θ ≤ 1 Suppose that f is a locally integrable function. Then f belongs
to Cθ(Rd) after redefining f on a set of zero measure, if and only if

(52.2) ∥f∥Λθ := sup
Q∈Q

mQ(|f −mQ(f)|)
|Q| θd

is finite.

Proof. If is easy to show

(52.3) ∥f∥Λθ ≤ ∥f∥Cθ

for all f ∈ Cθ(Rd). Therefore we concentrate on the reverse inequality.

For the proof of the reverse inequality, we may assume that f is real-valued. Suppose that
∥f∥Cθ <∞.

Note that, for every cube Q,

(52.4) |mQ(f)−m2Q(f)| ≤ mQ(|f −m2Q(f)|) ≲ m2Q(|f −m2Q(f)|) ≲ ℓ(Q)θ.

In the same way a geometric observation shows

(52.5) |mQ(f)−mS(f)| ≲ ℓ(Q)θ,

whenever Q and S are cubes of comparable size with non-empty intersection.

Let E be the set of all Lebesgue points of f . Fix x, y ∈ E and write

(52.6) Qj := Q(x, 2−j+1|x− y|), Rj := Q(y, 2−j+1|x− y|).

Then we have

(52.7) f(x) = lim
j→∞

mQj (f), f(y) = lim
j→∞

mRj (f)

from the definition of the Lebesgue point. We deduce from the preceding paragraph

|mQj (f)−mQj+1(f)|, |mRj (f)−mRj+1(f)| ≲ 2−jθ|x− y|θ, |mQ0(f)−mR0(f)| ≲ |x− y|θ.

Therefore, we have

|f(x)− f(y)| ≤ |mQ0(f)−mR0(f)|+
∞∑
j=1

(
|mQj (f)−mQj+1(f)|+ |mRj (f)−mRj+1(f)|

)
≲ |x− y|θ.

Thus, if we define

(52.8) g(x) := lim sup
z∈E
z→x

f(z),

we see that g belongs to Cθ(Rd). □
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52.2. Hölder-Zygmund spaces with higher regularity.

Now we consider Hölder-Zygmund spaces with higher regularity.

Definition 52.3. Let m ∈ N and α ∈ (0,∞) \ N.

(1) The function space Cm is the set of all functions whose partial differentials exist and
are bounded up to order m. The norm is given by

(52.9) ∥f∥Cm :=
∑
α∈N0

d

|α|≤m

∥∂αf∥BC

for f ∈ Cm.
(2) The function space Cα(Rd) is the set of all functions f ∈ C [α](Rd) such that and

∂βf ∈ Lipα−[β](Rd) for all multiindices β with length m. The norm is given by

(52.10) ∥f∥Cα := ∥f∥Cm +
∑
β∈N0

d

|β|=m

∥∂βf∥Lipα−[β]

for f ∈ Cα(Rd).

Theorem 52.4 (Interpolation inequality). Let m ∈ N. Then we have

(52.11) ∥∂αf∥BC ≲ ∥f∥BC
1− |α|

m ·
∑
β∈N0

d

|β|=m

∥∂βf∥BC

|α|
m

for all f ∈ Cm(Rd).

Proof. It suffices to prove

(52.12) ∥∂αf∥BC ≲ ∥f∥BC +
∑
β∈N0

d

|β|=m

∥∂βf∥BC.

Indeed, once we prove (52.12), we can use the dilation argument: We can replace f with f(t·)
for t > 0. Choosing t > 0 suitably, we obtain the desired inequality.

Let i = 1, 2, . . . , d and h > 0. Then define

(52.13) Dh
i f(x) :=

f(x+ h ei)− f(x)
h

.

A repeated application of the mean value theorem yields

(52.14) ∂αf(x+ y) = D1
α1
D1
α2
. . . D1

αd
f(x)

for some y ∈ Q(1), the unit cube. Therefore, another application of the mean value theorem
gives us
(52.15)

∂αf(x) = ∂αf(x)− ∂αf(x+ y) + ∂αf(x+ y) =
∑
β∈N0

d

|β|=|α|+1

cβ ∂
βf(x+ yβ) +D1

α1
D1
α2
. . . D1

αd
f(x)

for some |cβ | ≤ 1 and yβ ∈ Q(1). In view of this inequality, we obtain

(52.16) ∥∂αf∥BC ≲ ∥f∥BC +
∑
β∈N0

d

|β|=|α|+1

∥∂βf∥BC.

This is a bridge that connects the lower derivatives, the highest ones and the original function.
A repeated usage of this key inequality gives us the desired result. □
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Theorem 52.5. Let 0 < α < 1 or 1 < α < 2 and f ∈ BC(Rd). Then f ∈ Cα(Rd), if and only
if

(52.17) ∥f∥C̃α := ∥f∥BC + sup
x,y∈Rd
x ̸=y

1

|x− y|α

∣∣∣∣f(x) + f(y)− 2f

(
x+ y

2

)∣∣∣∣ <∞.
An axion of choice, or more precisely the Hamel basis on Q, yields an example showing that

the assumption f ∈ BC(Rd) is absolutely necessary in order that f ∈ Cα(Rd) for all f with
∥f∥C̃α <∞. See Exercise 252.

Proof. Let f ∈ Cα(Rd). It is not so hard to see that

(52.18) ∥f∥C̃α ≲ ∥f∥Cα
directly from the definition if 0 < α < 1 and by using the mean value theorem if 1 < α < 2.

The crux is, of course, to prove the reverse inequality. To do this, assuming f ∈ C̃α(Rd), let
us obtain a key estimate. We write

(52.19) g(h) = g(x;h) = f(x+ h)− f(x)

for a fixed x ∈ Rd. Then from the definition of the norm ∥ · ∥C̃α we have

(52.20)

∣∣∣∣g(h)− 2g

(
h

2

)∣∣∣∣ = ∣∣∣∣f(x+ h)− 2f

(
h

2

)
+ f(x)

∣∣∣∣ ≲ |h|α∥f∥C̃α .
Therefore, we obtain a key inequality

(52.21)

∣∣∣∣2jg( h

2j

)
− 2j−1g

(
h

2j−1

)∣∣∣∣ ≲ 2j(1−α)|h|α∥f∥C̃α , j = 1, 2, · · ·

by letting h replaced by
h

2j
in (52.20).

Let 0 < α < 1. In this case we add (52.21) over j = 1, 2, . . . , k. Then we obtain

(52.22)

∣∣∣∣g(h)− 2kg

(
h

2k

)∣∣∣∣ ≲ 2k(1−α)|h|α∥f∥C̃α .

Suppose that y is a point in B(x, 1)\{x}. Then we can choose k ∈ N0 so that
1

2
≤ 2k|x−y| < 1.

Let h = 2k(y − x). Then we have

(52.23)
∣∣f(2k(y − x) + x)− f(x)− 2k(f(y)− f(x))

∣∣ ≲ 2k|x− y|α∥f∥C̃α .

and hence

(52.24) |f(y)− f(x)| ≲ |x− y|α∥f∥C̃α + 2−k
∣∣f(2k(y − x) + x)− f(x)

∣∣ .
As a consequence, if we arrange this inequality and use the fact that k ∈ N0, we obtain

(52.25) |f(y)− f(x)| ≲ |x− y|α (∥f∥∞ + ∥f∥C̃α) .

If |x − y| > 1, then this inequality is trivial. Therefore, it follows that f ∈ Cα(Rd) with the
desired norm estimate.

Let 1 < α < 2. The first job to do is proving the existence of all partial derivatives of
1-st order. Choose an even function ρ with integral 1. Notice that we can even arrange that
ρ(x)− 2dρ(2x) = ∆ψ(x) for some ψ ∈ S. Define a molifying sequence {fj}j∈N of f by

(52.26) fj(x) := 2jnρ(2j ·) ∗ f(x) = 2jn
∫
Rd
ρ(2j(x− y))f(y) dy.
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Then, since ρ is smooth, we have

(52.27) ∂kfj(x) = 2j(n+1)

∫
Rd
∂kρ(2

j(x− y))f(y) dy = 2j
∫
Rd
∂kρ(z)f(x− 2−jz) dz.

Therefore, we have

∂kfj(x)− ∂kfj+1(x)

=

∫
Rd
∂kρ(z) · 2j(f(x− 2−jz)− f(x)) dz −

∫
Rd
∂kρ(z) · 2j+1(f(x− 2−j−1z)− f(x)) dz

=

∫
Rd
∂kρ(z) ·

(
2jg(x; 2−jz)− 2j+1g(x; 2−j−1z)

)
dz.

Therefore, the key estimate (52.21) gives

(52.28) ∥∂kfj − ∂kfj+1∥BC ≲ 2j(1−α)∥f∥C̃α ·
∫
Rd
|∂kρ(z)| dz = c 2j(1−α)∥f∥C̃α .

Since α > 1, this formula shows that ∂kfj is a Cauchy sequence in BC(Rd). Therefore, {fj}j∈N
is a Cauchy sequence convergent to f in the topology BC1(Rd). As a consequence we conclude
at least that f ∈ BC1(Rd).

Since ∂l∂kρ is even, we have

(52.29) ∂l∂kfj(x) = 22j
∫
Rd
∂l∂kρ(z)f(x− 2−jz) dz = 22j

∫
Rd
∂l∂kρ(z)f(x+ 2−jz) dz.

Therefore, it follows that

(52.30) ∂l∂kfj(x) = 22j
∫
Rd
∂l∂kρ(z)

(
f(x+ 2−jz) + f(x− 2−jz)− 2f(x)

)
dz.

As a result we have

(52.31) ∥∂l∂kfj∥BC ≲ 22j(2−α)∥f∥C̃α .

By (52.28) and (52.31), we have

(52.32) |∂kfj(x)− ∂kfj+1(x)− ∂kfj(y) + ∂kfj+1(y)| ≲ min(2j(2−α)|x− y|, 2j(1−α))∥f∥C̃α .

Since ρ is smooth, it is easy to see

(52.33) |∂kf0(x)− ∂kf0(y)| ≲ min(|x− y|, 1)∥f∥C̃α .

If we add (52.32) over j ∈ N and use (52.33), then we obtain the desired estimate. □

Exercise 252. Show that by using a Hamel basis, that is, a collection {xλ}λ∈Λ which is Q-
linearly independent and Q-spans R to show that there exists a non-continuous function such

that f

(
x+ y

2

)
=

1

2
(f(x) + f(y)).

Definition 52.6 (Cα(Rd) for α > 0). Let α > 0. Then define Cα(Rd) to be the set of all
functions f : Rd → C such that f ∈ Cmax([α]−1,0) and that ∥f∥Cα redefined in (52.34) is finite.

(52.34) ∥f∥Cα := ∥f∥Cmax([α]−1,0) +
∑
β∈N0

d

|β|≤max(α−1,0)

∥∂βf∥C̃α−[α]+1 .

Exercise 253. Let τ ∈ C∞(Rd) be a cutoff function that equals 1 near the origin and 0 suffi-

ciently away from the origin. Set F (x) = |x|τ(x). Then show that F ∈ C̃1 \ C1.

Note that from Theorem 52.5 the norms (52.17) and (52.34) are equivalent.
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52.3. Interpolation of Hölder spaces.

Theorem 52.7. Let l,m ∈ N and 0 < θ < 1. If l < m, then we have

(52.35) (Cl(Rd), Cm(Rd))θ,∞ = Cl(1−θ)+mθ(Rd).

Proof. Some inequalities on convolution. Denote by Dh the set translation operator f ∈
BC(Rd) 7→ f(· − h) ∈ BC(Rd). Given f ∈ BC(Rd), we define

(52.36) ft(x) =

∫
Rd
τ(y)[(Dty − 1)M + 1]f(x) dy,

where τ ∈ C∞
c,+(Rd) is an even function with integral 1 and M is sufficiently large. By a change

of variables we obtain

(52.37) ft(x) =

∫
Rd
ρ(y)f(x− ty) dy,

where ρ ∈ C∞
c,+(Rd) is an even function with integral 1.

Assume that [l(1−θ)+mθ] is even. Suppose that f ∈ C̃l(1−θ)+mθ(Rd). Let β ∈ N0 such that
|β| is an odd integer greater than [l(1 − θ) +mθ]. Let γ be an multiindex less than β whose
length is [l(1− θ) +mθ]− 1. Then we have

∂βft(x) = −∂β−γ
∫
Rd
ρ(y)∂γf(x− ty) dy

= −t−|β|+|γ|
∫
Rd
∂β−γρ(y)∂γf(x− ty) dy

= −1

2
t−|β|+|γ|

∫
Rd
∂β−γρ(y) (∂γf(x− ty) + ∂γf(x+ ty)− 2∂γf(x)) dy

by symmetry of ρ. As a result we obtain

(52.38) ∥∂βf∥BC ≲ tl(1−θ)+mθ−|β|∥f∥C̃mθ
for all β such that it is sufficiently large and odd. If [l(1 − θ) +mθ] is odd, then reverse odd
and even in the above calculation. The result is

(52.39) ∥∂βf∥BC ≲ tl(1−θ)+mθ−|β|∥f∥C̃mθ
for all β such that it is sufficiently large and even. In the same way we obtain

(52.40) ∥ft − f∥Cl ≲ tl(1−θ)+mθ ∥f∥C̃2θ ,

using ft(x)− f(x) =
∫
Rd
τ(y)(Dty − 1)Mf(x) dy. By the interpolating inequality we obtain

(52.41) ∥∂βf∥BC ≲ tl(1−θ)+mθ−|β| ∥f∥C̃2θ ,

whether [mθ] is even or not. Therefore,

(52.42) ∥ft∥CM ≲M tl(1−θ)+mθ−M∥f∥C̃2θ

for 0 < t ≤ 1.

As a result, we obtain

(52.43) K(t, f ;Cl, Cm) ≤ ∥f − f m−l√t∥Cl + t∥f m−l√t∥Cm ≲ tθ∥f∥C̃l(1−θ)+mθ ,

if 0 < t < 1 and

(52.44) K(t, f ;Cl, Cm) ≤ ∥f∥Cl ≤ tθ
∥∥∥f : C̃l(1−θ)+mθ

∥∥∥
if t ≥ 1. Thus, we conclude f ∈ (Cl, Cm)θ,∞.



A HANDBOOK OF HARMONIC ANALYSIS 499

Let us prove the reverse inequality. Let f ∈ (Cl, Cm)θ,∞. Then from the definition of the K-
functional f can be split into the sum of a bounded continuous function f0 and a Cm-function
f1 satisfying

(52.45) ∥f0∥Cl + |x− y|m−l∥f1∥C m ≤ 2 |x− y|(m−l)θ∥f∥(Cl,Cm)θ,∞ .

With this preparation in mind, we shall prove the reverse inequality by induction on [mθ].

Assume first that mθ < 2. Then, if we set z =
x+ y

2
, then we obtain

|∂γf(x) + ∂γf(y)− 2∂γf(z)|
≤ |∂γf0(x) + ∂γf0(y)− 2∂γf0(z)|+ |∂γf1(x) + ∂γf1(y)− 2∂γf1(z)|

≤ 4∥f∥Cl + |x− y|m−l∥f∥C m

≤ 8∥f∥(Cl,Cm)θ,∞ .

Assume that k ≥ 2 and

(52.46) (Cl(Rd), Cm(Rd))θ,∞ = Cmθ(Rd)

holds for θ with (m− l)θ < k. Assume that θ satisfies k ≤ (m− l)θ < k + 1. Let θ0 =
k − 1

m− l
.

Define η by θ = (1− η)θ0 + η. Since

(52.47) (m− l − k + 1)η = (m− l)η(1− θ0) = (m− l)(θ − θ0) < k + 1− (k − 1) = 2,

we can use the induction assumption to obtain

(Cl(Rd), Cm(Rd))θ,∞ = ( [Cl(Rd), Cm(Rd)]η0,∞, Cm(Rd)(Rd))θ,∞
= (Cmθ0(Rd), Cm(Rd))η,∞
⊂ Cmθ0(1−η)+mη(Rd)

= Cmθ(Rd).
This is the desired result. □

53. Morrey spaces

Now we turn to Morrey spaces, which we took up earlier in Exercise 67. Let us recall the
definition of the norm.

Definition 53.1. Let 1 ≤ q ≤ p <∞. For an Lqloc(Rd)-function f the Morrey norm is defined
by

(53.1) ∥f∥Mp
q
:= sup

x∈Rd, r>0

|B(x, r)|
1
p−

1
q

(∫
B(x,r)

|f(y)|q dy

) 1
q

.

The Morrey spaceMp
q(Rd) is the set of all Lq(Rd)-locally integrable functions f for which the

norm ∥f∥Mp
q
is finite.

Exercise 254. Let f ∈Mp
q(Rd1) and g ∈Mp

q(Rd2). Show that h = f ⊗ g ∈Mp
q(Rd1+d2), where

we have defined h(x, y) := f(x)g(y).

Exercise 255. Let 1 ≤ q ≤ p <∞.

(1) Let B be an open ball. Then show that ∥χB∥Mp
q
= ∥χB∥p.

(2) Let g ∈ L∞(Rd). Show that the operator norm f ∈ Mp
q(Rd) 7→ g · f ∈ Mp

q(Rd) is
∥g∥∞.
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53.1. Boundedness of maximal operators.

Now we present a typical argument proving the Morrey-boundedness.

Theorem 53.2. Let 1 < q ≤ p <∞. Then

(53.2) ∥Mf∥Mp
q
≲p,q ∥f∥Mp

q

for all f ∈Mp
q(Rd).

Proof. For the proof we have only to show, from the definition, that

(53.3) |Q|
1
p−

1
q

(∫
Q

Mf(y)q dy

) 1
q

≲ ∥f∥Mp
q
, Q ∈ Q.

Write f = f1 + f2, where f1 = f on 5Q and f2 = f outside 5Q. The estimate of (53.3) can be
decomposed into

|Q|
1
p−

1
q

(∫
Q

Mf1(y)
q dy

) 1
q

≲ ∥f∥Mp
q

(53.4)

|Q|
1
p−

1
q

(∫
Q

Mf2(y)
q dy

) 1
q

≲ ∥f∥Mp
q
.(53.5)

As we have shown, M is Lq(Rd)-bounded. Thus (53.4) can be shown easily ;

|Q|
1
p−

1
q

(∫
Q

Mf1(y)
q dy

) 1
q

≤ |Q|
1
p−

1
q

(∫
Rd
Mf1(y)

q dy

) 1
q

≲ |Q| 1p− 1
q

(∫
5Q

|f(y)|q dy
) 1
q

≲ |5Q| 1p− 1
q

(∫
5Q

|f(y)|q dy
) 1
q

≲ ∥f∥Mp
q
.

To prove (53.5) we have to keep in mind the following fundamental geometric observation.

If R ∈ Q is a cube that meets both Q and Rd \ 5Q, then ℓ(R) ≥ 2ℓ(Q) and
2R ⊃ Q.

This geometric observation yields

(53.6) Mf2(y) ≲ sup
Q⊂R∈Q

1

|R|

∫
R

|f(y)| dy.

If we insert this inequality to (53.5), then we obtain

|Q|
1
p−

1
q

(∫
Q

Mf2(y)
q dy

) 1
q

≲ |Q| 1p sup
Q⊂R∈Q

1

|R|

∫
R

|f(y)| dy.

Taking into accountMp
q(Rd) ↪→M

p
1(Rd), we see that

(53.7) |Q|
1
p−

1
q

(∫
Q

Mf2(y)
q dy

) 1
q

≲ sup
R∈Q
|R|

1
p−1

∫
R

|f(y)| dy = ∥f∥Mp
1
≤ ∥f∥Mp

q
.

Consequently (53.5) is proved. □
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53.2. Morrey’s lemma.

Theorem 53.3 (Morrey’s lemma). Suppose that u is a C1-function.

(53.8) |u(y)− u(x)| ≲ r(B)1−
d
p

(∫
2B

|Du(z)|p dz
) 1
p

for all x ∈ B.

Proof. Instead of proving (53.8) directly we have only to prove

(53.9)
1

|B|

∫
B

|u(y)− u(x)| dy ≲ ℓ(B)1−
d
p

(∫
2B

|Du(z)|p dz
) 1
p

,

where B is a ball with center x. To prove this, fix any point w ∈ Sd−1. Then if 0 < s < r(B),

|u(x+ sω)− u(x)| =
∣∣∣∣∫ s

0

d

dt
u(x+ tω) dt

∣∣∣∣ = ∣∣∣∣∫ s

0

Du(x+ tω) · ω dt
∣∣∣∣ ≤ ∫ s

0

|Du(x+ tω)| dt.

Hence ∫
Sd−1

|u(x+ sω)− u(x)| dω ≤
∫ s

0

(∫
Sd−1

|Du(x+ sω)| dω
)
dt

=

∫ s

0

(∫
Sd−1

|Du(x+ sω)| t
d−1

td−1
dω

)
dt.

Let y = x+ tω, so that t = |x− y|. Then converting from polar coordinates, we have∫
Sd−1

|u(x+ sω)− u(x)| dω ≤
∫
B(x,s)

|Du(y)|
|x− y|d−1

dy ≤
∫
B(x,r)

|Du(y)|
|x− y|d−1

dy.

Multiply by sd−1 and integrate from 0 to r(B) with respect to s :

(53.10)

∫
B

|u(y)− u(x)| dy ≲ rd
∫
B

|Du(y)|
|x− y|d−1

dy.

Therefore,

(53.11)

∫
B

|u(x)− u(y)| dy ≲ rd
(∫

B

|Du(y)|p dy
) 1
p
(∫

B

|x− y|−
p(d−1)
p−1 dy

) p−1
p

≲ r1+d−
d
p .

This is the desired result. □

53.3. Fractional integral operators.

Morrey spaces, the BMO space and Hölder spaces stand in a line. More precisely, we
formulate this as follows:

Theorem 53.4 (Boundedness of the fractional integral operators Iα and the modified fractional

integral operators Ĩα). Suppose that 1 ≤ q ≤ p <∞ and 0 < α < d. Define

(53.12) Iαf(x) :=

∫
Rd

f(y)

|x− y|d−α
dy, Ĩαf(x) :=

∫
Rd

(
1

|x− y|d−α
− χQ0

c(y)

|x0 − y|d−α

)
f(y) dy,

where Q0 is a fixed cube centered at x0.

(1) (Subcritical case) Let 1 < q ≤ p < d

α
. Assume that the parameters s, t satisfy

(53.13) 1 < t ≤ s <∞, 1
s
=

1

p
− α

d
,
t

s
=
q

p
.

Then

(53.14) ∥Iαf∥Ms
t
≲ ∥f∥Mp

q
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for every (positive) f ∈Mp
q(Rd). The same can be said for Mα, where Mα is given by

(17.19).

(2) (Critical case) Assume that 1 ≤ q ≤ p = d

α
. Then

(53.15) ∥Ĩαf∥∗ ≲ ∥f∥Mp
q

for every f ∈Mp
q(Rd), where ∥ · ∥∗ denotes the BMO(Rd)-norm given by

(53.16) ∥g∥∗ = sup
Q∈Q

mQ(|g −mQ(g)|).

(3) (Supercritical case) Assume that 0 < α− d

p
< 1 and that 1 ≤ q ≤ p <∞. Then

(53.17)
∥∥∥Ĩαf∥∥∥

Lip
α− d

p

≲ ∥f∥Mp
q

for every f ∈Mp
q(Rd), where we denoted

(53.18) ∥g∥Lip(θ) = sup

{
|g(x)− g(y)|
|x− y|θ

: x, y ∈ Rd, x ̸= y

}
, 0 < θ < 1

for a function g.

Here we content ourselves with proving (2), other results being proved similarly. The asser-
tion for Mα follows immediately from that for Iα. So we omit the proof.

Proof. We have to prove

(53.19) mQ(|Ĩαf −mQ(Ĩαf)|) ≲ ∥f∥Md/α
q

for all cubes Q. For the proof we may assume q <
d

α
because we always have

(53.20) ∥f∥Md/α
q
≤ ∥f∥Md/α

d/α

= ∥f∥Ld/α .

We decompose f according to 2Q as usual. That is, we split f = f1 + f2 with f1 = χ2Q · f and
f2 = f − f1. By virtue of the triangle inequality our present task is partitioned into proving

(53.21) mQ(|Ĩαf1 −mQ(Ĩαf1)|) +mQ(|Ĩαf2 −mQ(Ĩαf2)|) ≲ ∥f∥Md/α
q
.

Then the estimate for f1 is simple. Indeed, to estimate f1, we define an auxiliary index w ∈
(q,∞) by

1

w
=

1

q
− α

d
. By the triangle inequality and the Hölder inequality, we have

(53.22) mQ(|Iαf1 −mQ(Iαf1)|) ≤ 2mQ(|Iαf1|) ≤ 2m
(w)
Q (|Iαf1|),

where we wrote

(53.23) m
(w)
Q (F ) :=

(
1

|Q|

∫
Q

F (x)w dx

) 1
w

for positive measurable functions F . By using the Lq(Rd)-Lw(Rd) boundedness of the fractional
integral operator we obtain

mQ(|Iαf1 −mQ(Iαf1)|) ≲
(

1

|Q|

∫
Rd
|Iαf1(x)|w dx

)1/w

≲ m2Q(|f |q)1/w ≲ ∥f∥
M

d
α
q

.

For the proof of the second inequality, we write the left-side out in full.
(53.24)

mQ(|Iαf2 −mQ(Iαf2)|) =
1

|Q|2

∫
Q

∣∣∣∣∣
∫∫

Q×(Rd\2Q)

(
f(z)

|x− z|d−α
− f(z)

|y − z|d−α

)
dy dz

∣∣∣∣∣ dx.
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First, we bound the right-hand side with the triangle inequality and arrange it. Then the
right-hand side is majorized by

(53.25)
1

|Q|2

∫∫∫
Q×Q×(Rd\2Q)

|f(z)| ·
∣∣∣∣ 1

|x− z|d−α
− 1

|y − z|d−α

∣∣∣∣ dx dy dz.
By virtue of the mean value theorem, we have

(53.26)

∣∣∣∣ 1

|x− z|d−α
− 1

|y − z|d−α

∣∣∣∣ ≲ |x− y|
|z − zQ|d−α+1

≤ ℓ(Q)

|z − zQ|d−α+1
.

Thus, inserting this inequality gives us

(53.27) mQ(|Iαf2 −mQ(Iαf2)|) ≲ ℓ(Q)

∫
Rd\2Q

|f(z)|
|z − zQ|d−α+1

dz.

By the comparison lemma, the integral of the right-hand side is bounded by
(53.28)∫ ∞

2ℓ(Q)

(∫
B(zQ,ℓ)

|f(z)| dz

)
dℓ

ℓd−α+2
≲ ∥f∥

M
d
α
1

·
∫ ∞

ℓ(Q)

dℓ

ℓ2
= ℓ(Q)−1∥f∥

M
d
α
1

≤ ℓ(Q)−1∥f∥
M

d
α
q

.

Thus, the estimate of the second inequality is complete and the proof is concluded. □
Remark 53.5. In the critical case and the subcritical case, we need to use the modified
fractional maximal operators. However, if we assume that f ∈ L∞

c (Rd), then we can use the
usual fractional maximal operators.

Exercise 256. Keep to the same condition as above.

(1) Prove (1). Hint : Reexamine the argument of the assertion corresponding to Lp(Rd).
We can prove

(53.29) Iαf(x) ≲Mf(x)
p
s ∥f∥1−

p
s

Mp
1
≤Mf(x)

p
s ∥f∥1−

p
s

Mp
q
.

(2) Prove (3) by mimicking the proof of (2).

53.4. Singular integral operators.

Finally we extend the domain of singular integral operators to Morrey spaces. To do this, we
use duality. Note that the Morrey spaceMp

q(Rd) contains Lp(Rd). Therefore, it is yet for T to

be defined onMp
q(Rd). Although the structure of the dual space ofMp

q(Rd) is not known, the
predual, whose dual space isMp

q(Rd), is known. Note that the operation taking dual reverses
the inclusion : X ⊂ Y implies X∗ ⊃ Y ∗. Therefore, we are to define singular integral by means
of duality. We introduce the predual spaces via blocks, whose definition dates back to [497].

Definition 53.6. Let 1 ≤ p ≤ q < ∞. A measurable function A is said to be a (p, q)-block if
there is a cube Q that supports A and

(53.30) ∥A∥q ≤ |Q|
1
q−

1
p .

As is easily verified by Hölder’s inequality, any (p, q)-block has Lp(µ) norm less than 1.

Definition 53.7. Let 1 ≤ p ≤ q <∞. Then define a function space Hpq(Rd) by
(53.31)

Hpq :=

f ∈ Lp(Rd) : f =
∑
j∈N0

λjAj , {λj} ∈ ℓ1, Aj is a (p, q)-block for all j ∈ N0

 .

Define ∥f∥Hp
q
for f ∈ Hpq(Rd) as

(53.32) ∥f∥Hp
q
= inf

λ
∥λ∥ℓ1 ,
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where λ runs over the admissible expression

(53.33) f =
∑
j∈N0

λjAj , {λj} ∈ ℓ1, Aj is a (p, q)-block for all j ∈ N0.

Note that Hpq(Rd) is embedded continuously into Lp(Rd) by its definition. The dual of

Hpq(Rd) isM
p′

q′ (Rd) in the following sense.

Theorem 53.8. Suppose that 1 < q ≤ p <∞.

(1) Let f ∈ Mp
q(Rd). Then the mapping Lf : g 7→

∫
Rd
f(x)g(x) dx defines a continuous

functional on Hp
′

q′ .

(2) Conversely every continuous functional L on Hp
′

q′ can be realized with f ∈Mp
q(Rd).

(3) The correspondence f ∈Mp
q(Rd) 7→ Lf ∈ (Hp

′

q′ (Rd))′ is an isomorphism. Furthermore

(53.34) ∥f∥Mp
q
= sup
g∈Hp′

q′\{0}

1

∥g∥Hp′
q′

∣∣∣∣∫ f · g
∣∣∣∣ , ∥g∥Hp′

q′
= sup
f∈Mp

q\{0}

1

∥f∥Mp
q

∣∣∣∣∫ f · g
∣∣∣∣

Proof. The proof of (1) is simple so we omit it. In fact it is straightforward to show that
|Lf |∗ ≤ ∥f∥Mp

q
.

Take a cube Q0 and let Qj = 2jQ0. For the sake of the simplicity we denote Lq
′
(Qj) by the

set of Lq
′
functions supported on Qj . Since we can regard the element in Lq

′
(Qj) as a (p′, q′)-

block modulo multiplicative constant, the functional g 7→ L(g) is well defined and bounded on

Lq
′
(Qj). Thus Riesz’s representation theorem we can find fj such that L(g) =

∫
Qj

fj · g for all

g ∈ Lq(Qj). By the uniqueness of this theorem we can find an Lqloc(Rd) function f such that
f |Qj = fj a.e..

We shall prove that f ∈Mp
q(Rd). For this purpose we take Q and estimate

(53.35) I := |Q|
1
p−

1
q

(∫
Q

|f |q
) 1
q

For a fixed cube Q and a fixed function f we set g(x) := χQ(x)sgn(f(x))|f(x)|q−1. Then we
can write

(53.36) I = |Q|
1
p−

1
q

(∫
Q

f · g
) 1
q

= |Q|
1
p−

1
q (L(g))

1
q .

Notice that
|Q|

1
p−

1
q

∥g∥q′
g is a (p′, q′)-atom. Hence we have |L(g)| ≤ |L|∗|Q|−

1
p+

1
q ∥g∥q′ . As a result

we have I ≤ |L|∗. This is the desired result. The proof of (3) is included in the proofs of (1)
and (2). □

Since Hpq(Rd) is a subset of Lp(Rd), the domain of a singular integral operator T contains

Hpq(Rd).

Theorem 53.9. Let 1 < p ≤ q <∞. Let T be a singular integral operator. Then T , which is
defined a priori on Lp(Rd), is bounded on Hpq(Rd).
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Proof. We have only to prove the assertion in the block level. That is, given a block a, which

is supported on a cube Q and satisfies ∥a∥q ≤ |Q|
1
q−

1
p , we need only show

(53.37) ∥Ta∥Hp
q
≲ 1.

Note that T is a bounded operator on Lq(Rd) and hence χ2Q · Ta is a (p, q)-block modulo
multiplicative constants. Furthermore

(53.38) |χRd\2Q(x) · Ta(x)| ≲
|Q|1−

1
pχRd\2Q(x)

|x− c(Q)|d
≲

∞∑
j=1

2−j(1−
1
p )χ2jQ(x) · |2jQ|−

1
p .

With this decomposition, we conclude that ∥Ta∥Hp
q
≲ 1. □

Definition 53.10. Let 1 < q ≤ p <∞. Given a singular operator T , extend it toMp
q(Rd) by

the formula

(53.39)

∫
Rd
Tf(x)g(x) dx =

∫
Rd
f(x)T ∗g(x) dx

for all g ∈ Hp
′

q′ , where T
∗ is a formal adjoint whose kernel is given by (x, y)→ K(y, x).

Theorem 53.11. Suppose that 1 < q ≤ p <∞. Let T be a singular integral operator. Then T
is bounded onMp

q(Rd).

Proof. By the Hahn-Banach theorem, for all f ∈ Mp
q(Rd), we can find g ∈ Hp

′

q′ (Rd) with unit
norm such that

(53.40) ∥Tf∥Mp
q
=

∫
Tf · g.

By using the formal adjoint, we obtain

(53.41) ∥Tf∥Mp
q
=

∫
f · T ∗g ≤ ∥f∥Mp

q
· ∥T ∗g∥Hp′

q′
.

Now that T ∗ is bounded on Hp
′

q′ , we see, taking into account that g has unit norm, that

(53.42) ∥Tf∥Mp
q
=

∫
f · T ∗g ≲ ∥f∥Mp

q
,

which is the desired result. □

54. Commutators

In this section we take up an operator of the form

(54.1) [a, T ]f(x) =

∫
Rd
(a(x)− a(y))K(x, y)f(y) dy,

where T is a singular integral operator whose kernel is K and a ∈ BMO(Rd). Such an operator
[a, T ] is called a commutator. Assume in addition that Kf(x) :=

∫
Rd K(x, y)f(y) dy defines an

Lp(Rd)-bounded operator. The aim of this section is to apply the sharp maximal inequality
(see Theorem 20.5) to prove the boundedness of this operator. Because of the singularity of
the kernel of [a, T ], we have to begin with the task of making clear what (54.1) means.



506 YOSHIHIRO SAWANO

54.1. Commutators generated by BMO and singular integral operators.

Keeping in mind that we are going to use the sharp maximal operator M ♯ (see (20.1) for its
definition), let us fix a cube Q. Although BMO(Rd) differs from L∞(Rd), it is still quite close
to L∞(Rd). Once we choose a cube Q, any element in BMO(Rd) is Lu(dx|Q), for all u < ∞
because of the John Nirenberg inequality. In view of this observation we are tempted to rewrite
(54.1) as follows :

(54.2) [a, T ]f(x) = (a(x)−mQ(a))

∫
Rd
K(x, y)f(y) dy −

∫
Rd
K(x, y)(a(y)−mQ(a))f(y) dy.

The first term of this formula seems nice, because K is assumed Lp(Rd)-bounded. However,
we are still at a loss because (a−mQ(a))f does not belong to Lp(Rd). Thus, we have to work
more. We decompose the above formula once more;

[a, T ]f(x) = (a(x)−mQ(a))

∫
Rd
K(x, y)f(y) dy

− T [(a−mQ(a))χ2Q · f ](x)−
∫
Rd\2Q

K(x, y)(a(y)−mQ(a))f(y) dy.

Now that x ∈ Q and (a − mQ(a))χ2Q · f ∈ Lq(Rd) for some 1 < q < p by virtue of the
John-Nirenberg inequality, it looks nice. The integral of the third term does not contain the
singularity. Speaking more precisely, we have∫

Rd\2Q
|K(x, y)(a(y)−mQ(y))f(y)| dy ≲

∞∑
j=1

1

(2jℓ(Q))d

∫
2j+1Q\2jQ

|a(y)−mQ(y)| · |f(y)| dy

≲
∞∑
j=1

∥f∥p
(2jℓ(Q))d

(∫
2j+1Q\2jQ

|a(y)−mQ(y)|p
′
dy

) 1
p′

≲
∞∑
j=1

j

(2jℓ(Q))
d
p

∥a∥∗∥f∥p

≲ ∥a∥∗ · ∥f∥p
ℓ(Q)

d
p

.

Therefore, this is an appropriate candidate of the definition of [a, T ]f .

To justify the observation above, we shall prove the following lemma.

Lemma 54.1. Given a cube Q, we set

SQf(x) := (a(x)−mQ(a))

∫
Rd
K(x, y)f(y) dy

− T [(a−mQ(a))χ2Q · f ](x)−
∫
Rd\2Q

K(x, y)(a(y)−mQ(a))f(y) dy.

Then if Q and R are cubes with Q ⊂ R, then we have

(54.3) SQf(x) = SRf(x)

for almost every x ∈ Q(⊂ R).

Proof. It is not so hard to see

SQf(x) = (a(x)−mR(a))

∫
Rd
K(x, y)f(y) dy

− T [(a−mR(a))χ2Q · f ](x)−
∫
Rd\2Q

K(x, y)(a(y)−mR(a))f(y) dy.
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Therefore we have

SQf(x)− SRf(x) = T [(a−mR(a))χ2R\2Q · f ](x)−
∫
2R\2Q

K(x, y)(a(y)−mR(a))f(y) dy.

By the kernel condition this is equal to 0. The lemma is therefore proved. □

Definition 54.2. Set Q(j) := {x ∈ Rd : max(|x1|, |x2|, . . . , |xd|) ≤ j} for j ∈ N. Given
a ∈ BMO(Rd) and a singular integral operator T with associated kernel K, define

[a, T ]f(x) := lim
j→∞

(a(x)−mQ(j)(a))

∫
Rd
K(x, y)f(y) dy

− T [(a−mQ(j)(a))χ2Q(j) · f ](x)−
∫
Rd\2Q(j)

K(x, y)(a(y)−mQ(j)(a))f(y) dy.

Note that the above definition makes sense because the limit exists for a.e. x ∈ Rd. In view
of Lemma 54.1, the following proposition is clear.

Proposition 54.3. If R is a cube, then we have

[a, T ]f(x) = (a(x)−mR(a))

∫
Rd
K(x, y)f(y) dy

− T [(a−mR(a))χ2R · f ](x)−
∫
Rd\2R

K(x, y)(a(y)−mR(a))f(y) dy

for a.e. x ∈ R.

Now we prove the boundedness of commutators, where we present an application of the
sharp maximal inequality.

Theorem 54.4. Let 1 < p < ∞. Then [a, T ] is Lp(Rd)-bounded and it satisfies the norm
estimate

(54.4) ∥ [a, T ] ∥Lp→Lp ≲T ∥a∥∗.

Proof. We may assume that f ∈ L∞
c (Rd). Now let us estimate of M ♯([a, T ]f). To do this, we

use the decomposition of [a, T ]f for a given cube Q above. First we write

F1(x) := (a(x)−mQ(a))

∫
Rd
K(x, y)f(y) dy

F2(x) := T [(a−mQ(a))χ2Q · f ](x)

F3(x) :=

∫
Rd\2Q

K(x, y)(a(y)−mR(a))f(y) dy

for the sake of simplicity. Let 1 < r < p be an auxiliary parameter fixed throughout.

We treat F1. Let us recall that we have been writing

(54.5) m
(t)
Q (G) =

(
1

|Q|

∫
Q

G(x)t dx

) 1
t

, M (t)F (x) =M [|F |t](x) 1
t

for t > 0 and measurable functions F,G with G ≥ 0. Under this notation we have

(54.6) mQ(|F1−mQ(F1)|) ≤ 2mQ(|F1|) ≤ m(r′)
Q (|a−mQ(a)|)·m(r)

Q (|Kf |) ≲ ∥a∥∗M (r)[Kf ](x).

As for F2, we use the L
√
r-boundedness of T as well.

mQ(|F2 −mQ(F2)|) ≤ 2mQ(|F2|) ≤ 2m
(r)
Q (|F2|) ≤

2

|Q|
∥T [(a−mQ(a))χ2Q · f ] ∥√r.
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We now make use of the John-Nirenberg inequality :

mQ(|F2 −mQ(F2)|) ≲ m
(
√
r)

2Q (|(a−mQ(a))f |) ≲ ∥a∥∗M (r)f(x).

Finally for the estimate of F3, we take full advantage of the oscillation property of M ♯. Note
that if x, y ∈ Q then we have

(54.7) |F3(x)− F3(y)| ≲
∫
Rd\2Q

|K(x, z)−K(x, y)| · |a(z)−mR(a)| · |f(z)| dz.

Let ℓ ≤ 2ℓ(Q). Then, by the Hölmander condition of the kernel K,

(54.8)
1

|z − cQ|d+1
= (d+ 1)

∫ ∞

0

χB(cQ,ℓ)(z) dℓ

ℓd+2
,

and the fact that Rd \ 2Q ∩B(x, ℓ) = ∅, we have

|F3(x)− F3(y)| ≲ ℓ(Q)

∫
Rd\2Q

|a(z)−mR(a)| · |f(z)|
|z − cQ|d+1

dz

≲ ℓ(Q)

∫ ∞

2ℓ(Q)

(
1

ℓd+2

∫
B(cQ,ℓ)

|a(z)−mR(a)| · |f(z)| dz

)
dℓ.

If we invoke the John-Nirenberg inequality, then we obtain

|F3(x)− F3(y)|

≲ ℓ(Q)

∫ ∞

2ℓ(Q)

 1

ℓd+2

(∫
B(cQ,ℓ)

|a(z)−mR(a)|r
′
dz

) 1
r′
(∫

B(cQ,ℓ)

|f(z)|r dz

) 1
r

 dℓ

≲ ℓ(Q) ∥a∥∗ ·M (r)f(x)

∫ ∞

2ℓ(Q)

log

(
2 +

ℓ

ℓ(Q)

)
dℓ

ℓ2

≲ ∥a∥∗M (r)f(x),

which leads us to a key pointwise estimate

(54.9) M ♯([a, T ]f)(x) ≲ ∥a∥∗
(
M (r)[Tf ](x) +M (r)f(x)

)
.

Now that min( |[a, T ]f |, 1 ) ∈ Lp(Rd), we are in the position of applying the sharp maximal
inequality to obtain

(54.10) ∥ [a, T ]f ∥p ≲ ∥M ♯([a, T ]f)∥p.

Since M and T are bounded on Lq(Rd) with 1 < q <∞, it follows that

(54.11) ∥M ♯([a, T ]f)∥p ≲ ∥a∥∗
(
∥M [ |Tf |r ]∥p/rr + ∥M [ |f |r ]∥p/rr

)
≲ ∥a∥∗∥f∥p.

Putting together (54.10) and (54.11), we obtain the desired estimate. □

54.2. Compactness.

Now we consider commutators which are compact.

Definition 54.5. The vanishing mean oscillation space VMO is the set of all BMO(Rd) func-
tions f for which there exists a sequence {fj}j∈N of C∞

c (Rd) that approximates f in the
BMO(Rd) norm :

(54.12) lim
j→∞

∥f − fj∥BMO(Rd) = 0.

Theorem 54.6. Let a ∈ VMO and T a singular integral operator. Then [a, T ] is an Lp(Rd)-
compact operator.
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Proof. Reduction Let {aj}j∈N be a sequence of compactly supported functions such that

lim
j→∞

∥a− aj∥BMO(Rd) = 0. Then we have

(54.13) ∥ [a, T ]− [aj , T ]∥B(Lp) ≲ ∥a− aj∥BMO(Rd)→ 0

as j →∞. Therefore, it follows that a can be assumed compact.

Truncation procedure 1 Define

(54.14) [a, T ]εf(x) :=

∫
Rd\B(x,ε)

(a(x)− a(y))K(x, y)f(y) dy.

Then, since we are assuming a ∈ C∞
c (Rd), we have

|([a, T ]− [a, T ]ε)f(x)| =
∫
B(x,ε)

|(a(x)− a(y))K(x, y)f(y)| dy ≲
∫
B(x,ε)

|f(y)|
|x− y|d−1

dy.

Assume for the time being that d ≥ 2. Now we use the comparison lemma to obtain∫
B(x,ε)

|f(y)|
|x− y|d−1

dy = (d− 1)

∫ ∞

0

1

ℓd

(∫
B(x,min(ε,ℓ))

|f(y)| dy

)
dℓ

≤ (d− 1)

∫ ∞

0

|B(x,min(ε, ℓ))|
ℓd

Mf(x) dℓ

≲ εMf(x).

Therefore, this pointwise estimate together with the Lp(Rd)-boundedness of the maximal op-
erator immediately leads us to

(54.15) ∥ [a, T ]− [a, T ]ε ∥B(Lp) ≲ ε.

Therefore, [a, T ]ε approximates [a, T ] in the norm topology. As a consequence the matters are
reduced to showing the compactness of [a, T ]ε.

Truncation procedure 2 Let R > ε. Then define

(54.16) [a, T ]Rε f(x) :=

∫
B(x,R)\B(x,ε)

(a(x)− a(y))K(x, y)f(y) dy.

Set S := supp (a) and assume that R is large enough as to be B(x,R) ⊂ S. Then, using a
rough estimate |a(x)− a(y)| ≲ (χS(x) + χS(y)) we have

| [a, T ]εf(x)− [a, T ]Rε f(x)| =
∫
Rd\B(x,R)

|(a(x)− a(y))K(x, y)f(y)| dy

≲
∫
Rd\B(x,R)

χS(x) + χS(y)

|x− y|d
|f(y)| dy

∼ χS(x)
∫
Rd

|f(y)|
(R+ |x− y|)d

dy

∼ χS(x)∥f∥p
(∫

Rd

dy

(R+ |x− y|)dp′
) 1
p′

≃ R− d
pχS(x)∥f∥p.

As a consequence

(54.17) ∥ [a, T ]ε − [a, T ]Rε ∥B(Lp) ≲ R− d
p .

Letting R → ∞, we see that [a, T ]Rε approximates [a, T ]ε in the norm topology. Therefore,
all we have to prove is the compactness of [a, T ]Rε . However, the kernel of this operator is
compactly supported and bounded. Therefore, it is true that [a, T ]Rε is compact. □
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54.3. Another type of commutators.

Commutators generated by BMO(Rd) functions and fractional integral operators. Now let us
replace the singular integral operator T by the fractional integral operator Iα. Recall that the
definition of Iα is given by

(54.18) Iαf(x) =

∫
Rd

f(y)

|x− y|d−α
dy

as long as it makes sense. We will see the analogy with the boundedness of Iα.

Definition 54.7. Let 0 < α < d and a ∈ BMO(Rd). Then define

(54.19) [a, Iα]f(x) :=

∫
Rd

a(x)− a(y)
|x− y|d−α

f(y) dy.

The following lemma can be shown.

Lemma 54.8. Let a ∈ BMO(Rd), 0 < α < d and 0 < r <∞. Then

(54.20) M ♯[a, Iα]f(x) ≲r Mr[Iαf ](x) +Mαf(x),

where Mα is the fractional maximal operator of order α see (17.19).

Theorem 54.9. Let a ∈ BMO(Rd). Suppose that the parameters p, q, α satisfy

(54.21) 1 < p, q <∞, 0 < α < d,
1

q
=

1

p
− α

d
.

Then [a, Iα] is an Lp(Rd)-Lq(Rd) bounded operator. If we assume in addition that a ∈ VMO,
then [a, Iα] is an Lp(Rd)-Lq(Rd) compact operator.

Proof of Lemma 54.8 and Theorem 54.9. The proof is analogous to the case of [a, T ]. The
proof is omitted. □

Theorem 54.10. Let b ∈ Lipγ with 0 < γ < 1.

(1) Suppose that T is a singular integral operator and the parameters p, q satisfy

(54.22) 1 < p, q <∞, 1
q
=

1

p
− γ

d
.

Then [b, T ] is an Lp(Rd)-Lq(Rd) bounded operators.
(2) Suppose that 0 < α < d− γ and the parameters p, q satisfy

(54.23) 1 < p, q <∞, 1
q
=

1

p
− α+ γ

d
.

Then [b, Iα] is an Lp(Rd)-Lq(Rd) bounded operators.

Proof. We concentrate on (1), the proof of (2) being totally analogous. Note that the kernel is
bounded by the constant multiple of |x− y|d−γ . Therefore, we have

(54.24) | [b, T ]f(x) | ≲ Iγf(x).

Thus, the matters are reduced to the boundedness of Iγ , which is already established. □

Notes and references for Chapter 23.

For Hardy spaces, BMO(Rd) the readers may consult [10, 16, 58] as well.

For more information we refer to [144], [193] and [464].
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Section 50. In [182] C. Fefferman and E. M. Stein established the norm equivalences Theorems
50.6, 50.10, 50.11, 50.12 as well as the density results Theorem 50.15. However, the proofs we
presented here are different from those in [183]. We depended on the idea by Rychkov [416, 417].
Lemma 50.8, whose clue to the author was the one due to Rychkov [416], was elementary and
has several versions. Theorem 50.11, whose proof is rather long, used a famous technique. The
one we used in (50.30) is known as the Strömberg-Torchinsky technique. For details we refer
to [59]. We refer to [495] for alternative proof of the result in this section.

The atomic decomposition is investigated by Coifman as well (see [141]).

Hardy spaces in connection with complex analysis can be found in [70].

Section 51. Theorem 51.2

Section 52. Theorem 52.4

Theorem 52.5

Theorem 52.7 was obtained by Peetre [390].

Section 53. Theorem 53.3 was originally considered by C. Morrey in connection with partial
differential equations (See [360]). Morrey spaces or the Morrey norm do not appeared in
this paper. In the early 60’s Campanato investigated a function space, which was named
the Campanato space later, and investigated the relation between the Morrey norm and the
Campanato norm. Theorem 52.2 is a typical example of this attempt. (See [121, 122, 123, 124,
125, 126]). Theorem 52.2 itself can be found in [423]. We refer to [320] for a good generalization
of Theorem 52.2 to the spaces of homogeneous type, where we can find a self-contained proof.

We refer to [133, 175, 387] for more details about Theorems 53.2, 53.4, 53.11. Theorem
53.11 is due to Peetre in 1966 and to Chiarenza and Frasca in 1987. Theorem 53.2 is due to
Chiarenza and Frasca. In particular, Theorem 53.4 (1), which asserts

(54.25) ∥Iαf∥Ms
t
≲ ∥f∥Mp

q
, 1 < q ≤ p <∞, 1 < t ≤ s <∞, 1

p
− α

d
=

1

s
,
q

p
=
t

s
,

has a little history. Peetre proved a weaker assertion of Theorem 53.4 (1) in [387, Theorem
5.4, p.82]. Adams proved it in the present form in [74]. For more details see [1, p.79 (3.7.2)].
Chiarenza and Frasca considered in [133] in Theorem 53.4 (1). The boundedness of Mα on
Morrey spaces is implicitly due to Chiarenza and Frasca in 1991 [133] in view of Mα ≲ Iα. The
definition ofMα seems to date back to Muckenhoupt and Wheeden [363]. Different boundedness
of the case (2) was obtained in terms of Orlicz spaces in [425]. As in [387], Morrey spaces are
sometimes denoted by Lp,λ. Here the norm is given by

(54.26) ∥ f : Lp,λ∥ := sup
x∈Rd, r>0

(
1

rd−λ

∫
B(x,r)

|f |p
) 1
p

, 0 < λ < d, 0 < p <∞.

Theorem 53.8 was investigated by Zorko [497]. This notation can be found in [445] and so on.
Applications of Morrey spaces to PDE can be found in [289, 331, 333, 420, 421]. The author
gave a natural extension of the Morrey norm to general Radon measures [426]. We remark
that Morrey spaces do not interpolate well as the work by Luis and Vega shows [99], although
there is a partial result on interpolation of the operators in [422]. For example, it is known
that (Mp0

q (Rd),Mp1
q (Rd))θ∞ ↪→Mp

q(Rd), where p, p0, p1 ∈ [1,∞), q ≤ min(p, p0, p1), θ ∈ (0, 1)

and
1

p
= 1−θ

p0
+ θ

p1
. Applications of Morrey spaces to Schrödinger equations can be found in

[420, 421].
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Here is a series of applications to PDEs of Morrey spaces. Let us consider

Lu =
d∑

i,j=1

aijuxiuxj = f.

(1) The case when aij is Hölder continuous. See the book of Gilberg and Trudinger.
(2) The case when aij is uniformly continuous. A. D. N. in 1959.
(3) Talenti considered the case when n = 2 and each aij is measurable in 1966.
(4) Miranda considered the case when d ≥ 3 and each aij is measurable in 1963.
(5) Campanato considered the case when aij ∈W 1,n(Rd) in 1967.

(6) Di Fazio and Ragusa dealt with the case when aij ∈ V.M.O. and f ∈ Lp,λloc (Ω) in 1993.
In 1999 they considered the global results. See the paper by Di Fazio and Ragusa in
1991.

(7) In 1988 Caffelli considered the case when f ∈ Lp,λ.
(8) Chiarenza, Frasca and Longo considered the case when aij ∈ V.M.O. and u ∈W 2,p(Rd)

with 1 < p <∞.
(9) See the paper by Campanato in 1967.
(10) See the paper by Campanato in 1987.
(11) Ragusa further considered in 2001 (P.A.M.S.) and in 2002 (Duke).
(12) Partial regularity is considered by Morrey in 1969.

Theorem 53.9

Section 54. Theorem 54.4 was obtained by R. Coifman, R. Rochberg and G. Weiss in [146],
where the converse of this theorem was investigated as well.

Theorem 54.6

As for Theorem 54.9 the converse estimate is known to be true :

(54.27) ∥[b, Iα]∥B(Lp,Lq) ≃ ∥b∥BMO.

The inequality c ≤ is due to Chanillo [127].

Theorem 54.10

The author expresses his gratitude to Y. Han. A discussion with Y. Han helped me a lot
[502].
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Part 24. Besov and Triebel-Lizorkin spaces

Besov spaces and Triebel-Lizorkin spaces are functions spaces that can describe smoothness
and integrability very precisely.

Warm-up. Before we go into the details, we recall our main theorem as warm-up.

Exercise 257. Construct a smooth function ψ : Rd → R satisfying

(54.28) χB(1) ≤ ψ ≤ χB(2).

Recall that we have obtained Fefferman-Stein’s maximal inequality.

(1) (Theorem 12.13) Let 1 < p ≤ ∞. Then

(54.29) ∥Mf∥p ≲p ∥f∥p
for all f ∈ Lp(Rd).

(2) (Theorem 41.1) Let 1 < p <∞ and 1 < q ≤ ∞. Then

(54.30) ∥Mfj∥Lp(ℓq) ≲pq ∥fj∥Lp(ℓq)
for all sequences {fj}j∈N of the Lp(Rd)-functions.

55. Band-limited distributions

One of the main purposes of this part is to present the definition of Besov spaces and Triebel-
Lizorkin spaces and verify their validness. Let φ0, φ1 ∈ S(Rd) satisfy

(55.1) χB(2) ≤ φ0 ≤ χB(1), χB(4)\B(2) ≤ φ1 ≤ χB(8)\B(1).

Furthermore φj(x) = φ1(2
−j+1x) for j ≥ 2. These function spaces are normed by

∥f∥Bspq = ∥2
jsφj(D)f∥ℓq(Lp), 0 < p, q ≤ ∞, s ∈ R

∥f∥F spq = ∥2
jsφj(D)f∥Lp(ℓq), 0 < p <∞, 0 < q ≤ ∞, s ∈ R

respectively. Here, for φ ∈ S(Rd) and f ∈ S ′(Rd) we have written φ(D)f = F−1(φFf).

It is not obvious that the norm is independent of the choice of φ0 and φ1. Furthermore we
want to ask ourselves whether the numbers 1, 2, 4, 8 in (55.1) count.

To tackle these problems we have to be familiar with band-limited distributions. Thus, for
the time being we deal with band-limited distributions whose Fourier transforms are compactly
supported. Guessing from the definition of the Besov norms and the Triebel-Lizorkin norms,
we notice that it also counts how large are the supports.

55.1. Maximal operator control.

Taking into account the above problem, we are oriented to the systematic and quantitative
treatment of the band-limited distributions.

Definition 55.1. Let A ⊂ Rd be a bounded set. We define (S ′(Rd))A to be

(55.2) (S ′(Rd))A := {f ∈ S ′(Rd) : supp (Ff) ⊂ A}.

We set (Lp)A(Rd) := Lp(Rd) ∩ (S ′(Rd))A.
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Remark 55.2. Let f ∈ (S ′(Rd))A. Take a compactly supported function ψ that takes 1 on A.
Then we have f = F−1Ff = F−1(ψ · Ff) = (2π)dF−1ψ ∗ f , which implies f ∈ C∞(Rd). In
particular it is meaningful to evaluate f at x ∈ Rd.

In view of Remark 55.2 the statement of the following theorem makes sense. This theorem
is a milestone of the theory of Besov and Triebel-Lizorkin spaces.

Theorem 55.3. Let f ∈ (S ′(Rd))B(x0,1). Then we have

sup
z∈Rd

|∇f(x− y)|
1 + |y| dr

≲ sup
z∈Rd

|f(x− y)|
1 + |y| dr

(55.3)

sup
z∈Rd

|f(x− y)|
1 + |y| dr

≲M (r)f(x),(55.4)

where c depends on r and d.

Proof of (55.3). By considering eix0·∗f , we may assume x0 = 0. To prove this we take ψ ∈
S(Rd) so that

(55.5) χB(1) ≤ ψ ≤ χB(2).

By the similar reasoning as Remark 55.2 we have f = (2π)
d
2F−1ψ ∗ f . Write it out in full :

(55.6) f(x) = (2π)
d
2

∫
Rd
F−1ψ(y)f(x− y) dy.

To prove sup
z∈Rd

|∇f(x− y)|
1 + |y| dr

≲ sup
z∈Rd

|f(x− y)|
1 + |y| dr

we may replace ∇ by ∂j for fixed j. That is, we

have only to prove it componentwise. Differentiation of (55.6) then yields

(55.7) ∂jf(x) = (2π)
d
2

∫
Rd
[∂jF−1ψ](y)f(x− y) dy.

Let us write ∂jF−1ψ = ρ for simplicity. By the triangle inequality of integral we obtain

(55.8)
|∂jf(x− y)|
1 + |y| dr

≤ (2π)d
∫
Rd

|ρ(z)f(x− y − z)|
1 + |y| dr

dz.

By the Peetre lemma we have

(55.9) (1 + |y + z| dr ) ≲ (1 + |z| dr )(1 + |y| dr ).

Keeping ρ ∈ S(Rd) in mind, we are led to

|∂jf(x− y)|
1 + |y| dr

≲
∫
Rd

(1 + |z| dr )|ρ(z)f(x− y − z)|
1 + |y + z| dr

dz

≲
∫
Rd

{
(1 + |z| dr )|ρ(z)|

}
|f(x− y − z)|

1 + |y + z| dr
dz

≲ sup
y∈Rd

|f(x− y)|
1 + |y| dr

.

This is the desired inequality. □

Proof of (55.4) Reduction step. First, we may assume that f ∈ (S ′(Rd))B(1/2) by the dilation
argument. Let ψ be a smooth function such that

(55.10)

∫
Fψ(ξ) d ξ = (2π)

d
2 , supp (Fψ) ⊂ χB(1).
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Set gt(x) := ψ(tx)f(x), x ∈ Rd, 0 < t <
1

2
. Then we have

(1) M (r)gt(x) ≤M (r)f(x) for all t > 0 and x ∈ Rd.
(2) lim

t→+0
gt(x) = f(x) for all x ∈ Rd

(3) supp (Fgt) ⊂ t · supp (ψ) + supp (f) ⊂ B
(
1

2

)
+B

(
1

4

)
= B

(
3

4

)
.

(4) gt ∈ S(Rd) for each 0 < t <
1

4
.

Thus we may assume f ∈ S(Rd). □

Proof of (55.4). To prove this inequality, we first take v ∈ Rd and 0 < r < 1. The precise value
of r will be fixed sufficiently small.

Let yv ∈ B(x, r) that attains the minimum of |f(·)| in B(v, r). Then by the mean value
theorem we have

(55.11) |f(v)| ≤ |f(yv)|+ |f(v)− f(yv)| ≤ inf
z∈B(v,r)

|f(z)|+ r sup
w∈B(v,r)

|∇f(w)|.

By replacing v with x− y we obtain

(55.12) |f(x− y)| ≤
(

inf
z∈B(x−y,r)

|f(z)|
)
+

(
r sup
w∈B(x−y,r)

|∇f(w)|

)
, x, y ∈ Rd

Since |B(1)| ≥ 1, we obtain

inf
z∈B(x−y,r)

|f(z)| ≤

(∫
B(x−y,1)

|f(z)|r dz

) 1
r

.(55.13)

Observe that this is where the integral and hence the maximal operator appears. The inclusion
B(x− y, 1) ⊂ B(x, |y|+ 1) together with (55.13) gives us

(55.14) |f(x− y)| ≤

(∫
B(x,|y|+1)

|f(z)|r dz

) 1
r

+ r

(
sup

w∈B(x−y,r)
|∇f(w)|

)
.

Taking supremum over y ∈ Rd we obtain
(55.15)

sup
y∈Rd

|f(x− y)|
1 + |y| dr

≤ 1

1 + |y| dr

(∫
B(x,|y|+1)

|f(z)|r dz

) 1
r

+ r

(
sup

y,w∈Rd|x−y−w|<r

|∇f(w)|
1 + |y| dr

)
.

Note that, changing variables w 7→ z := x− w, we obtain

(55.16) sup
y,w∈Rd|x−y−w|<r

|∇f(w)|
1 + |y| dr

= sup
y,z∈Rd|z−y|<r

|∇f(x− z)|
1 + |y| dr

and if z ∈ B(y, r) with r ≤ 1, we obtain 1 + |y| dr ∼ 1 + |z| dr . Meanwhile it is easy to see

(55.17)
1

1 + |y| dr

(∫
B(x,|y|+1)

|f(z)|r dz

) 1
r

≲M (r)f(x).

Consequently we obtain

(55.18) sup
z∈Rd

|f(x− y)|
1 + |y| dr

≲
(
M (r)f(x) + r sup

z∈B(y,r)

|∇f(x− z)|
1 + |z| dr

)
.
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Since we have shown (55.3), that is,

(55.19) sup
z∈Rd

|∇f(x− z)|
1 + |z| dr

≲ sup
z∈Rd

|f(x− z)|
1 + |z| dr

,

it follows that there exists a constant c0 > 0 such that

(55.20) sup
z∈Rd

|f(x− y)|
1 + |y| dr

≲M (r)f(x) + c0 r

(
sup
z∈Rd

|f(x− y)|
1 + |y| dr

)
.

If we take r = min(1, (2c0)
−1), we can bring the most right side to the left side. Since f ∈ S(Rd),

every term in (55.20) is finite. Thus we are allowed to subtract c0 r sup
z∈Rd

|f(x− y)|
1 + |y| dr

in (55.20).

Consequently we finally obtain

(55.21) sup
z∈Rd

|f(x− y)|
1 + |y| dr

≲M (r)f(x).

This is the desired result. □

Corollary 55.4. Let 0 < p ≤ q ≤ ∞. Then (Lp)B(1)(Rd) ↪→ Lq(Rd).

Proof. By the inequality ∥f∥q ≤ ∥f∥
p
q
p · ∥f∥

1− p
q

∞ we may assume q =∞. Let x0 be an arbitrary
point. Then by virtue of Theorem 55.3

sup
y∈B(x0,1)

|f(y)| ≲ sup
y∈Rd

|f(y)|
1 + |x0 − y|

d
r

≲ inf
w∈B(x0,1)

(
sup
y∈Rd

|f(y)|
1 + |w − y| dr

)
≲ inf
x∈B(x0,1)

M (r)f(x).

From this we deduce

(55.22) sup
y∈B(x0,1)

|f(y)| ≲
(∫

B(x0,1)

|f(y)|p dy

) 1
p

≲ ∥f∥p

for all x0 ∈ Rd. Since

(55.23) ∥f∥∞ = sup
x0∈Rd

(
sup

y∈B(x0,1)

|f(y)|

)
,

we have ∥f∥∞ ≲ ∥f∥p. □

Scaling. Let f ∈ (S ′(Rd))B(R). Then f(R−1·) ∈ (S ′(Rd))B(1) and

(55.24) ∥f(R−1·)∥p = R
d
p ∥f∥p.

Via this transform, we obtain

Theorem 55.5. Let f ∈ (S ′(Rd))B(R). Then for all r > 0 there exists cr > 0 independent of
R and f such that

(55.25) sup
z∈Rd

|f(x− y)|
1 + |Ry| dr

≤ crM (r)f(x).

Furthermore let 0 < p ≤ q ≤ ∞. If f ∈ (Lp)B(R)(Rd), then

(55.26) ∥f∥q ≲ R
d
p−

d
q ∥f∥p.
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55.2. Multiplier theorems.

In this section we prove an important multiplier theorem deduced from Theorem 55.5. Recall
that we have proved the Plancherel theorem :

(55.27)

∫
Rd
|f(y)|2 dy =

∫
Rd
|Ff(y)|2 dy =

∫
Rd
|F−1f(y)|2 dy, f ∈ L2(Rd).

For f ∈ S ′(Rd) and s ∈ R we define

(55.28) (1−∆)
s
2 f := F−1(⟨·⟩s · Ff).

Lemma 55.6. (1−∆)
s
2 : S ′(Rd)→ S ′(Rd) is a continues isomorphism with inverse (1−∆)−

s
2 :

S ′(Rd)→ S ′(Rd).

Definition 55.7. Let σ > 0. Then define

(55.29) Hσ
2 (Rd) := {f ∈ L2(Rd) : (1−∆)

σ
2 f ∈ L2(Rd)}.

We equip Hσ
2 with the norm

(55.30) ∥f∥Hσ2 := ∥ (1−∆)
σ
2 f∥2 =

(∫
Rd
(1 + |ξ|2)σ|Ff(ξ)|2 dξ

) 1
2

.

To be familiarize with the definitions let us see some properties of this function space.

Exercise 258. Let δ, σ, σ1, σ2 ∈ R.

(1) (1−∆)δ : Hσ
2 → Hσ−δ

2 is isometry.
(2) If σ > 0, then Hσ

2 ↪→ H0
2 = L2(Rd).

(3) In general, if σ1 > σ2, then H
σ1
2 ↪→ Hσ2

2 in the sense of continuous embedding.

Next we introduce important constants restricting the regularity of functions.

Definition 55.8. Define σpq and σp to be

(55.31) σpq := d

(
1

min(1, p, q)
− 1

)
, σp := σpp, 0 < p, q ≤ ∞.

These constants, as it will turn out, have close connection with the smoothness parameter
s.

Our standard multiplier theorem in this paper is the following.

Theorem 55.9. Let H ∈ S(Rd) and {Hk}k∈N0 ⊂ S(Rd).

(1) Let r > 0, 0 < p ≤ ∞ and σ > σp +
d

2
. Then, for all f ∈ (Lp)B(r)(Rd),

(55.32) ∥H(D)f∥p ≲ ∥H(r·)∥Hσ2 · ∥f∥p.

(2) Let {rk}∞k=1 ⊂ (0,∞), 0 < p <∞, 0 < q ≤ ∞ and σ > σpq+
3d

2
. Then for all sequence

{fk}k∈N0 ⊂ Lp(Rd) with fk ∈ (Lp)B(rk)(Rd) for each k,

(55.33) ∥Hk(D)fk∥Lp(ℓq) ≲
(
sup
j∈N0

∥Hj(rj ·)∥Hσ2

)
∥fk∥Lp(ℓq).

The meaning of the multiplier operators H(D)f in Theorem 55.9 is made explicit in the
following lemma. Once we accept the following lemma (Lemma 55.10), with the aid of the
Fefferman-Stein’s vector-valued inequality Theorem 55.9 is completely proved.
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Lemma 55.10. Let σ > n

(
1

η
+

1

2

)
, f ∈ (Lp)B(R)(Rd) and H ∈ S(Rd). Then

(55.34) |H(D)f(x)| ≲ ∥H(R·)∥Hσ2 ·M
(η)f(x),

where the implicit constant is independent of r, f and H.

Let us take Lemma 55.10 for granted for the time being. With Lemma 55.10 we prove The-
orem 55.9 (2), for example. By assumption we can take t > 0 slightly smaller than min(1, p, q)
so that

(55.35) σ > n

(
1

t
− 1

2

)
.

Then we have by virtue of Lemma 55.10

(55.36) |Hk(D)fk(x)| ≲
(
sup
j∈N0

∥Hj(rj ·)∥Hσ2

)
·M (t)fk(x).

Consequently we obtain

∥Hk(D)fk∥Lp(ℓq) ≲
(
sup
j∈N0

∥Hj(rj ·)∥Hσ2

)
∥M (t)fk∥Lp(ℓq)

=

(
sup
j∈N0

∥Hj(rj ·)∥Hσ2

)∥∥∥M [|fk|t|] : L
p
t (ℓ

q
t )
∥∥∥ 1
t

.

Since p > t and q > t, we are in the position of using the Fefferman-Stein’s vector-valued
inequality. Thanks to this inequality, we can remove M in the above formula. Consequently
we obtain

(55.37) ∥Hk(D)fk∥Lp(ℓq) ≲
(
sup
j∈N0

∥Hj(rj ·)∥Hσ2

)
∥fk∥Lp(ℓq).

Thus, Theorem 55.9 (2) is therefore proved. The proof of Theorem 55.9 (1) is similar. Before
we come to the proof of the Theorem, a clarifying remark may be in order.

Remark 55.11. The definition ofH(D)f is the same as the usual one, if we assumeH ∈ S(Rd) :
we can interpret H(D)f as F−1(H · Ff).

We now turn to the proof of Lemma 55.10.

Proof of Lemma 55.10. First by Hölder’s inequality the integral in question is estimated by∫
Rd
|F−1H(y)f(x− y)| dy ≤

(∫
Rd
⟨ry⟩2σ|F−1H(y)|2 dy

) 1
2

·
(∫

Rd
⟨ry⟩−2σ|f(x− y)|2 dy

) 1
2

.

By simple calculation we have(∫
Rd
⟨ry⟩2σ|F−1H(y)|2 dy

) 1
2

= r−
d
2

(∫
Rd
⟨y⟩2σ|F−1H(r−1y)|2 dy

) 1
2

= r
d
2 ∥H(r·)∥Hσ2 .

Thus we are left with the task of proving

(55.38) r
d
2

(∫
Rd
⟨ry⟩−2σ|f(x− y)|2 dy

) 1
2

≲M (r)f(x).

This can be achieved as follows : By Theorem 55.9 we have

(55.39)
|f(x− y)|
⟨r y⟩ dR

≲M (r)f(x).



A HANDBOOK OF HARMONIC ANALYSIS 519

If we insert this estimate, we obtain

(55.40) r
d
2

(∫
Rd
⟨r y⟩−2σ|f(x− y)|2 dy

) 1
2

≲ r
d
2

(∫
Rd
⟨r y⟩−2σ+ 2d

R dy

) 1
2

M (r)f(x).

Since we are assuming 2σ − 2d

R
> d, we have r

d
2

(∫
Rd
⟨ry⟩−2σ+ 2n

R dy

) 1
2

= c < ∞. As a result

we obtain the desired result. □

Before we define the function spaces, let us make a brief comment on Theorem 55.9. It is
not very useful to learn by heart the condition on σ. It suffices to keep in mind that σ is taken
large enough. In our many usage of Theorem 55.9 we always take σ large enough.

55.3. Application to singular integral operators.

Denote by S(Rd)0 the set of the closure of the set of all elements S(Rd) whose Fourier
transforms do not contain 0 as their support. Note that by virtue of the homogeneous version
of the Littlewood-Paley theory, for example, S(Rd)0 is a dense subspace of Lp(Rd) for all
1 < p <∞.

Now we present a powerful application of the Littlewood-Paley theorem.

Theorem 55.12. Let 1 < p < ∞ and m ∈ C∞(Rd \ {0}). Suppose that it satisfies the
differential inequality

(55.41) |∂αm(ξ)| ≤ cα |ξ|−|α|

for all α ∈ N0. Then the linear operator, initially defined on S(Rd)0,

(55.42) Tm(f) = lim
j→∞

F(m · φj(D)f)

extends to a bounded linear operator on Lp(Rd).

Before we come to the proof, two helpful remarks may be in order.

Remark 55.13. (1) We remark that the Riesz transform is an operator to which this
theorem can be readily applied.

(2) If we re-examine the proofs of the theorem in this section, the differential inequality

(55.41) for |α| ≤ d+ 1

2
suffices.

This theorem, despite its appearance, is proved very simply once we use our culmination of
this book.

Proof. Let f ∈ S(Rd)0. Note that

(55.43) ∥Tmf ∥p ≃ ∥Tmf ∥Ḟ 0
p2

by virtue of the Littlewood-Paley theorem. Therefore, by the multiplier theorem

(55.44) ∥Tmf∥Ḟ 0
p2

≲ sup
k∈Z
∥m(2k∗)φk∥HM · ∥f∥Ḟ 0

p2
≲ ∥f∥Ḟ 0

p2
.

It remains to use the Littlewood-Paley theorem once more. □
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56. Besov spaces and Triebel-Lizorkin spaces

In this section we define the function spaces and investigate elementary properties. The
spaces we are going to obtain are called nonhomogeneous. Their homogeneous version is con-
sidered in the next section.

56.1. Definition.

Definition 56.1. We pick φ ∈ S(Rd) and ψ ∈ S(Rd) so that they satisfy

(56.1) c0 χB(2) ≤ φ ≤ c1 χB(4), c0 χB(4)\B(2) ≤ ψ ≤ c1 χB(8)\B(1).

for some c0, c1 > 0 Set φ0 = φ and φj := ψ(2−j+1·) for j ∈ N. Denote Φ := {φj}j∈N0 .

Example 56.2. It will turn out that we can freely choose the family Φ as in Definition 56.1.
For example we can choose Φ so that one of the following conditions holds.

(1) (Radial function) We can take (φj)j∈N0 so that they are radial.
(2) (Characterization of the unit type 1) (φj)j∈N0 satisfies

(56.2)
∑
j∈N0

φj ≡ 1.

(3) (Characterization of the unit type 2) (φj)j∈N0 satisfies

(56.3)
∑
j∈N0

φj
2 ≡ 1.

(4) (Simple ingredient) If we take ψ so that φ1 = φ(2−1·)− φ(2·), then (φj)j∈N0 satisfies

(56.4) χB(2) ≤ φ ≤ χB(4), χB(4)\B(2) ≤ ψ ≤ χB(8)\B(1).

Exercise 259. Let m ∈ N. Construct a set of functions {φj}∞j=0 ⊂ S(Rd) so that it satisfies the
following conditions

(1)

∞∑
j=1

φj
m ≡ 1.

(2) 0 ≤ φj ≤ 1.

(3) supp (φj) ⊂ B(2j+3) \B(2j) for j ≥ 1 and supp (φ0) ⊂ B(4).
(4) φj(x) = φ1(2

−j+1x) for all j ≥ 1.

Definition 56.3. Let Φ be the system of functions as in Definition 56.1.

(1) Let the parameter p, q, s satisfy

(56.5) 0 < p, q ≤ ∞, s ∈ R.

Then define

(56.6) ∥f∥ΦBspq := ∥2
jsφj(D)f∥ℓq(Lp).

Define Bspq(Rd) to be the set of the Schwartz distributions f ∈ S ′(Rd) for which
∥f∥Bspq <∞.

(2) Let the parameter p, q, s satisfy

(56.7) 0 < p <∞, 0 < q ≤ ∞, s ∈ R.

Then define

(56.8) ∥f∥ΦF spq := ∥2
jsφj(D)f∥Lp(ℓq).
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Define F spq(Rd) to be the set of the Schwartz distributions f ∈ S ′(Rd) for which
∥f∥F spq <∞.

(3) Write Aspq(Rd) to denote Bspq(Rd) or F spq(Rd). Unless stated otherwise, the letter A
means the same letter throughout the statement.

Before proceeding, some important remarks on notations may be in order.

Notation . (1) In what follows we assume that the parameters

(56.9) p, p0, p1, p2, q, q0, q1, q2, s, s0, s1, s2

satisfy

(56.10) 0 < p, p0, p1, p2, q, q0, q1, q2 ≤ ∞, s, s0, s1, s2 ∈ R
to denote Aspq and so on, unless otherwise stated. If A = F , then we further assume

(56.11) 0 < p, p0, p1, p2 <∞.
(2) We shall show that the definitions are independent of Φ. For later consideration once

we show the independence of Φ, we always omit Φ in the definition of the norms.

Now we tackle our pending question.

Theorem 56.4. Suppose that Φ(1) = (φ
(1)
j )j∈N0 and Φ(2) = (φ

(2)
j )j∈N0 are the families satisfy-

ing the condition in Definition 56.1. Then

(56.12) ∥f∥Φ
(2)

Aspq
≃Φ(1),Φ(2),p,q,s ∥f∥Φ

(1)

Aspq
.

Proof. We have only to show that

(56.13) ∥f∥Φ
(2)

Aspq
≲Φ(1),Φ(2),p,q,s ∥f∥Φ

(1)

Aspq

by symmetry.

Let φ
(1)
−1 = φ

(2)
−1 ≡ 0. We define {ηj}j∈N0

(56.14) ηj :=
φ
(2)
j

φ
(1)
j+1 + φ

(1)
j + φ

(1)
j−1

, j ∈ N0.

Note that for every j the interior of the support of the denominator is contains that of the
numerator. As a result they are well-defined compactly supported functions. Then

(56.15) ηj(x) = η2(2
−j+2x) j ≥ 2, and ηj(x)(φ

(1)
j−1(x) + φ

(1)
j (x) + φ

(1)
j+1(x)) = φ

(2)
j (x).

Now it is time to invoke Theorem 55.9. Then we obtain

∥2jsφ(2)
j f∥ℓq(Lp) ≲

(
sup
k∈N
∥ηk(2k·)∥Hσ2

)
· ∥2jsφ(1)

j f∥ℓq(Lp)

∥2jsφ(2)
j f∥Lp(ℓq) ≲

(
sup
k∈N
∥ηk(2k·)∥Hσ2

)
· ∥2jsφ(1)

j f∥Lp(ℓq).

In view of ηj(x) = η2(2
−j+2x) j ≥ 2, we see that

(56.16) sup
k∈N
∥ηk(2k·)∥Hσ2 = sup

k=0,1,2
∥ηk(2k·)∥Hσ2 <∞.

Consequently ∥f∥Φ
(2)

Aspq
≲ ∥f∥Φ(1)

Aspq
is justified. □

In view of this, let us write ∥f∥Aspq := ∥f∥ΦAspq for some fixed Φ. Our new notation reflects

the fact that the specifics of Φ are no longer central to our arguments.
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56.2. Elementary properties.

To discuss the property of the norm ∥ · ∥Aspq , we use the following family of function.

Lemma 56.5. There exists a family of compactly supported functions {φj}j∈N0 with the fol-
lowing properties.

(1) supp (φ0) ⊂ B(4) and supp (φ1) ⊂ B(8) \B(1).
(2) φj = φ(2−j+1·).

(3)
∞∑
j=1

φj ≡ 1.

(4) φj ≥ 0 for all j ∈ N0.

Quasi-norm properties. Here we prove the quasi-norm property by clarifying its meaning here.

Theorem 56.6. Let f, g ∈ Aspq(Rd) and k ∈ C. Then

(1) ∥f∥Aspq ≥ 0. The equality holds if and only if f = 0.

(2) ∥k f∥Aspq = |k| · ∥f∥Aspq .
(3) Let f, g ∈ Aspq.

(56.17) ∥f + g∥Aspq ≤ max
(
1, 2

1
p−1
)
·max

(
1, 2

1
q−1
)
· (∥f∥Aspq + ∥g∥Aspq ).

In particular if p, q ≥ 1, then

(56.18) ∥f + g∥Aspq ≤ ∥f∥Aspq + ∥g∥Aspq .

Proof. Let {φj}j∈N0 be a family constructed in Lemma 5.17. Since

J∑
j=0

φj(D)f → f in S ′(Rd),

(1) is easy. (2) follows immediately from the definition. (3) is an immediate result from the
quasi-triangle inequalities.

∥f + g∥p ≤ max
(
1, 2

1
p−1
)
(∥f∥p + ∥g∥p)

∥a+ b∥ℓq ≤ max
(
1, 2

1
q−1
)
(∥a∥ℓq + ∥b∥ℓq ).

If p, q ≥ 1, it is easy to see that the constant c appearing in the above formula can be taken 1.
As a result the theorem is proved. □

An elementary inclusion. Let us see how the triply parameterized function spaces Aspq(Rd) are
related to one another.

Exercise 260. Give alternative proof of Lemma 27.10 by using the duality.

Theorem 56.7. Let 0 < p ≤ ∞, q, q1, q2 ≤ ∞ and s ∈ R.

(1) Aspq1(R
d) ⊂ Aspq2(R

d), if q1 ≤ q2.
(2) Bspp(Rd) = F spp(Rd).
(3) Bspmin(p,q)(R

d) ⊂ F spq(Rd) ⊂ Bspmax(p,q)(R
d).

The first two formulae are clear, thus we prove the last one.

Proof. The case when p ≥ q. In this case the matters are reduced to

(56.19) Bspq(Rd) ⊂ F spq(Rd) ⊂ Bspp(Rd).
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However, with the aid of the first two assertions, we have F spq(Rd) ⊂ F spp(Rd) = Bspp(Rd). As a

consequence we have only to show that Bspq(Rd) ⊂ F spq(Rd). By the definition of the norm we
have

(56.20) ∥fk∥ℓq(Lp) = ∥ |fk|q ∥
1
q

ℓ1(L
p
q )
, ∥fk∥Lp(ℓq) = ∥ |fk|q ∥

L
p
q (ℓ1)

1
q

for all {fk}k∈N0 ⊂ L1,loc. If we invoke Lemma 27.10, we obtain

(56.21) ∥fk∥ℓq(Lp) ≥ ∥fk∥Lp(ℓq).

Seemingly there is no constant in inequality (56.21). However, we should keep in mind that the
norms always depend implicitly on the family of functions we choose. Thus, it follows that

(56.22) ∥f∥F spq ≤ ∥f∥Bspq .

for all f ∈ Bspq(Rd), implying F spq(Rd) ⊂ Bspq(Rd).

The case when p ≤ q. The proof parallels the one in the previous case. Now we have to

show

(56.23) Bspp(Rd) ⊂ F spq(Rd) ⊂ Bspq(Rd).

However, with the aid of the first two assertion again, we have F spq(Rd) ⊃ F spp(Rd) = Bspp(Rd).
As a consequence we have only to show that Bspq(Rd) ⊃ F spq(Rd). Now we note that

(56.24) ∥fk∥ℓq(Lp) = ∥ |fk|p ∥ℓq/p(L1)

1
p , ∥fk∥Lp(ℓq) =

∥∥∥ |fk|p : L1
(
l
q
p

)∥∥∥ 1
p

for all {fk}k∈N0 ⊂ L1,loc. Consequently

(56.25) ∥fk∥ℓq(Lp) ≤ ∥fk∥Lp(ℓq).

Thus, it follows that

(56.26) ∥f∥F spq ≥ ∥f∥Bspq .

for all f ∈ F spq. Note that the same as (56.21) applies for this inequality. And the proof is
completely finished. □

Schwartz-functions. In this paragraph we discuss the relations between our function spaces and
Schwartz distributions.

Theorem 56.8. S(Rd) ⊂ Aspq(Rd) in the sense of continuous embedding. Speaking precisely,
we have

(56.27) ∥f∥Aspq ≲ pN (f), f ∈ S(Rd)

for some large N depending on p, q and s.

Proof. Let {φj}j∈N0 be a family of function from Lemma 5.17. First of all, since we have
established

(56.28) Bspmin(p,q)(R
d) ⊂ F spq(Rd),

we may assume that A = B. Next, by Theorem 55.5 we have

(56.29) ∥φ0(D)f∥p ≲ ∥φ0(D)f∥∞3 ≲ pN (f).

Thus, our present task is to prove the existence of N such that

(56.30) ∥{2jsφj(D)f}j∈N∥ℓq(Lp) ≲ pN (f)
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for all f ∈ S(Rd). We apply Theorem 55.9 with Hj = (φj−1+φj+φj+1) · | · |−2N , where N ≥ 1
is large enough.

∥ {2jsφj(D)f}j∈N∥ℓq(Lp) = ∥ {2j(s−2N)|2−jD|−2Nφj(D)(−∆)Nf}j∈N∥ℓq(Lp)
≲ ∥ {2js−2Nφj(D)(−∆)Nf}j∈N∥ℓq(Lp).

As a consequence by replacing s with s− 2N we may assume that s < 0.

Once we assume s < 0, we have only to show that ∥φj(D)f∥p ≲ pN ′(f), where c and N ′

depend only on f and p.

By virtue of the continuity of the Fourier transform we obtain

(56.31) ∥φj(D)f∥p ≲ pN(1)(φj · Ff)
with N(1) > N ′. By direct computation, there exists a constant c > 0 independent of j such
that

(56.32) pN(1)(φj(ξ)Ff) ≲ pN(1)(Ff) ≲ pN(2)(f).

If we put our observations together, we obtain the desired result. □

To proceed further, we prove a lemma showing a property of the Besov functions.

Lemma 56.9. Let s > 0. Then Bs∞∞(Rd) ⊂ BC(Rd) in the sense of continuous embedding.

Proof. Again we take {φj}j∈N0 as the one described in Lemma 5.17 to fix the norm. Then from
the definition we have 2js∥φj(D)f∥∞ ≤ ∥f : Bs∞∞∥ for all j ∈ N0. Inserting this estimate, we
have

∥f∥∞ ≤
∞∑
j=0

∥φj(D)f∥∞ ≤
∞∑
j=0

2−js · ∥f : Bs∞∞∥ ≲ ∥f : Bs∞∞∥.

From this inequality we conclude that f ∈ L∞(Rd). Furthermore by replacing f with f −
k∑
j=0

φj(D)f and using the multiplier theorem, we conclude that

k∑
j=0

φj(D)f tends to f in the

L∞(Rd) topology. Since
k∑
j=0

φj(D)f is continuous, we conclude f is also continuous. Once we

establish f is continuous, we conclude again from the above inequality Bs∞∞(Rd) is embedded
continuously into BC(Rd). □
Theorem 56.10. In the sense of continues embedding, we have Aspq(Rd) ⊂ S ′(Rd). More
precisely, there exists a constant N depending only on p, q and s such that

(56.33) | ⟨f, φ⟩ | ≲ ∥f∥Aspq · pN (φ)

for f ∈ Aspq(Rd) and φ ∈ S(Rd).

Proof. Let κ be a bump function with χB(8) ≤ κ ≤ χB(16). Then, taking into account

(Lp)B(16)(Rd) ⊂ L∞(Rd) ∩ Aspq(Rd), we obtain κ(D)f ∈ L∞(Rd). Thus we may assume that
supp (f) ∩B(8) = ∅. By the same argument as before instead of considering f directly we can
consider g, where g is a solution of (−∆)Ng = f and g ∈ As+Npq (Rd), where N is large enough.

Furthermore by F spq(Rd) ⊂ Bspmax(p,q)(R
d) ⊂ Bsp∞(Rd) we may assume that A = B. Since

(56.34) ∥φj(D)f∥p ≲ 2
jd
p ∥φj(D)f∥∞,

we may assume even that p = ∞. Since we have shown Bs∞∞ is continuously embedding into
C, the proof of Aspq(Rd) ⊂ S ′(Rd) is now complete. □



A HANDBOOK OF HARMONIC ANALYSIS 525

Completeness. To prove the completeness, we need a lemma.

Lemma 56.11 (Fatou type estimate). Let {fj}j∈N0 ⊂ Aspq(Rd) be a bounded sequence. Suppose

that lim
j→∞

fj converges to f ∈ S ′(Rd). Then f ∈ Aspq(Rd) and the estimate *

(56.35) ∥f∥Aspq ≤ lim inf
j→∞

∥fj∥Aspq

holds.

Proof. The proof can be obtained by Fatou’s lemma and the definition of the norms. □

Lemma 56.11, obtained by virtue of the Fatou lemma, contains the assertion similar to the
Fatou lemma.

Theorem 56.12. Aspq is complete.

Proof. Suppose that {fj}j∈N is a Cauchy sequence in Aspq(Rd). Since Aspq(Rd) ⊂ S ′(Rd) by

Theorem 56.10, we see that at least lim
j→∞

fj = f exists in S ′(Rd). By Lemma 56.11 we see that

lim
j→∞

fj = f takes place in Aspq(Rd). □

Density. Let us show that S(Rd) is dense provided p and q are finite.

Lemma 56.13. Let f ∈ (Lp)B(r)(Rd) and ε > 0. Then there exists g ∈ S(Rd)∩(Lp)B(1.1r)(Rd)
such that

(56.36) ∥f − g∥Lp ≤ ε.

Proof. Let ρ ∈ S(Rd) be taken so that

(56.37) χB(1) ≤ ρ ≤ χB(2).

Set gk := ρk · f , where ρk(x) = ρ(2−kx). Then

(56.38) Fgk = 2knFρ(2k·) ∗ Ff.

implies supp (gk) ⊂ B(1.1r) for large k ∈ N. Since gk ∈ S(Rd) and gk → f in Lp(Rd), if k is
large enough, then g = gk is the desired function. □

Theorem 56.14. If p, q <∞, then S(Rd) is dense in Aspq(Rd).

Proof. Let ρk, k ∈ N be the one in the previous lemma. Let fk = ρk(D)f . Then

(56.39) φj(D)(f − fk) = φj(D)f, j ≥ k + 3, φj(D)(f − fk) = 0, j ≤ k − 3.

and

(56.40) φj(D)(f − fk) = ρk+5(D)(1− ρk(D))φj(D)f, k − 3 ≤ j ≤ k + 3.

By Theorem 55.9 we have

(56.41) ∥φj(D)(f − fk)∥p ≲ ∥φj(D)f∥p.

As a consequence we obtain

∥f − fk∥F spq ≲ ∥{2
jsφj(D)f}j≥k−3∥Lp(ℓq)

∥f − fk∥Bspq ≲ ∥{2
jsφj(D)f}j≥k−3∥ℓq(Lp).
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Since we are assuming that p, q are finite, we are in the position of using the Lebesgue’s
convergence theorem. By virtue of this theorem, we obtain

(56.42) lim
k→∞

fk = f

in Aspq(Rd). Consequently for the purpose of approximating f we may replace f by ρK(D)f

for some large K. Given ε > 0 we take η ∈ S(Rd) ∩ Lp(Rd) taken so that

(56.43) ∥f − η∥p ≤ ε, supp (η) ⊂ B(2K+4).

Then another application of Theorem 55.9 gives us that

(56.44) ∥f − η∥Aspq ≤ cK
K+5∑
j=0

∥φj(D)(f − η)∥p ≤ cK ∥f − η∥p.

Since K is taken beforehand, we see that f can be approximated by S(Rd). □

Finally we prove that every element S ′(Rd) belongs to Bs∞∞(Rd) for some s ∈ R.

Theorem 56.15. Let s ∈ R. Then we have

(56.45)
∪
s∈R

Bs∞∞(Rd) = S ′(Rd)

as a set.

Proof. In view of Theorem 33.12 and the lift operator theorem (Theorem 56.18), it suffices to
check that f ∈ B−M

∞∞(Rd) for some M ∈ N, whenever f is a function which grows polonomially.
If we re-examine the proof of Theorem 33.12, it suffices to show

(56.46) f ∈ Aspq(Rd) 7→ xl · f ∈ As−1
pq (Rd).

This is an immediate consequence of the fact that

(56.47) φj(D)[xl · f ] = cd ∂l[φj ](D)f

for some constant cd depending only on dimension. Thus, the proof is now complete. □

56.3. Elementary inclusions.

Here we collect elementary inclusions for later considerations.

The first two theorems are already dealt. However, we dare repeat them.

Theorem 56.16. Suppose that 0 < p, q1, q2, q ≤ ∞, ε > 0 and s ∈ R. The following inclusions
holds in the sense of continuous embedding.

(1) As+εp,q1(R
d) ⊂ Asp,q2(R

d).

(2) Bsp,min(p,q)(R
d) ⊂ F spq(Rd) ⊂ Bsp,max(p,q)(R

d).

(3) Assume in addition that q1 ≤ q2. Then we have Asp,q1(R
d) ⊂ Asp,q2(R

d).

Proof. What remains to prove

(56.48) Bs+εp,∞(Rd) ⊂ Bspq(Rd).
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by virtue of (2) and (3), which are already established. Let f ∈ Bs+εp,∞(Rd). Then ∞∑
j=0

2jqs∥φj(D)f∥qp

 1
q

=

 ∞∑
j=0

2−jqε2jq(s+ε)∥φj(D)f∥qp

 1
q

≤ sup
j∈N0

(
2j(s+ε)∥φj(D)f∥p

)
·

 ∞∑
j=0

2−jqε

 1
q

≲ sup
j∈N0

(
2j(s+ε)∥φj(D)f∥p

)
.

Thus, this is the desired result. □

Differential index. The following theorem shows that

(56.49) s− d

p

corresponds to the Sobolev index in Wm,p(Rd).

Theorem 56.17. Let s0 > s1. Assume that s0 −
d

p0
= s1 −

d

p1
. Then

(56.50) Bs0p0q(R
d) ⊂ Bs1p1q(R

d), F s0p0∞(Rd) ⊂ F s1p1q(R
d).

Proof. Bs0p0q(R
d) ⊂ Bs1p1q(R

d). Note that

(56.51) φj(D)f ∈ Lp2B(2j+3).

Then we are in the position of the theory in the last part to obtain

(56.52) ∥φj(D)f∥p1 ≲ 2
j
(

1
p1

− 1
p2

)
∥φj(D)f∥Lp2 .

If we insert this estimate in the definition of the norm, our result follows immediately.* 1 □

Proof of F s0p0∞(Rd) ⊂ F s1p1q(R
d). The matter is not so simple as the B-scale case. We have to

prove

(56.54) F s0p0,∞(Rd) ⊂ F s1p1,q(R
d).

Let f ∈ F s0p0,∞(Rd). Then we have to estimate(∫
Rd
∥2js1φj(D)f(x)∥p1ℓq dx

) 1
p1

=

(∫ ∞

0

p1λ
p1−1

∣∣{∥2js1φj(D)f∥ℓq > λ
}∣∣ dλ) 1

p1

.

As for 2js1φj(D)f(x), we need two types of estimates. The first one is

|2js1φj(D)f(x)| ≲ ∥2js1φj(D)f∥∞ ≲ 2js1+
jd
p0 ∥φj(D)f∥p0 ≲ 2

jd
p1 ∥f∥F s0p0∞

,

where for the proof of the second inequality we have used the inequality in the footnote again.
We also have

(56.55) |2js1φj(D)f(x)| ≤ 2j(s1−s0)∥{2js0φj(D)f(x)}∞j=0∥ℓ∞ .

1* Recall that we have proved

(56.53) ∥f∥q ≲ R
1
q
− 1
p ∥f∥p

for f ∈ L∞(Rd) with supp (Ff) ⊂ B(R).
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Set

(56.56) A(x) := ∥{2js0φj(D)f(x)}∞j=0∥ℓ∞ , B := ∥f∥F s0p0∞
.

Then our observation can be summarized as

(56.57) |2js1φj(D)f(x)| ≲ min(2j(s1−s0)A(x), 2
jd
p1B)

for all j ∈ N0. It is convenient to put φ−j ≡ 0 for j ∈ N. Then (56.57) is still valid for j ∈ Z.
If we insert (56.57) to ∥2js1φj(D)f(x)∥ℓq , then we obtain a pointwise estimate of φj(D)f(x) :

∥2js1φj(D)f(x)∥ℓq ≲

∑
j∈Z

min
(
2jq(s1−s0)A(x)q, 2

jqd
p1 Bq

) 1
q

≲
(∫ ∞

0

min(Rq(s1−s0)A(x)q, Rqd/p1Bq)
dR

R

) 1
q

≲ A(x)
p0
p1B1− p0

p1 .

We shall insert this pointwise estimate to the distribution formula.

By changing the variables we obtain

∥2js1φj(D)f∥Lp1 (ℓq) ≤
(∫ ∞

0

p1λ
p1−1

∣∣{ ∥2js1φj(D)f∥ℓq > λ
}∣∣ dλ) 1

p1

≲
(∫ ∞

0

p1λ
p1−1

∣∣∣{A p0
p1B1− p0

p1 > λ
}∣∣∣ dλ) 1

p1

≃ B1− p0
p1

(∫ ∞

0

p1λ
p1−1

∣∣∣{A p0
p1 > λ

}∣∣∣ dλ) 1
p1

≃ B1− p0
p1 ∥A∥p0

p0
p1

= ∥f∥F s0p0∞
.

This is the desired result. □

56.4. Lift operators for nonhomogeneous spaces.

In this subsection we prove

Theorem 56.18. Let δ ∈ R. Then

(56.58) (1−∆)δ : Aspq(Rd)→ As−2δ
pq (Rd)

is an isomorphism.

Proof. By induction, for each α ∈ N0
d we can find Pα(x) ∈ C[x] with degPα(x) = |α| such that

(56.59) ∂αx ⟨x⟩σ = Pα(x)⟨x⟩σ−2|α|

An immediate consequence of this fact is

(56.60) ∥ρ(·)⟨2k·⟩δ∥Hσ2 ≲ 2kδ,

where ρ ∈ S(Rd) satisfies

(56.61) χB(4)\B(2) ≤ ρ ≤ χB(8)\B(1).
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Set ρj = ρ(2−j ·) for j ∈ N and we also take ρ0 so that χB(4) ≤ ρ0 ≤ χB(8). We also assume
that Φ := {φj} in Definition 56.1 satisfy

(56.62)
∞∑
j=1

φj(x) ≡ 1.

By Theorem 55.9 again we obtain

(56.63) ∥(1−∆)
δ
2 f∥Aspq ≲ ∥f∥As+2δ

pq
.

In fact if A = F , then

∥ (1−∆)
δ
2 f∥Aspq = ∥2

js⟨D⟩2δφj(D)f∥Lp(ℓq)

≲
(
sup
k∈N0

∥2−jδρj(2j ·)⟨2j ·⟩2δ∥Hσ2

)
· ∥2j(s+2δ)φj(D)f∥Lp(ℓq)

≲ ∥2j(s+2δ)φj(D)f∥Lp(ℓq).

The case when A = B is proved similarly. □

The theorem below describes well the differential feature of Aspq(Rd).

Theorem 56.19. Let f ∈ S ′(Rd). Then

(56.64) ∥f∥As+1
pq
∼ ∥f∥Aspq +

d∑
j=1

∥∂jf∥Aspq .

Proof. The proof of

(56.65) ∥f∥Aspq +
d∑
j=1

∥∂jf∥Aspq ≲ ∥f∥As+1
pq

is already obtained by Theorem 55.9 again. Thus, we are left with the task of establishing the
reverse inequality. By Theorem 56.18 we have only to show that

(56.66) ∥ (1−∆)f∥As−1
pq

≲

∥f∥Aspq + d∑
j=1

∥∂jf∥Aspq

 .

Then we can prove

(56.67) ∥∂j2f∥As−1
pq

≲ ∥∂jf∥Aspq
by virtue of Theorem 55.9 once more. Thus, by the quasi-triangle inequality (56.66) is justified.

□

Exercise 261. Let k ∈ N. Suppose that f ∈ As−kpq (Rd) and that (−∆)f ∈ Aspq(Rd). Then prove

that f ∈ As+2
pq (Rd).

Exercise 262. Let m ∈ N. Establish the following.

(1) 1 + (−∆)m : As+2m
pq (Rd)→ Aspq(Rd) is an isomorphism.

(2) ∥f∥As+mpq
∼ ∥f∥Aspq +

d∑
j=1

∥∂jmf∥Aspq .
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57. The space S ′(Rd)/P

57.1. Definition.

Definition 57.1 (P and S ′(Rd)/P). Let P = C[X], the algebra of complex polynomials.
Define an equivalence relation ∼ as follows :

(57.1) f ∼ g ⇐⇒ f − g ∈ P.
Finally equip S ′(Rd)/P := S(Rd)/ ∼ with the quotient topology.

Lemma 57.2. S ′(Rd)/P is a topological vector space.

Proof. We shall prove the continuity of addition. Note that

(57.2) S ′(Rd)× S ′(Rd)/(P × P) ≃ S ′(Rd)/P × S ′(Rd)/P
by (9.39). Therefore we have only to show

(57.3) [(f, g)] ∈ S ′(Rd)× S ′(Rd)/(P × P)→ [f + g] ∈ S ′(Rd)/P
is continuous. However, (f, g) ∈ S ′(Rd)×S ′(Rd)→ S ′(Rd)/P is continuous. Thus, the mapping
in question is continuous. □

The following lemma, which the author borrowed from [103, Lemma 6.1], is a key to our
observations.

Lemma 57.3. Let L ∈ N. Set

(57.4) S(Rd)L(Rd) := {φ ∈ S(Rd) : ∂αφ(0) = 0 for |α| ≤ L− 1}.
Then there exists a collection {Tγ}γ∈Zd of continuous mappings from S(Rd)L(Rd) to S(Rd)
such that

(57.5) φ(x) =
∑

γ∈N0
d, |γ|=L

xγTγφ(x)

for all φ ∈ S(Rd).

Proof. If d = 1, then the result is immediate by using the fundamental theorem of calculus.
Suppose that the theorem is true for d− 1 with d ≥ 2.

Pick a function a ∈ C∞(R) satisfying χ[−1,1] ≤ a ≤ χ[−2,2]. Set γ0 := (0, 0, . . . , 0, d+1). For

φ ∈ S(Rd)L, we define

(57.6) R(φ)(x1, x2, . . . , xd) =
a(xd)

xdL

φ(x1, x2, . . . , xd)− L∑
j=0

∂d
j(x1, x2, . . . , xd−1, 0)

j!
x1
j


for xd ∈ R \ {0} and x1, x2, . . . , xd−1 ∈ R. We extend R(φ) to Rd by continuity. By the
fundamental theorem of calculus φ 7→ R(φ) is a continuous operation from S(Rd)L to S(Rd).

(57.7) Tγ0φ(x1, x2, . . . , xd) = R(φ)(x1, x2, . . . , xd) +
1− a(xd)
xdL

φ(x1, x2, . . . , xd).

Then φ 7→ Tγ0(φ) is a continuous operation. Observe that

(57.8) φ(x1, x2, . . . , xd) = xd
LTγ0φ(x1, x2, . . . , xd) + g(xd)

d−1∑
j=0

∂d
jφ(x1, x2, . . . , xd−1, 0)

j!
xd
j .

It remains to apply the induction assumption. Thus, the lemma is proved completely. □

By taking the Fourier transform we see the following.
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Corollary 57.4. Let L ∈ N. Set

(57.9) ˜S(Rd)L(R
d) :=

{
φ ∈ S(Rd) : Fφ ⊥ PL−1

}
.

Then there exists a collection {Tγ}γ∈Zd of continuous mappings from ˜S(Rd)L(Rd) to S(Rd)
such that

(57.10) φ(x) =
∑

γ∈N0
d, |γ|=L

∂γTγφ(x)

for all φ ∈ S(Rd).

We transform this corollary to the one we want to use.

Corollary 57.5. Let L ∈ N and define ˜S(Rd)L as above. Then there exists a collection of
continuous mappings {Tγ}γ∈N0

d, |γ|=L, polynomials {Pγ}γ∈N0
d, |γ|≤L−1 ∈ P(Rd) and constants

{cγ}γ∈N0
d, |γ|≤L−1 such that

(57.11) φ(x) =
∑

γ∈N0
d, |γ|≤L−1

cγ ·
(∫

Rd
φ(y)Pγ(y) dy

)
· xγe−|x|2 +

∑
γ∈N0

d, |γ|=L

∂γTγφ(x)

for all φ ∈ S(Rd).

With this preparation in mind, we shall prove a key theorem in this section.

Theorem 57.6. Let L ∈ N. Suppose that {fj}j∈N is a sequence such that

(57.12) {∂αfj}j∈N

is convergent for all α, provided |α| = L. Then there exists a sequence of polynomials {Pj}j∈N
such that

(57.13) lim
j→∞

(fj + Pj)

is convergent.

Proof. We have only to let Pj(x) :=
∑

γ∈N0
d, |γ|≤L−1

cγ⟨f, ·Eγ⟩ · Pγ(x), where Eγ(x) = xγe−|x|2 .

□

57.2. S(Rd)0 and S(Rd)′0.

Definition 57.7. Define S(Rd)0 by S(Rd)0 :=
∞∩
L=0

S(Rd) ∩ PL(Rd). Endow S(Rd)0 with the

induced topology of S(Rd). S(Rd)′0 is a topological dual of S(Rd)0, that is,
(57.14) S(Rd)′0 := {F ∈ HomC(S(Rd)0,C) : F : S(Rd)0 → C is continuous }.

We now hesitate to equip S(Rd)′0 with a topology.

Pick a smooth function φ : Rd → R supported on B(8) \B(1) so that
∞∑

j=−∞
φ(2−jx) ≡ 1 for

x ∈ Rd \ {0}. Set φj(x) = φ(2−jx) for j ∈ Z.

Proposition 57.8. Keep to the notation above. Then we have the following.

(1) lim
J→∞

J∑
j=−J

φj(D)τ = τ for all τ ∈ S(Rd)0.
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(2) lim
J→∞

J∑
j=−J

φj(D)F = F for all F ∈ S(Rd)′0.

Proof. As we did so in the case of S(Rd), we have only to verify the former formula. Then the
latter follows automatically.

Let τ ∈ S(Rd)0. Set XJ := B(23−J) ∪ (Rd \B(2J)). Then

pα,β

F
τ −

J∑
j=−J

φj(D)τ




= sup
x∈Rd

∣∣∣∣∣∣xα∂β
Fτ(x)− J∑

j=−J

φj(x)Fτ(x)

∣∣∣∣∣∣
≤ sup
x∈Rd

∣∣∣∣∣∣
1−

J∑
j=−J

φj(x)

xα∂βFτ(x)

∣∣∣∣∣∣+ cβ sup
x∈Rd

∑
γ,δ∈N0

d

|γ|,|δ|≤|β|

∣∣∣∣∣∣xα∂γFτ(x)∂δx
 J∑
j=−J

φ(2−jx)

∣∣∣∣∣∣
≤ sup
x∈XJ

∣∣xα∂βFτ(x)∣∣+ cβ
∑

γ,δ∈N0
d

|γ|,|δ|≤|β|

sup
x∈XJ

∣∣xα∂γFτ(x)|x|−δ∣∣ .
Since we are assuming τ ∈ S(Rd)0, the most right-hand side of the above chain of inequality

tends to 0. Therefore, it follows that lim
J→∞

J∑
j=−J

φj(D)τ = τ . □

Proposition 57.9. Suppose {Fj}j∈N is a convergent sequence. Then there exists N ∈ N so
that

(57.15) | ⟨Fj , φ⟩ | ≤ N pN (φ)

for all φ ∈ S(Rd)0.

Proof. We have only to go through the same argument as S(Rd). □

Theorem 57.10. We have

(57.16) S ′(Rd)/P ≃ S(Rd)′0.
as linear spaces.

Proof. We shall construct linear mappings Φ : S ′(Rd)/P → S(Rd)′0 and Ψ : S(Rd)′0 →
S ′(Rd)/P which are inverse to each other.

The construction of the mapping Φ : S ′(Rd)/P → S(Rd)′0

Let P ∈ P. Then we have, for every τ ∈ S(Rd)0,
∫
Rd
P (x)τ(x) dx = 0. Therefore the

restriction mapping f ∈ S ′(Rd) 7→ f |S(Rd)0 ∈ S(Rd)′0 factors S ′(Rd)/P.

The construction of the mapping Ψ : S(Rd)′0 → S ′(Rd)/P

Let f ∈ S(Rd)′0. Then there exists N ∈ N so that | ⟨f, τ⟩ | ≤ N pN (τ). Denote by S(Rd)(N)
0

the completion of S(Rd)0 with respect to the norm pN . Then f admits a continuous extension
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f ′ to S(Rd)(N)
0 satisfying | ⟨f ′, τ⟩ | ≤ N pN (τ) for all τ ∈ S(Rd)(N)

0 . By the Hahn-Banach

theorem this mapping extends to a mapping F on S(Rd)(N), where S(Rd)(N) is a completion
of S(Rd) with respect to the norm pN . Denote by F0 the restriction of F to S(Rd) ⊂ S(Rd)(N).
From the definition F0 belongs to S ′(Rd). We shall claim

(57.17) f ∈ S(Rd)′0 7→ [F0] ∈ S ′(Rd)/P
is a well-defined mapping. Once this is archived, we see that the mapping is a linear isomor-
phism.

To see that (57.17) makes sense we have to verify that the definition is independent of the
choice of F . Recall that F is obtained by the Hahn-Banach theorem.

Let G be an another extension of f : S(Rd)(N)
0 → K. Then F0 − G0 annihilates S(Rd)0.

Therefore, if φ ∈ S(Rd) does not contain 0 as its support, then ⟨F(F0−G0), φ⟩ = ⟨F−G,Fφ⟩ =
0. This means F(F0 − G0) can be expressed as

∑
α∈N0

d

|α|≤L

aα∂
αδ0. Therefore F0 and G0 coincide

modulo polynomials.

To see that (57.17) is continuous, let us choose a net. □
Definition 57.11. Equip S(Rd)′0 with a topology so that (57.16) is an isomorphism.

58. Spaces of homogeneous type

Having cleared up the structure of S(Rd)0, we define Ḟ spq and Ḃspq.

Definition 58.1. Let 0 < p, q ≤ ∞ and s ∈ R. Pick a function φ ∈ S(Rd) so that

(58.1) χB(4)\B(2) ≤ φ ≤ χB(8)\B(1).

Let φj(x) = φ(2−jx) for j ∈ Z.

(1) Let f ∈ S ′(Rd)/P. Then define the seminorm

(58.2) ∥f : Ḃspq∥ := ∥{φj(D)f}j∈Z∥ℓq(Lp).

Ḃspq is the set of elements f ∈ S ′(Rd)/P for which the norm ∥f : Ḃspq∥ <∞.

(2) Suppose that p <∞. Let f ∈ S ′(Rd)/P. Then define the seminorm

(58.3) ∥f : Ḟ spq∥ := ∥{φj(D)f}j∈Z∥ℓq(Lp).

Ḟ spq is the set of elements f ∈ S ′(Rd)/P for which the norm ∥f : Ḟ spq∥ <∞.

(3) Ȧspq denotes either Ḃspq or Ḟ spq. In the case when A = F we tacitly exclude p =∞.

Going through the same arguments as the nonhomogeneous case, we can prove the following.

Theorem 58.2. Let 0 < p, q ≤ ∞ and s ∈ R.

(1) The different choice of φ for the definition of Ȧspq gives an equivalent norm.

(2) Ȧspq is a quasi-normed space.

(3) Ḃspmin(p,q) ⊂ Ḟ
s
pq ⊂ Ḃspmax(p,q).

Proof. Reexamine the proofs of Theorems 56.4, 56.6 and 56.7. □

Like the nonhomogenous case, we can prove the following theorems on the lifting properties.
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Theorem 58.3. Let α ∈ R. Choose a smooth function φ ∈ S(Rd) so that

(58.4) supp (φ) ⊂ B(8) \B(1),
∞∑

j=−∞
φ(2−j ·) ≡ 1 on Rd \ {0}.

Then define

(58.5) (−∆)αf := lim
J→∞

∞∑
j=−J

F−1(| · |αφ(2−j ·)Ff)

for f ∈ S(Rd)0.

(1) If f ∈ S(Rd)0, then the convergence takes place in S(Rd)0. In particular it can be
extended by duality to S(Rd)′0.

(2) The series defining (−∆)αf converges in the topology of S ′(Rd)/P. And it is indepen-
dent of the choice of φ above.

Proof. (1) can be checked immediately by taking the Fourier transform of both sides. For the
proof of the first assertion (2) we have only to prove

(58.6) ∂α

 ∞∑
j=−J

F−1(| · |αφ(2−j ·)Ff)


converges.

Finally the second assertion is immediate because of the duality formula.

(58.7) ⟨ (−∆)αf, φ⟩ = ⟨f, (−∆)αφ⟩
for all φ ∈ S(Rd)0. □

Exercise 263. Suppose that F : R→ C is a continuous function such that F is differentiable at
every point in R \ {0}. Assume that a = lim

t→0
t ̸=0

F ′(t) exists. Then F is differentiable even at the

origin and F ′(0) = a.

Theorem 58.4. S(Rd)0 ⊂ Ȧspq ⊂ S ′(Rd)/P in the sense of continuous embedding. That is,
there exists N = Np,q,s ∈ N and c > 0 such that

(58.8) ∥f∥Ȧspq ≲ pN (f) for all f ∈ S(Rd)0, | ⟨f, g⟩ | ≲ ∥f∥Ȧspq · pN (g) for all g ∈ S(Rd)0.

Proof. First we shall prove S(Rd)0 ⊂ Ȧspq. Let f ∈ S(Rd)0 and N ∈ N. By integration by parts
and scaling, we can prove

(58.9) ∥φj(D)f∥p ≲ 2−jNpN (f),

where c > 0. Once (58.9) is proved, we have only to use Ḃspmin(p,q) ⊂ Ḟ
s
pq.

For the proof of Ȧspq ⊂ S ′(Rd)/P we can reduce the matter to the case when A = B because

Ḟ spq ⊂ Ḃspmax(p,q). Note that

(58.10) Ḃspq ⊂ Ḃ
s− d

p
∞∞ ,

whose proof is entirely the same as the nonhomogeneous case. Therefore, the matters are
reduced to showing that Φ : Ḃ−d−1

00 → S ′(Rd) in the sense of continuous embedding, where

(58.11) ⟨Φ([f ]), τ⟩ =
∞∑

j=−∞
⟨φj(D)f, τ⟩.
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Since

(58.12) | ⟨φj(D)f, τ⟩ | ≤ ∥φj(D)f∥∞ · ∥τ∥1 ≤ 2(d+1)j∥f : Ḃ−d−1
∞∞ ∥ · ∥τ∥1

for j ≤ 0 and

| ⟨φj(D)f, τ⟩ | = 2−j(d+2)| ⟨ (|2−j · |2d+2φj)(D)f,∆d+1τ⟩ |

≤ 2−j(d+2)∥ (|2−j · |2d+2φj)(D)f∥∞ · ∥∆d+1f∥1
≲ 2−j(d+2)∥φj(D)f∥∞ · ∥∆d+1τ∥1
≲ 2−j(d+1)∥f∥Ȧspq · ∥∆

d+1τ∥1

for j ≥ 0, we conclude

(58.13) | ⟨Φ([f ]), τ⟩ | ≲ ∥f∥Ȧspq · pd+1(φ).

Thus, the theorem is proved. □

Theorem 58.5. Let p, q <∞. Then S(Rd)0 is dense in Ȧspq(Rd).

Proof. Note that
l∑

k=−l

φk(D)f converges to f in Ȧspq as l→∞. Thus we may assume that f is

the element of the form
l∑

k=−l

φk(D)f. Once we reduce the matter to approximating the element

of the above type, the rest is the same as the nonhomogeneous case. □

Theorem 58.6. The space Ȧspq(Rd) is complete. That is, if {fk}k∈N is a sequence in Ȧspq(Rd)
such that

(58.14) lim
K→∞

(
sup
j,k≥K

∥fj − fk∥Ȧspq

)
= 0,

then there exists f ∈ Aspq(Rd) such that lim
k→∞

∥f − fk∥Ȧspq = 0.

Proof. Since any Cauchy sequence has a limit in S ′/P, we have only to apply the Fatou lemma
as we did in the nonhomogeneous case. □

The following lemma describes the relation between the dotted spaces and the non-dotted
spaces.

Theorem 58.7. The projection f ∈ S ′(Rd)→ S ′(Rd)/P induces a continuous mapping

(58.15) f ∈ Aspq(Rd) 7→ [f ] ∈ Ȧspq(Rd).

Proof. Let Φ ∈ S(Rd) taken so that χB(4) ≤ Φ ≤ χB(8). We deal only with the F -scale, the
case of B-scale being the same. Then

(58.16)
∥∥{2jsφj(D)f}0j=−∞

∥∥
Lp(ℓq)

≲
(
sup
j∈N0

∥φ−j∥Hσ2

)
∥Φ(D)f∥Lp(ℓq).

This is the desired result. □
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59. Concrete spaces

59.1. Potential spaces and Sobolev spaces.

Theorem 59.1. Let 1 < p <∞ and s ∈ R. Then,

(59.1) ∥f∥F sp2 ∼ ∥f∥Hsp
for all f ∈ S ′(Rd). In this sense we can say that F sp2(Rd) = Hs

p .

Proof. From the definition of Hs
p , we readily obtain the lifting property of Hs

p . Since F spq has
the same property, we may assume that s = 0, that is, we can reduce the matter to showing
Lp(Rd) ≃ F 0

p2(Rd), which we have struggled to prove. □

The Littlewood-Paley theorem gives us the following as well.

Theorem 59.2. Let 1 < p < ∞. Then Ḟ 0
p2(Rd) ≃ Lp(Rd) with norm equivalence. Speaking

precisely, we have the following.

(1) Let f ∈ S ′(Rd) such that [f ] ∈ Ḟ 0
p2(Rd). Then g := lim

J→∞

∞∑
j=−J

φj(D)f exists in Lp(Rd)

and coincides f modulo polynomial. Furthermore there exists c > 0 such that

(59.2) ∥g∥p ≲ ∥ [f ] ∥Ḟ 0
p2

for all f ∈ S ′(Rd) with [f ] ∈ Ḟ 0
p2(Rd).

(2) Let f ∈ Lp(Rd). Then [f ] ∈ Ḟ 0
p2(Rd). Furthermore there exists c > 0 such that

(59.3) ∥ [f ] ∥Ḟ 0
p2

≲ ∥f∥p

for all f ∈ Lp(Rd).
Definition 59.3. Let 1 ≤ p ≤ ∞ and m ∈ N. Let f ∈ Lp(Rd). One defines

(59.4) ∥f∥Wm,p := ∥f∥p +
∑

|α|≤m

∥∂αf∥p.

Denote by Wm,p(Rd) the space of all Lp(Rd)-functions for which ∥f∥Wm,p <∞.

As well as the fact Wm,p(Rd) ≃ Fmp2(Rd) with 1 < p < ∞, it is important to know that
lower or mixed derivatives can be estimated by the pure derivatives of the highest order and
the lowest derivative. This fact can be stated as follows :

Theorem 59.4. Let 1 < p <∞ and m ∈ N0. Then

(59.5) ∥f∥F sp2 ≃ ∥f∥Wm,p

for all f ∈ S ′(Rd). In this sense we can say that Fmp2(Rd) =Wm,p(Rd). Furthermore, for every

f ∈Wm,p(Rd),

(59.6) ∥f∥p +
m∑
j=1

∥∂jmf∥p ∼ ∥f∥Wm,p .

Proof. For the proof we may assume that f ∈ S(Rd) because S(Rd) is dense both in Wm,p(Rd)
and Fmp2(Rd). Note that

(59.7)

∥∥∥∥∥∥
1 +

d∑
j=1

∂j
4m

 f

∥∥∥∥∥∥
F−3m
p2

≃ ∥f∥Fmp2
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by the lift operator property. Although, we have just proved that

(59.8)

∥∥∥∥∥∥
1 +

d∑
j=1

∂j
2

m

f

∥∥∥∥∥∥
F−m
p2

≃ ∥f∥Fmp2

the same proof works for (59.7). Thus, by using F spq ⊂ F s−1
pq and ∂j : F

s
pq → F s−1

pq we obtain

∥f∥Wm,p =
∑

|α|≤m

∥∂αf∥p ≤
∑

|α|≤m

∥∂αf∥F 0
p2

≲
∑

|α|≤m

∥f∥
F

|α|
p2

≲ ∥f∥Fmp2 .

By lifting the smoothness to s+ 4m, we have

∥f∥Fmp2 ≲

∥∥∥∥∥∥
1 +

d∑
j=1

∂j
4m

 f

∥∥∥∥∥∥
F−3m
p2

≲

∥f∥F−3m
p2

+

d∑
j=1

∥∂j4mf∥F−3m
p2

 .

If we invoke the key relation F 0
p2(Rd) = Lp(Rd) once more, we are led to

∥f∥Fmp2 ≲

∥f∥F 0
p2

+
d∑
j=1

∥∂jmf∥F 0
p2

 ≲

∥f∥p + d∑
j=1

∥∂jmf∥p

 .

The last quantity being equal to ∥f∥Wm,p , a chain of these inequalities gives the desired result.
□

We also have the following variant that seems useful for the partial differential equation when
we consider so called “absorbing argument”. The proof is left to the readers as an exercise : we
have only to mimic the proof of Theorem 59.4.

Exercise 264. Let 0 < p, q ≤ ∞ and s ∈ R. For all ε > 0 we can take Cε > 0 such that

(59.9) ∥f∥Aspq ≤ ε∥f∥As+1
pq

+ Cε ∥f∥As−1
pq

.

Here we present an application. Recall that ∆ : Lp(Rd)→ Lp(Rd) is defined as follows :

Definition 59.5. Define an unbounded operator ∆ : Lp(Rd)→ Lp(Rd) as follows :

(59.10) D(∆) =W 2
p (Rd), ∆f :=

d∑
j=1

∂j
2f, f ∈W 2

p (Rd).

Proposition 59.6. ∆ is a closed operator in Lp(Rd), if 1 < p <∞.

Proof. Let fk, k = 1, 2, . . . be a sequence in W 2
p (Rd) such that

(59.11) fk → f in Lp(Rd), ∆fk → g in Lp(Rd).

Then

(59.12) ∥fk∥F 2
p2
≃ ∥fk∥F 0

p2
+ ∥∆fk∥F 0

p2
≃ ∥fk∥p + ∥∆fk∥p

is bounded. Since fk → f in Lp(Rd) and hence fk → f in S ′(Rd), the Fatou’s lemma gives us
f ∈ F 0

p2(Rd) with

(59.13) ∥f∥F 2
p2
≤ lim inf

k→∞
∥fk∥F 2

p2
.
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This means that f ∈W 2
p (Rd). Since f ∈W 2

p (Rd), we have for every φ ∈ C∞
c (Rd)∫

Rd
φ(x)g(x) dx = lim

k→∞

∫
Rd
φ(x)∆fk(x) dx

= lim
k→∞

∫
Rd

∆φ(x)fk(x)

=

∫
Rd

∆φ(x) · f(x) dx

=

∫
Rd
φ(x)∆f(x) dx,

which yields ∆f = g. □

In the same way as above we can prove the following theorem. We excluded the case when
the function space is not a Banach space for the sake of simplicity.

Theorem 59.7. Let 1 ≤ p, q ≤ ∞. Then ∆ is closed on Aspq(Rd) with its domain As+2
pq (Rd).

59.2. Lipschitz spaces.

Finally we present another concrete space.

(59.14) ∥f∥Lipγ∩BC = ∥f∥BC + sup
x,y∈Rd
x ̸=y

|f(x)− f(y)|
|x− y|γ

.

We are to prove the following theorem.

Theorem 59.8. Let γ ∈ (0, 1). Then

(59.15) Lipγ(Rd) ∩ BC(Rd) = Bγ∞∞(Rd)

with norm equivalence.

Proof. We shall show that our definition of Lipγ(Rd)∩BC(Rd) agrees with the usual definition
(the usual Lipschitz norm) when 0 < γ < 1.

Suppose first that f is bounded and satisfies

(59.16) sup
x∈Rd

|f(x− y)− f(y)| ≤ A |y|γ

with A := ∥f∥Lipγ . Then for j ∈ N

(2π)
d
2φj(D)f(x) = f ∗ F−1φj(x) =

∫
Rd
(f(x− y)− f(x))F−1φj(y) dy,

since

∫
Rd
F−1φj(y) dy = 0. Thus,

(59.17) ∥φj(D)f∥∞ ≤ A
∫
Rd
|y|γ · |F−1φj(y)| dy = A2−jγ .

Thus, f ∈ Bγ∞∞(Rd).

Conversely, if f ∈ Bγ∞∞(Rd), we can write

(59.18) f =

∞∑
j=0

φj(D)f.
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We see that
∞∑
j=0

φj(D)f converges uniformly, since ∥φj(D)f∥∞ ≤ 2−jγ∥f∥Bγ∞∞ .

Since f ∈ L∞(Rd), it is trivial that

(59.19) sup
x∈Rd

|f(x− y)− f(x)| ≲ |y|γ∥f∥Bγ∞∞

for |y| ≥ 1. Suppose instead that |y| ≤ 1. Then we have
(59.20)

f(x− y)− f(x) =
∑

2j≤|y|−1

[φj(D)f(x− y)−φj(D)f(x)] +
∑

2j>|y|−1

[φj(D)f(x− y)−φj(D)f(x)].

Using the mean-value theorem, we see that the terms in the first sum are dominated by
|y|2−jγ+j ∥f∥Bγ∞∞ , resulting the estimate

(59.21) |y|

 ∑
2j≤|y|−1

2j(1−γ)∥f∥Bγ∞∞

 ≲ |y|γ∥f∥Bγ∞∞ ,

since γ < 1. The terms in the second sum are majorized by 2 · 2−γj∥f∥Bγ∞∞ and this gives
|y|γ ∥f∥Bγ∞∞ as an estimate, since γ > 0. Thus,

(59.22) sup
x∈Rd

|f(x− y)− f(x)| ≲ |y|γ∥f∥Bγ∞∞ ,

and the equivalence of the two definitions are established. □

Example 59.9. Let γ ∈ (0, 1) and m. Then we have a bilateral estimate

(59.23) ∥f∥Cγ +
d∑
j=1

∥∂jmf∥Cγ ≃ ∥f∥Cm+γ .

Indeed, this estimate is just the lifting property provided we use the fact Cγ(Rd) = Lipγ(Rd)∩
BC(Rd) = Bγ∞∞(Rd).

60. Other related function spaces

60.1. Modulation spaces.

As an application of Theorem 55.9 and for the purpose of familiarizing ourselves with The-
orem 55.9 we deal with modulation spaces.

Definition 60.1. Pick a compactly supported function ψ ∈ S so that it satisfies

(60.1) supp (ψ) ⊂ Q(2) = {x ∈ Rd : max(|x1|, |x2|, . . . , |xd|) ≤ 2},
∑
m∈Zd

Tmψ(x) ≡ 1.

Here Tmψ := ψ(∗ −m). Define

∥f : Mpq∥ := ∥Tmψ(D)f∥ℓq(Lp) :=

 ∑
m∈Zd

∥ [F−1Tmψ] ∗ f∥qp

 1
q

(60.2)

for f ∈ S ′.

Exercise 265. A different choice of ψ will give us an equivalent norm. Mimic the proof of the
corresponding assertion for Besov and Triebel-Lizorkin spaces.

Exercise 266. Use the Plancherel theorem to prove M22(Rd) = L2(Rd).
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We do not go into the details of this function space. However, as an application of the results
in Besov spaces, we shall prove the following.

Theorem 60.2. Let 0 < p, q <∞. Then S(Rd) is dense in Mp,q.

Proof. Let f ∈Mp,q. Set

(60.3) fM =
∑
m∈Zd
|m|≤M

Tmψ(D)f.

Then the multiplier theorem readily gives us

(60.4) ∥f − fM∥Mp,q ≲

 ∑
m∈Zd

|m|>M−5

∥Tmψ(D)f∥pq


1
q

.

Therefore, assuming p and q are finite, we have lim
M→∞

fM = f in Mp,q(Rd).

In view of this paragraph, we may assume f is supported on a big cube Q(M), where
Q(M) = {x ∈ Rd : max(|x1|, |x2|, . . . , |xd|) ≤ M}. The multiplier theorem gives us a constant
c = cM , depending only on M as well as p and q, such that

(60.5) ∥g∥Mp,q ≲ ∥g∥B0
pq

for all g with supp (Fg) ⊂ Q(M + 1).

Since f ∈ S ′(Rd) with f ∈ supp (Q(M)), we can approximate it with g ∈ S(Rd) in the
topology of B0

pq(Rd). Thus, in view of (60.5), it follows that f can be approximated by S(Rd).
□

Exercise 267. Let 0 < p, q ≤ ∞. Show that S(Rd) ⊂Mp,q.

60.2. Herz spaces.

Since there is a kin connection between Besov / Triebel Lizorkin spaces and Herz spaces, it
is a good chance to introduce Herz spaces. The Herz norm is similar to the Besov norm. Their
difference lies in the point that the Besov norm is defined by means of the Fourier multiplier
while the Herz norm involves the pointwise multiplier. Here we content ourselves in presenting
the definition of the norms.

Definition 60.3. Fix φ ∈ S(Rd) so that χB(1) ≤ φ ≤ χB(2). Set

(60.6) φ0 = φ, φj = φ(2−j ·)− φ(2−j+1·).

Let 0 < p, q ≤ ∞ and α ∈ R. Then the Herz space Kα,q
p is a function space normed by

(60.7) ∥f : Kα,q
p ∥ := ∥2jαφj · f∥ℓq(Lp).

We remark that the following function spaces are of much importance.

(60.8) Bp := K
− d
p ,∞

p (Rd), Bpq := K
− d
q+

d
p ,∞

p (Rd).
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60.3. Amalgam spaces. Finally we take up the amalgam spaces.

Definition 60.4 (Amalgam space (Lp, ℓq)). Let 0 < p, q ≤ ∞ and s ∈ R. Set Qz := z + [0, 1]d

for z ∈ Zd, the translation of the unit cube. For a Lebesgue locally integrable function f define

(60.9) ∥f∥(Lp,ℓq) := ∥ {⟨z⟩s · ∥f∥Lp(Qz)}z∈Zd∥ℓq .

The function space (Lp, ℓq) is the set of all Lp(Rd)-locally integrable functions f for which the
quasi-norm ∥f∥(Lp,ℓq) is finite.

Exercise 268. Show that (Lp, ℓq) is a quasi-Banach space.

Exercise 269. Let f ∈ L1
loc(Rd). Then define

(60.10) Mlocf(x) = sup
r≤1

1

rd

∫
B(x,r)

|f(z)| dz.

Let 1 < p <∞ and 0 < q ≤ ∞. Then show that

(60.11) ∥Mlocf∥Lp(ℓq) ≲ ∥f∥Lp(ℓq)
for all f ∈ Lp(ℓq).

Notes and references for Chapter 24.

Besov spaces were defined in [96].

Section 55. Theorems 55.3, 55.5, 55.9 are investigated initially by [399, 371, 47].

Theorem 55.12 was first investigated by Marcinkiewicz in the periodic set up [327]. Later
Hörmander, Kree and Mihlin proved the result in the present form (See [238, 290, 348]).

Definition 55.1 and Theorem 55.3 appeared in [62] in a somehow awkward form and they
were refined in [63].

Section 56. The theory of function spaces are taken up in [63, 64, 65, 66]. In this part, along
with Chapter 19, we have covered the former part of [63, 64]. In [64, 65, 66] decomposition
methods are taken up in great detail.

Theorem 56.4

Theorem 56.6

Theorem 56.7

Theorem 56.8

Theorem 56.10

Theorem 56.14

Theorem 56.15

Theorem 56.16

Theorem 56.17

Theorem 56.18

Theorem 56.19
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Section 57. We refer to [60] for more details of Theorem 9.22.

Lemma 57.3 and Theorem 57.6 are folklore facts. However, the convincing proofs had been
missing, although Lemma 57.3 and Theorem 57.6 are formulated in [49]. As late as 2006
M. Bownik and K. Ho proved them in [103].

Theorem 57.10 is also a well-known fact and few literatures such as [63] made explicit how
the topology of S ′(Rd)/P should be induced.

Section 58. Theorem 58.2

Theorem 58.3

Theorem 58.4

Theorem 58.5

Theorem 58.6

Theorem 58.7

Section 59. In [61] the Laplacian is described in great detail.

Theorem 59.1

Theorem 59.2

Theorem 59.4

Theorem 59.7

Theorem 59.8 is essentially due to Taibleson [467, Theorem 4].

Section 60. The modulation space Ms
p,q with 1 ≤ p, q ≤ ∞ was initially defined by Feichtinger

[184], which can be found in [32] nowadays. It was subsequently investigated in [186, 189, 190,
481]. Later the modulation space Ms

p,q was defined for 0 < p, q ≤ ∞ in [276, 54]. In [278] the
molecular decomposition was obtained.

Theorem 60.2 was taken up in [276] from a different point of view.

Weak-type Herz spaces are defined and the several boundedness of linear operators is inves-
tigated in [437]. Herz-type Hardy spaces are investigated in [206].
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Part 25. Applications to partial differential equations

This nature of this section is an application. We apply our theory of function spaces and
the theory of singular integral operators. First we treat the heat equations and then we treat
the pseudo-differential operators.

61. The heat semigroup

The heat equation and the heat semigroup. Having set down the multiplier property, we shall
turn to the heat semigroup. Define

(61.1) E(x, t) :=
1

(4πt)
d
2

exp

(
−|x|

2

4t

)
.

Definition 61.1. Let t ≥ 0. Define a continuous mapping et∆ : S ′(Rd)→ S ′(Rd) by
(61.2) et∆f := E(·, t) ∗ f, t > 0.

For the sake of simplicity set e0∆ = idS(Rd). The family of mapping {et∆}t>0 is called the heat
semigroup.

Lemma 61.2. Let f ∈ S(Rd). We write u(t, x) := et∆f(x) for t ≥ 0 and x ∈ Rd.

(1) u is C∞((0,∞)× Rd).
(2) u solves the following heat equation :

(61.3) ∂tu(t, x)−∆u(t, x) = 0, t > 0, x ∈ Rd, lim
t↓0

u(t, ·) = φ in S(Rd).

(3) Let t, s ≥ 0. Then e(t+s)∆f = et∆[es∆f ].

Lemma 61.3. All the statements in Lemma 61.2 remain valid, if we replace S ′(Rd) with S(Rd).
Exercise 270. Prove Lemmas 61.2 and 61.3.

The following theorem shows us quantitative information of the smoothing effect, which is
frequently used in the Navier-Stokes equations.

Theorem 61.4. Suppose that the parameters satisfy 0 < p, q ≤ ∞, s ∈ R and α ≥ 0. Then we
have

(61.4) ∥et∆f∥As+αpq
≲ t−

α
2 ∥f∥Aspq

for 0 ≤ t ≤ 1. Here c depends only on p, q, s, α.

Proof. We concentrate on the case A = F , the case A = B being the same. Suppose that
{φj}j∈N is a family of functions satisfying

(61.5) χB(2) ≤ φ0 ≤ χB(4), χB(4)\B(2) ≤ φ1 ≤ χB(8)\B(1), φj = φ1(2
−j+1·) for j ∈ N.

Choose an auxiliary family {ψj}j∈N satisfying

(61.6) χB(4) ≤ ψ0 ≤ χB(8), χB(8)\B(1) ≤ ψ1 ≤ χB(16)\B(1/2), ψj = ψ1(2
−j+1·) for j ∈ N.

Set ρ0(x) = φ0(x) and ρj(x) =
φj(x)

|2j · |α
. Then by Theorem 55.9 we have

∥et∆f∥F s+αpq
= ∥2j(s+α)φj(D)et∆f∥Lp(ℓq)
= ∥2j(s+α)ψj(D)φj(D)et∆f∥Lp(ℓq)
≲ t−

α
2 M(t) ∥2jsρj(D)f∥Lp(ℓq),
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where

(61.7) M(t) :=
1

t
d
2

(
∥ψ0(·)e−4kt |·|2∥HM2 + sup

k∈N
∥ |2kt 1

2 · |αψ1(·)e−4kt |·|2∥HM2

)
.

By change of variables, we see that sup
0≤t≤1

M(t) <∞. Therefore the proof is complete. □

Semigroup property. In this paragraph we shall prove that the heat semigroup is such an ex-
ample. Until the end of this section we assume 1 ≤ p, q ≤ ∞ and s ∈ R. Namely, for the sake
of simplicity we limit ourselves to the case when Aspq(Rd) is a Banach space.

Theorem 61.5. Then {et∆}t≥0 is a continuous semigroup on Aspq(Rd).

Proof. By Theorem 61.4, {et∆}t≥0 is a bounded family of operators. Going through a similar
argument, we have

(61.8) ∥et∆ − et
′∆ : Aspq∥ ≲ |t− t′|,

whenever 0 ≤ t, t′ ≤ 1. As we have seen, for all f ∈ S ′(Rd) we have

(61.9) et∆(es∆f) = e(t+s)∆f.

As a result it follows that {et∆}t≥0 is a continuous semigroup on Aspq(Rd). □

Theorem 61.6. The generator of a semigroup et∆ : Aspq(Rd)→ Aspq(Rd) is given by

(61.10) D(A) = As+2
pq (Rd), Af = ∆f.

Proof. Let f ∈ D(A). Since lim
t↓0

et∆f − f
t

= ∆f in S ′(Rd), if the limit lim
t↓0

et∆f − f
t

must

coincide ∆f . Therefore, f ∈ D(A) is equivalent to f ∈ Aspq and ∆f ∈ Aspq. However, this is

equivalent to f ∈ As+2
pq . □

Theorem 61.7. The spectrum of ∆ on Aspq is (−∞, 0]. Let 0 < θ < π. Then

(61.11) ∥ (∆− z)−1 : B(Aspq)∥ ≤
Mθ

|z|
for all z ∈ C with z ̸= 0, arg (z) > π − θ.

Proof. Suppose that z ∈ C \ (−∞, 0] Define Mz(ξ) =
1

|ξ|2 + z
. Then Mz is smooth with all

bounded partial derivatives. Therefore Mz(D) = (−∆+ z)−1. Thus, C \ (−∞, 0] ⊂ ρ(∆).

We identify the spectrum Since As+2
pq is a proper subset of Aspq, it cannot be bounded.

Therefore, the spectrum is an unbounded set of (−∞, 0]. Let It : f ∈ S ′(Rd) 7→ f(t·) ∈ S ′(Rd).
Then It

−1(∆− z)It = (t2∆− z). Therefore, we conclude (−∞, 0) is contained in the spectrum.
Since the spectrum is closed in C, we conclude σ(∆) = (−∞, 0].

The estimate of resolvent This can be achieved by using Theorem 55.9 as usual. □

Exercise 271. Supply the details of the estimate of the resolvent above.

Exercise 272. Let 0 < p, q ≤ ∞ and s ∈ R. Then,

(61.12) ∥et∆f − f∥Aspq ≲α ∥f∥As+αpq

for all f ∈ As+αpq (Rd) and 0 < t ≤ 1.
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Summarizing the above observations, we obtain;

Theorem 61.8. Let 1 ≤ p, q ≤ ∞ and s ∈ R. The Laplacian ∆ is a sectorial operator on
Aspq(Rd), whose domain is As+2

pq (Rd). Furthermore it generates a continuous semigroup et∆.

It is still important to state what we have learnt for Lp(Rd) ≃ F 0
p2(Rd) with 1 < p <∞. We

dare repeat the statement.

Theorem 61.9. Let 1 < p <∞.

(1) The Laplacian ∆ is a sectorial operator whose domain is W 2,p(Rd).
(2) The heat group is a continuous semigroup whose generator is the Laplacian ∆.

62. Pseudo-differential operators

Before giving precise definitions, we shall make some heuristic observations.

62.1. Some heuristics.

Suppose that f ∈ S(Rd), then we have

∂

∂xj
f(x) = i ·

∫
Rd
ξjFf(ξ)eix·ξ dξ

and

xjf(x) =

∫
Rd
xjFf(ξ)eix·ξ dξ.

Pseudo differential operator is a mixture of these operator of the form

∫
Rd
a(x, ξ)Ff(ξ)eix·ξ dξ,

where a(x, ξ) is an appropriately nice function.

62.2. Pseudo-differential operators on S(Rd) and S ′(Rd).

Pseudo-differential operator on S(Rd). To begin with, let us see how the pseudo-differential
operators are defined on the nicest function space S(Rd).

Definition 62.1. Let a : Rd × Rd → C. Then define

(62.1) Taf(x) :=

∫
Rd
a(x, ξ)Ff(ξ)eix·ξ dξ.

Definition 62.2. Let 0 ≤ ρ, δ ≤ 1 and m ∈ R. Define the set of the functions Smρ,δ by

Sm :=
{
a ∈ C∞(Rd × Rd,C) : ∥ |A∥ |Smρ,δ,α,β <∞ for all α, β ∈ N0

d
}
,

where

(62.2) ∥ |A∥ |Smρ,δ,α,β := sup
x,ξ∈Rd

|∂βx∂αξ a(x, ξ)|
(1 + |ξ|)m−δ|α|+ρ|β|

Example 62.3. Let j = 1, 2, . . . , d. Then a(x, ξ) = ξj is an example of S1-symbol.

Exercise 273. Show that a(x, ξ) := ⟨ξ⟩m ∈ Sm.

Proposition 62.4. Let a ∈ Smρ,δ and f ∈ S(Rd). Then we have Taf ∈ S(Rd).
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Proof. Firstly we note that the integral converge absolutely since f ∈ S(Rd).

Next we shall prove that Taf ∈ S(Rd). Let Lξ defined by

(62.3) Lξ :=
1

1 + |x|2
(I −∆ξ).

Then it follows that Lξe
ix·ξ = eix·ξ. Denote (Lξ)

N is N -times composition of Lξ. We intend
to use integration by parts.

Using this observation we estimate ∂αTaf . By integration by parts we have

Taf(x) =

∫
Rd
a(x, ξ)Ff(ξ)(Lξ)Neix·ξ dξ =

∫
Rd
(Lξ)

N (a(x, ξ)Ff(ξ))eix·ξ dξ.

Notice that by Leibnitz’s formula we have

(62.4) |∂αxLξN (a(x, ξ)Ff(ξ))| ≤ CM,N,α(1 + |ξ|)−M .
Thus we have |xαDβTaf(x)| ≤ C <∞, which implies Taf ∈ S(Rd). □

Corollary 62.5. Suppose that {aε}ε∈[0,1] ⊂ Sm uniformly, that is,

(62.5) |∂βx∂αξ aε(x, ξ)| ≲α,β (1 + |ξ|)m−|α|

for all ε ∈ [0, 1]. Assume further that for any fixed x, ξ ∈ Rd

(62.6) ∂βx∂
α
ξ aε(x, ξ)→ ∂βx∂

α
ξ a0(x, ξ)

as ε→ 0. Then we have Taεf → Ta0f in S(Rd).

Proof. For the proof we use the calculation of the previous proposition. By assumption we can
use the dominated convergence theorem. □

Example 62.6. Let γ ∈ C∞(Rd) be such that

(62.7) χQ(1) ≤ γ ≤ χQ(2).

We set

(62.8) aε(x, ξ) := a(x, ξ)γ(εx)γ(εξ) ( 0 ≤ ε ≤ 1 ).

Then {aε}ε∈[0,1] satisfies the condition of the previous corollary.

Lemma 62.7. We have

(62.9) Taf(x) = lim
ε→0

∫∫
aε(x, ξ)f(y)e

i(x−y)·ξ dξ dy,

where the convergence takes place in S(Rd).

Proof. Use the previous lemma. Then we have

Taf(x) = lim
ε→0

Taεf(x)

= lim
ε→0

∫
Rd

aε(x, ξ)Ff(ξ)eix·ξ dξ

= lim
ε→0

∫∫
aε(x, ξ)f(y)e

i(x−y)·ξ dξ dy.

This is the desired result. □

Lemma 62.8. For all f, g ∈ S(Rd), we have

(62.10)

∫
Rd
Taf(x)g(x) dx =

∫
Rd
f(y)T ∗

a g(y) dy.
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(62.10) shows some duality formula holds.

Proof. In fact we have∫
Rd
Taf(x) · g(x) dx = lim

ε→0

∫
Rd

(∫∫
aε(x, ξ)g(x)f(y)e

i(x−y)ξ dξ dy

)
dx

= lim
ε→0

∫
Rd

(∫∫
aε(y, ξ)g(y)f(x)e

i(y−x)ξ dξ dx

)
dy

=

∫
Rd
f(x) · T ∗

a g(x) dx.

Since we are truncating the integral, the Fubini theorem is applicable. □

The theory of S(Rd) was all stated. In the next section we develop the Lp(Rd)-theory. The
generalized CZ-integral is a key tool.

63. Lp(Rd)-boundedness of pseudo-differential operators

63.1. L2(Rd)-boundedness.

The following result can be obtained by the Fourier transform. This result is applied to the
φ-transform which dates back to [195, 196]. Nowadays the φ-transform is widely used in the
theory of function spaces.

Sampling theorem.

Theorem 63.1. Let f ∈ S ′(Rd) with supp (F) ⊂ Q(1). Then we have

(63.1) f =
∑
l∈Zd

f(l)Fκ(∗ − l).

Here κ ∈ S(Rd) is an even cut-off function such that χQ(1) ≤ κ ≤ χQ(2).

Proof. Pick a test function τ ∈ S(Rd). Furthermore take another cut-off function that equals
1 on Q(2) and supported on Q(3). Then we have

(63.2) ⟨f, τ⟩ = ⟨Ff,F−1τ⟩ = ⟨κ · Ff, η · κ · F−1τ⟩.

Taking into account the support condition, we have

η · κ · F−1τ = η ·
∑
j∈Zd

κ(∗ − 2πj) · F−1τ(∗ − 2πj).

Therefore, if we expand
∑
j∈Zd

κ(∗ − 2πj) · F−1τ(∗ − 2πj), to the Fourier series, then we have

(63.3)
∑
j∈Zd

κ(x− 2πj) · F−1τ(x− 2πj) =
∑
l∈Zd

al · eil·x,

where al =
1

(2π)d

∫
[0,2π]d

∑
j∈Zd

κ(y − 2πj) · F−1τ(y − 2πj)

 e−il·y dy. By changing the vari-

able we obtain

(63.4) al =
1

(2π)d

∫
Rd
κ(y)F−1τ(y)e−il·y dy =

1

(2π)
d
2

F(κ · F−1τ)(l) =
1

(2π)
d
2

Fκ ∗ τ(l).
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Since the convergence in (63.3) takes place in S(Rd), we have
(63.5)

⟨f, τ⟩ = 1

(2π)
d
2

∑
l∈Zd
⟨Ff, ηeil·∗⟩Fκ ∗ τ(l) =

∑
l∈Zd

f(l)Fκ ∗ τ(l) =
∑
l∈Zd

f(l)

∫
Rd
Fκ(l − y)τ(y) dy.

Therefore, it follows that

(63.6) f =
∑
l∈Zd

f(l)Fκ(∗ − l),

if we take into account that we assume κ is even. □

As an application of this theorem, we obtain the φ-transform obtained in [195, 196].

Corollary 63.2. Let f ∈ S ′(Rd). Then one has

(63.7) f =
∑
m∈Zd

∑
l∈Zd

ei(∗−l)·mφm(D)f(l)Fκ(∗ − l)

 .

Proof. First, we have

(63.8) f =
∑
m∈Zd

φm(D)f.

Since F(e−im·∗φm(D)f) = φm(D)f(∗ + m), it follows that supp (F(e−im·∗φm(D)f) ⊂ Q(2).
Therefore, we are in the position of applying Theorem 63.1 to obtain

(63.9) e−im·∗φm(D)f =
∑
l∈Zd

e−im·lf(l)Fκ(∗ − l).

If we arrange the above formula, then we obtain

(63.10) φm(D)f =
∑
l∈Zd

eim·(∗−l)φm(D)f(l)Fκ(∗ − l).

Inserting this formula to (63.8), then we obtain (63.7). □

Lemma 63.3. We have

(63.11)

 ∑
m,l∈Zd

|φm(D)f(l)|2
 1

2

≲ ∥f∥2.

Proof. It is convenient to write the left-hand side as

(63.12)

 ∑
m,l∈Zd

|φm(D)f(l)|2
 1

2

=

∫
Rd

∑
m∈Zd

∑
l∈Zd
|φm(D)f(l)|χQl

2

dx

 .

Now we have

(63.13)
∑
l∈Zd
|φm(D)f(l)|χQl ≲M [φm(D)f ](x).
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If we insert (63.13) to (63.12) and recall that M is L2(Rd)-bounded, then we obtain ∑
m,l∈Zd

|φm(D)f(l)|2
 1

2

≲

∫
Rd

∑
m∈Zd

M [φm(D)f ](x)2 dx

 1
2

≲

∫
Rd

∑
m∈Zd

|φm(D)f(x)|2 dx

 1
2

= ∥f∥2.
This is the desired result. □
Lemma 63.4. Let κ be an even smooth function satisfying χQ(1) ≤ κ ≤ χQ(2). For m, l ∈ Zd,
we set ψml(x) := eix·mFκ(x− l). Let a ∈ S0

00. Then we have, for all N ,

|∂α(e−ix·ma(x,D)ψml(x))| ≲α,N ⟨x− l⟩−N(63.14)

|φk(D)[a(x,D)ψml](x)| ≲N ⟨m− k⟩−N ⟨x− l⟩−N .(63.15)

Proof. We calculate a(x,D)ψml(x). Writing it out in full, we obtain

a(x,D)ψml(x) =
1

(2π)
d
2

∫
Rd
a(x, ξ)eix·ξFψml(ξ) dξ

=
1

(2π)
d
2

∫
Rd
a(x, ξ)eix·ξ+il·(m−ξ)κ(ξ −m) dξ

=
1

(2π)
d
2

∫
Rd
a(x, ξ +m)eix·(ξ+m)−il·ξκ(ξ) dξ

=
1

(2π)
d
2

eix·m
∫
Rd
a(x, ξ +m)ei(x−l)·ξκ(ξ) dξ.

Therefore, it follows that

(63.16) e−ix·ma(x,D)ψml(x) =
1

(2π)
d
2

∫
Rd
a(x, ξ +m)ei(x−l)·ξκ(ξ) dξ.

Now we use (1−∆ξ)
Nei(x−l)·ξ = ⟨x− l⟩2Nei(x−l)·ξ. Inserting this and carrying out integration

by parts repeatedly, then we have

(63.17) e−ix·ma(x,D)ψml(x) =
1

(2π)
d
2 ⟨x− l⟩2N

∫
Rd
(1−∆ξ)

N (a(x, ξ +m)κ(ξ))ei(x−l)·ξ dξ.

Therefore, we obtain

(63.18) |e−ix·ma(x,D)ψml(x)| ≲ ⟨x− l⟩−2N ,

since a ∈ S0
00 and κ ∈ C∞

c (Rd).

A similar argument works for any partial derivative of e−ix·ma(x,D)ψml(x), (63.14) is there-
fore proved.

Now we turn to (63.15). To do this, we set ηml(x) := e−ix·ma(x,D)ψml(x). Then, it written
out in full, we have

(63.19) φk(D)[a(x,D)ψml](x) = eix·k
∫
Rd
F−1φ(x− y)ηml(y)eiy(m−k) dy.

Now we invoke (1−∆y)
Neiy(m−k) = ⟨m− k⟩2Neiy(m−k). Therefore

(63.20)

φk(D)[a(x,D)ψml](x) = eix·k⟨m− k⟩−2N

∫
Rd
(1−∆y)

N (F−1φ(x− y)ηml(y))eiy(m−k) dy.
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Finally we invoke the differential inequality (63.14) to obtain

(63.21) |(1−∆y)
N (F−1φ(x− y)ηml(y))| ≲ ⟨x− y⟩−2N ⟨y − l⟩−2N ≲ ⟨x− l⟩−N ⟨y − l⟩−N .

Inserting this inequality, we obtain (63.15). □
Theorem 63.5 (Calderón-Vaillancourt). Let a ∈ S0

00. Then a(x,D) is bounded on L2(Rd).

Proof. By (63.7) and (63.15), we have

(63.22) |φk(D)[a(x,D)f ](x)| ≲
∑

m,l∈Zd
|φm(D)f(l)| · ⟨m− k⟩−2N ⟨x− l⟩−2N ,

where N can be taken as large as we wish. Therefore, by the Hölder inequality, we obtain

|φk(D)[a(x,D)f ](x)|2

≲

 ∑
m,l∈Zd

|φm(D)f(l)| · ⟨m− k⟩−2N ⟨x− l⟩−2N

2

≲

 ∑
m,l∈Zd

|φm(D)f(l)|2 · ⟨m− k⟩−N ⟨x− l⟩−N
 ·

 ∑
m,l∈Zd

⟨m− k⟩−N ⟨x− l⟩−N


≲
∑

m,l∈Zd
|φm(D)f(l)|2 · ⟨m− k⟩−N ⟨x− l⟩−N .

Therefore, summing this over k ∈ Zd, integrating this over Rd and then invoking Lemma 63.3,
we obtain

(63.23) ∥a(X,D)f : M22∥2 ≲
∑

m,l∈Zd
|φm(D)f(l)|2 ≲ ∥f∥22.

This is the desired result. □

63.2. Lp(Rd)-boundedness.

Dyadic decomposition. In this section we prepare for the proof of L2(Rd) boundedness of
pseudo-differential operator with S0(Rd)-symbol. The definitions below we can make a brief
look of Littlewood-Paley theory, which we develop in the last part. We introduce functions as
follows, whose definitions are valid only in this part.

Notation . (1) η ∈ C∞(Rd) satisfies
(63.24) χQ(1) ≤ η ≤ χQ(2).

(2) We set δ(ξ) = η(ξ)− η(2ξ).
(3) Let a ∈ S0. Then define

(63.25) a0(x, ξ) := a(x, ξ)η(ξ), aj(x, ξ) := a(x, ξ)δ(2−jξ) (j = 1, 2, . . .).

(4) We set kj(x, z) :=
∫
aj(x, ξ)e

2πiξz dξ.

Proposition 63.6. Let a ∈ Sm. Then we have

(63.26) aj(x,D)f(x) =

∫
kj(x, z)f(x− z)dz.

Proof. By change of variables we have

R.H.S. =

∫∫
aj(x, ξ)f(x− z)e2πiξz dz dξ =

∫∫
aj(x, ξ)f(y)e

2πiξ(x−y) dy dξ = L.H.S..

Thus the proof is complete. □
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Lemma 63.7. Suppose that a ∈ Sm. Then the following differential inequality

(63.27) |∂βx∂αz kj(x, z)| ≲M,α,β |z|−M2j(n+m−M+|α|)

holds for all α, β ∈ N0
d and M ∈ N0, where the bound is independent of j ∈ N0.

By definition we have

(63.28) (−iz)γ∂βx∂αz kj(x, z) =
∫
Rd
∂γξ
[
(iξ)α∂βxaj(x, ξ)

]
eixξ dξ.

Now we have on supp (f) ⊂ B(2j+2) \B(2j−2) that

(63.29)
∣∣∣∂γξ [(2πiξ)α∂βxaj(x, ξ)]∣∣∣ =

∣∣∣∣∣∣
∑
δ≤γ

Cγ,δ∂
δ
ξξ
α∂γ−δξ aj(x, ξ)

∣∣∣∣∣∣ ≤ C2j(|α|−|γ|+m).

Thus our desired result follows.

Proposition 63.8. For all x the series k(x, ∗) :=
∞∑
j=0

kj(x, ∗) converges in S ′(Rd).

Proof. Note that kj(x, ξ) = F−1
ξ (aj(x, ∗)). We have

∞∑
j=0

aj(x, ∗) = a(x, ∗) in S ′(Rd). Thus, this

proposition follows by the continuity of the Fourier transform. □

Corollary 63.9. One has

(63.30) Taf(x) = ⟨k(x, ∗), f(x− ∗)⟩
for all f ∈ S(Rd).

Proof. We have only to prove

(63.31) aj(x,D)f(x) =

∫
kj(x, z), f(x− z) dz.

For this purpose we shall calculate the right-hand side.

R.H.S. =

∫
Rd
kj(x, z), f(x− z)dz dz =

∫∫
Rd×Rd

a(x, y)e−izyf(x− z) dz dy

Using the Fubini theorem and changing variables, we obtain

R.H.S. =

∫∫
Rd×Rd

a(x, y)e−i(w−x)yf(w) dy dw = aj(x,D)f(x) = L.H.S.,

which is the desired result. □

Having proved the differential inequality (63.27) and the representation formula (63.30), we
are now in the position of using the CZ-theory.

Theorem 63.10. Suppose that a ∈ S0 and 1 < p < ∞. Then the operator a(x,D) is an
Lp(Rd)-bounded operator if it restricts to Lp(Rd).

Proof. The condition on the kernel is cleared due to the differential inequality (63.27). Therefore
we have only to apply the CZ-theory. □

Notes and references for Chapter 25.
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Section 61. Theorem 61.4

Theorem 61.5

Theorem 61.6

Theorem 61.7

Theorem 61.8

Theorem 61.9

Section 62. There is a huge amount of works on pseudo-differential operators. Let us describe
some of them.

We can list the following papers [279, 239] as the pioneering works of the theory of pseudo-
differential operators.

In the paper [240] the class Smρ,δ was introduced.

Fourier integral operators are taken up initially [241]. We can list [93, 241, 339].

Weyl pseudo-differential operators

The operator

(63.32) aw(x,D)u(x) = (2π)−n
∫∫

a

(
x+ 2

2
, ξ

)
exp{i⟨x− y, ξ⟩}u(y) dy dξ

is called a Weyl pseudodifferential operator. We refer to [242] for more information.

We refer to [181] as well.

Applications can be found in [94, 170, 171, 253, 376, 440].

Theorem 63.1 is a breakthrough in the theory of atomic decomposition, which appeared
initially in [195]. M. Frazier and B. Jawerth utilized Theorem 63.1 for Triebel-Lizorkin spaces
in the celebrated paper [196].

Another quantitative approach of the L2(Rd)-boundedness can be found in the work by
Coifman and Meyer [143].

Calderón and Vaillancourt proved Theorem 63.5 (see [115]). Tachizawa extended Theorem
63.5 to the modulation spaces Mp,q with 1 ≤ p, q ≤ ∞, who showed that operators generated
by S0

00 is bounded in the modulation space M0
pq for 1 ≤ p, q ≤ ∞ (see [466]). A, Miyachi

investigated pseudo-differential operators with symbol in S0
00.

In [441] Sjöstrand established that pseudo-differential operators with symbols in M0
∞,1(Rd×

Rd) are L2(Rd)-bounded. It is not so hard to prove that

(63.33) S0
00 ↪→M0

∞,1(Rd × Rd)

and the inclusion is, of course, proper. Hence, Sjöstand’s result extends that of Calderón and
Vaillancourt.

For the result of commutators generated by Lipschitz functions and pseudo-differential op-
erators, we refer to the works by Coifman, Marshall and many other researchers.

In particular, Kobayashi, Tomita and Sugimoto gave an elegant proof.
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Section 63. We refer to [143] for more details in this section.

Theorem 63.10
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Part 26. Supplemental facts
on measure theory

Part 27. Supplemental facts on measure theory

Overview

In this section we supplement measure theory. First, we consider the Haar measures and
then the product of probability measures.

64. Supplemental of the construction of measures

64.1. Topological groups and Haar measures.

Locally compact groups occur in many branches of mathematics. Their study falls into two
cases: connected groups, which occur as automorphisms of smooth structures such as spheres,
and the totally disconnected groups, which occur as automorphisms of discrete structures such
as trees. Here we are concerned with the former.

By using the notion of contents, which play a fundamental role in constructing measures on
topological spaces, we shall construct a symmetric measure on Lie groups. Let us begin with
the definition.

Definition 64.1 (topological group, Lie group). Let G be a group, that is, G is equipped with
an operation such that:

(a) there exists e ∈ G such that e · g = g · e = e for all g ∈ G,
(b) for any g ∈ G, there exists h ∈ G such that g · h = h · g = e,
(c) for all g, h, k ∈ G, g · (h · k) = (g · h) · k.

Below one writes g · (h · k) = ghk for g, h, k ∈ G.

(1) A group G is said to be a topological group, if G comes with a topology such that the
mapping (a, b) ∈ G×G→ ab−1 ∈ G is continuous.

(2) A locally compact group is a topological group which is locally compact.
(3) A topological group G is said to be a Lie group, if G carries the structure of a C∞-

manifold such that the mapping (a, b) ∈ G×G→ ab−1 ∈ G is smooth.

In this book it is tacitly assumed that all manifolds are separable Hausdorff spaces.

Exercise 274. Show that T is a Lie group.

Example 64.2. Lie groups are typical examples of topological groups. In particular we remark
that O(d), SO(d) are compact topological groups that we encountered in this book.

Actually, in this book, we have encountered many topological groups.

Example 64.3. Let V be a topological vector space. If we disregard the scalar multiplication
operation, then V is a topological group.

There is a curious example of topological groups.
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Example 64.4. Let X be a locally compact Hausdorff space. Denote by XX the set of
all continuous functions from X to itself. The compact open topology of XX is a topology
generated by the following family of sets:

(64.1) O(K;U) = {f ∈ XX : f(K) ⊂ U}

Define by Homeo (X) as the set of all homeomorphisms whose topology is induced by C(X).
Then Homeo (X) is a topological group.

We denote by B the σ-algebra generated by open sets in X.

Theorem 64.5. Suppose that G is a locally compact topological group. Then there exists a
Radon measure µ so that, for every g ∈ G and for every E ∈ B,

(64.2) µ(g E) = µ(E)

or equivalently,

(64.3)

∫
G

f(g x) dµ(x) =

∫
G

f(x) dµ(x)

for all g ∈ G and f ∈ L1(G). The measure µ is unique in the following sense: Fix an open set
such that U0

−1 = U0 and that U0 is relatively-compact. Then µ is determined by µ(U0).

Proof. Recall that O is defined to be the set of all open sets in G. Denote by K the set of
all compact sets in K and write N := {U ∈ O : eG ∈ U} for the neighbourhood system of
eG ∈ G. Take A ∈ K with non-empty interior.

Given U ∈ N and K ∈ K, we define

(64.4) [K : U ] := min

k ∈ N : there exist g1, g2, . . . , gk ∈ G such that K ⊂
k∪
j=1

gjU

 .

We also denote

(64.5) [K : A] := min

k ∈ N : there exist g1, g2, . . . , gk ∈ G such that K ⊂
k∪
j=1

gjA

 .

In analogy, we define [A : U ] as well. Note that [K : A] and [K : U ] defined above are finite,
since K is compact. We also note that

(64.6) [K : U ] ≤ [K : A] · [A : U ]

by (64.4) and (64.5). Thus, we can define

(64.7) λ : N →
∏
K∈K

[ 0, [K : A] ] by λ(U)K :=
[K : U ]

[A : U ]
.

Since
∏
K∈K

[ 0, [K : A] ] is compact by the Tikonov theorem, the limit

(64.8) λK := lim
U∈N0

λ(U)

exists for some subnet N0.

Claim 64.6. Let K,L ∈ K and U ∈ O. Then we have λ(U)K∪L ≤ λ(U)K + λ(U)L. Further-
more, if we assume in addition that K ∩ L = ∅, then we have λ(U)K + λ(U)L = λ(U)K∪L.

Once this claim is proved, then it follows that λ is a content.
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Proof. The first inequality is immediate from the defintion of λ. Let us prove the second
assertion. By virtue of the Hausdorff property of G, there exist open sets U and V that
separate K and L; the open sets U and V can be taken K ⊂ U , L ⊂ V and U ∩ V ̸= ∅. If
W ∈ N0 is small enough, then k ·W ⊂ U and l ·W ⊂ V for all k ∈ K and l ∈ L, where we
defined

(64.9) k ·W = {k · w : w ∈W}
and l ·W analogously. Thus, if W ′ ≫ W in the order of N , that is, if W ′ ⊂ W , then the
above observation yields λ(W ′)K + λ(W ′)L = λ(W )K∪L. A passage to the limit then proves
the desired additivity. □

Denote µe by the induced outer measure of the content λ. Let µ be the restriction of µe to
measurable sets. Then, µ is a left-invariant measure which we are looking for.

We need to prove the uniqueness of such a measure µ. To this end suppose that we are
given a measure µ∗ which is left-invariant. Let F be a positive Borel measurable function. We
calculate ∫

G

F (g)µ(g)× µ∗(U0) =

∫∫
G×G

χU0(g1)F (g2) dµ
∗(g1) dµ(g2)

=

∫∫
G×G

χU0(g1)F (g1
−1g2) dµ

∗(g1) dµ(g2)

=

∫∫
G×G

χU0(g2g1)F (g1
−1) dµ∗(g1) dµ(g2).

Note that, if we set

H(g1) = F (g1
−1)

∫
G

χU0(g2g1) dµ(g2),

then the mapping F 7→ H is invertible and hence we can tell the value of

∫
G

H(g1) dµ
∗(g1)

from µ and µ∗(U0), which shows that µ = µ∗. □
Definition 64.7. A locally compact topological group is said to be a unilocular, if the left
Haar measure additionally satisfies

(64.10) µ(E g) = µ(E)

for all g ∈ G and E ∈ B, or equivalently

(64.11)

∫
G

f(gx) dµ(x) =

∫
G

f(xg) dµ(x) =

∫
G

f(x) dµ(x)

for all g ∈ G and f ∈ L1(G). In this sense µ is bi-invariant.

In what follows we always assume that G is a locally compact topological group.

Theorem 64.8. Any compact topological group is unilocular.

Proof. Since µ(G) <∞ by compactness of G, we see that

(64.12) ν(E) =
1

µ(G)

∫
E×G

µ(x y) dµ(x)dµ(y), E ∈ B

defines a measure. The measure defined by the right-hand side is invariant. Thus, so is µ. □

It is not sufficient to prove the existence of the Haar measure. Below let us see an important
example.

Example 64.9. The Lebesgue measure dx is a Haar measure of (Rd,+).
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Example 64.10. Let (0,∞) be a Lie group whose group operation is the multiplication. Then
dt

t
is its Haar measure. Indeed, let f be a positive measurable function. Then the invariance

of
dt

t
is equivalent to saying

(64.13)

∫ ∞

0

f(at)
dt

t
=

∫ ∞

0

f(t)
dt

t
.

It is not only this formula that makes us shed light on this Lie group. We also have

(64.14)

∫ ∞

0

f(ta)
dt

t
=

1

a

∫ ∞

0

f(t)
dt

t
.

Regardless of the property of Haar measures, we can prove (64.13) and (64.14) by means of
change of variables.

Haar measures are used for averaging procedures. We often utilize them in order to make
the matters invariant of the action of Lie group. Below we shall give a typical and important
application of averaging procedures.

Theorem 64.11. Let G be a compact Lie group. Suppose that G acts on a linear space V of
finite dimension, that is, there exists a mapping Φ : G → EndR(V ) = HomR(V, V ) with the
following properties: Below we denote Φ(g)v = g · v for g ∈ G and v ∈ V .

(1) For all fixed v ∈ V , the mapping g ∈ G 7→ g · v ∈ V is continuous.
(2) The mapping Φ is associative; g1 · (g2 · v) = (g1g2) · v for all g1, g2 ∈ G and v ∈ V .
(3) Denote by eG the unit element of G. Then Φ(eG) = idV .

Then there exists an inner product ⟨∗, ∗⟩ on V such that ⟨g · u, g · v⟩ = ⟨u, v⟩ for all u, v ∈ V
and g ∈ G.

Proof. Choose an arbitrary inner product ⟨∗, ∗⟩0 on V . Then we define the inner product by

(64.15) ⟨u, v⟩ :=
∫
G

⟨g · u, g · v⟩0 dµG(g) (u, v ∈ G),

where µG is the normalized Haar measure of G. It is straightforward that we check ⟨∗, ∗⟩ is an
inner product. Let us show the G-invariance; ⟨g · u, g · v⟩ = ⟨u, v⟩ for all u, v ∈ V . We utilize
the right invariance of µG: For all g ∈ G we have

⟨g · u, g · v⟩ =
∫
G

⟨h · g · u, h · g · v⟩0 dµG(h) =
∫
G

⟨h · u, h · v⟩0 dµG(h) = ⟨u, v⟩.

Thus, we obtain the desired inner product. □

Exercise 275. The aim of this exercise is to see how powerful the above inner product is. Keep
to the same setting as above. Suppose ⟨∗, ∗⟩ is an inner product obtained in the theorem. A
subspace W of V is said to be G-invariant, if g · w ∈ W for all w ∈ W and g ∈ G. Prove the
following.

(1) Denote byW⊥ the ⟨∗, ∗⟩-orthogonal complement ofW . If a subspaceW is G-invariant,
so is W⊥.

(2) V can be partitioned into an orthogonal sum of G-invariant spaces.
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64.2. Hausdorff measures.

In this book we had been ignored the set of measure zero. In particular when we have
developed the maximal operator theory and the singular integral theory, it had been usual that
we disregard such sets. However, the attempt has been made to grasp the structure of the null
sets. We begin to be able to grasp the feature of them. It seems that we are not totally skillful
to describe such a complexity. Here we shall present a method to access such a complexity.

Hausdorff measure. The Hausdorff measure is a continuous extension of the Lebesgue measure.
The Hausdorff measure can be used to define and measure the fractional dimension.

Definition 64.12 (δ-covering). Let δ > 0. A δ-covering of a set A is a covering of A consisting
of open balls whose radii are less than δ.

Definition 64.13 (Hausdorff measure). Let A be a set in Rd.

(1) Let s ≥ 0. Then set Hsδ(A) := inf


∞∑
j=1

ωs rj
s : {B(xj , rj)}∞j=1 is a δ-covering of A

 .

Here ωs is a constant given by ωs = π
s
2Γ

(
s+ 2

2

)−1

.

(2) Let s ≥ 0. Then define Hs(A) = lim
δ↓0
Hsδ(A).

(3) The Hausdorff dimension of a set A is given by dimH(A) = inf{s ≥ 0 : Hs(A) = 0}.

Note that ωs is the surface area of S
s−1. As for this definition we have to verify this definition

makes sense.

Lemma 64.14. Let A ⊂ Rd be a set.

(1) For all s > 0 δ 7→ Hsδ(A) is decreasing. In particular the limit in the definition of
Hs(A) exists.

(2) If s > d, then Hs(Rd) = 0. In particular Hs(A) = 0 whenever s > d.

Before we come to the proof, we make a remark above the definition. (1) ensures that
the limit exists in [0,∞]. Meanwhile (2) says that the set appearing in the infimum defining
dimH(A) is not empty.

Proof. The first assertion is clear because

(64.16) δ ∈ (0,∞) 7→


∞∑
j=1

ωs rj
s : {B(xj , rj)}∞j=1 is a δ-covering of A

 ⊂ 2R

is increasing. To prove the second assertion, we set Ql = l + [0, 1]d. Rearrange {Ql}l∈Zd to
R1, R2, . . . , Rj , . . .. Let K ∈ N be chosen arbitrarily. For each j we divide equally Rj into
(K 2j)d cubes and obtain (K 2j + 1)d vertices of them. Here we do not count them according

to their multiplicity. Cover Rj with balls centered at such vertices of radius
√
d(K 2j)−1. Then

(64.17) Hs√
dK−1(Rd) ≤ ωs

∞∑
j=1

(
√
d(K 2j)−1)s (K 2j + 1)d ≲ Kd−s.

Therefore, the integer K being arbitrary, we conclude Hs(Rd) = 0. □

Proposition 64.15. Hs is a content.
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Proof. It is easy to see that Hs(∅) = 0. Suppose that K and L are disjoint compact sets.
Then we can tear them apart with δ0-neighborhoods. That is, there exists δ0 > 0 such that
Kδ0 ∩ Lδ0 ̸= ∅. Let δ < δ0. Suppose that {Bj}∞j=1 are δ-coverings of K ∪ L respectively. For
the purpose of estimating Hsδ(K ∪ L) we can assume each ball Bj meets K or L by discarding
unnecessary balls,

Set J(K) := {j ∈ N : Bj ∩ K ̸= ∅} and J(L) := {j ∈ N : Bj ∩ L ̸= ∅}. Then N was
partitioned into J(K) and J(L). Therefore

Hsδ(K ∪ L) = inf

∑
j=1

ωsr(Bj)
s : K ∪ L ⊂

∞∪
j=1

Bj


= inf

∑
j=1

ωsr(Bj)
s : K ⊂

∞∪
j=1

Bj

+ inf

∑
j=1

ωsr(Bj)
s : L ⊂

∞∪
j=1

Bj


= Hsδ(K) +Hsδ(L).

Here we have used the fact that δ < δ0 to deduce the second inequality. Letting δ ↓ 0, we
obtain Hs(K) +Hs(L) = Hs(K ∪ L)

Finally we shall prove the subadditivity. Let K and L be compact sets not necessarily
disjoint. Then choose δ-coverings of {Bj}j∈J1 and {Bj}j∈J2 , where J1 and J2 are at most
countable. Then {Bj}j∈J1∪J2 is a δ-covering of K ∪ L. Therefore, from this observation we
conclude Hsδ(K ∪ L) ≤ Hsδ(K) +Hsδ(L). □

Finally to finish this paragraph, we give a formula of the surface area of a graph.

Set

(64.18) G(f) = {(x, f(x)) : x ∈ Ω} ⊂ Rd+1

for a function defined on a set Ω ⊂ Rd.

Lemma 64.16. Suppose that K is a compact set and U is an open set containing K. If
{fj}j∈N is a sequence of functions in C1(U) defined on U such that {fj}j∈N and {f ′j}j∈N
converge uniformly over K. Then

(64.19) lim
j→∞

Hd(G(fj)) = Hd(G(f)).

Proof. The proof is straightforward, if we notice√
(x− a)2 + (f(x)− b)2

≤
√
(x− a)2 + (g(x)− g(a) + f(a)− b)2 + |f(x)− f(a)− g(x) + g(a)|

≤
√
(x− a)2 + (g(x)− g(a) + f(a)− b)2(1 + ∥f ′ − g′∥L∞(K))

for all f, g ∈ C1(U). We can reduce the matter to the case when f is Affine. □

Now let us reconsider the notion of surface area.

Theorem 64.17. Let f be an R-valued C1-mapping from an open set Ω in Rd. Then

(64.20) Hd(G(f)) :=
∫
Ω

√
1 + |Df |2.
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Proof. By the additivity we have only to prove the assertion with Ω replaced by a relatively
compact open set Ω∗ contained in Ω. Therefore, we may assume f is defined on a domain which
engulfs the closure of Ω. In particular, we have

(64.21) M := sup
x∈Ω
|Df(x)| <∞.

Let us define

(64.22) µ(E) := Hd( (E × R) ∩G(f))
for a Lebesgue measurable set E ⊂ Ω. Note that

(64.23) G(f) ∩ (B(x, r)× R) ⊂ B( (x, f(x)), r
√
1 +M2).

for all x ∈ Ω. Therefore, µ is absolutely continuous with respect to the Lebesgue measure dx
on Ω. Let us denote by α the density of µ with respect to dx. Then the Lebesgue convergence
theorem gives us

(64.24) α(x) = lim
r→0

µ(B(x, r))

|B(x, r)|
for almost every x ∈ Ω.

A series of changing variables gives us

µ(B(x, r))

=

∫
Rd+1

χ{(y′, yd+1) ∈ Rd+1 : yd+1 = f(y′), |y′ − x|2 < r2} dHd(y′, yd+1)

=

∫
Rd+1

χ{(z′, zd+1) ∈ Rd+1 : zd+1 = f(x+ z′)− f(x), |z′| < r} dHd(z′, zd+1)

= rd
∫
Rd+1

χ

{
(w′, wd+1) ∈ Rd+1 : wd+1 =

f(x+ r w′)− f(x)
r

, |w| < 1

}
dHd(w′, wd+1).

A passage to the limit using Lemma 64.16 reduces the matter to the case f is linear. If f is
linear, then the assertion is obtained from a simple geometric argument. □

64.3. Hausdorff metric and fractals.

In general it is very difficult to calculate exactly the value of Hs(A) of a set A with s /∈ N.
The Hausdorff measures are not used in such a way. That is, it is not the value of Hs(A) itself
that counts. In this section we shall obtain a tool to obtain sets of fractional dimension. To
this end, we induce a metric to the set of all compact sets. In this paragraph, we assume that
X is a complete metric space. The Hausdorff distance (Hausdorff-Pompeiu distance) serves as
a measure of vicinity.

Definition 64.18 (Hausdorff distance, Hausdorff-Pompeiu distance). Denote by K(X) the set
of all compact sets in X.

(1) Let K ∈ K(X) and δ > 0. The δ-body of K, which is denoted by Kδ, is the set of all
points in X whose distance from K is less than δ.

(2) Define a metric function dK on K(X) by

(64.25) dK(K,L) := inf{δ > 0 : L ⊂ Kδ, K ⊂ Lδ} = sup
k∈K

(
inf
l∈L
|k − l|

)
.

dK(K,L) is called the Hausdorff distance between K and L.

Exercise 276. In this exercise we let X = R2.

(1) Let K = {x ∈ R2 : |x1|+ |x2| ≤ 2}. Display K1 in the (x1, x2)-plane.
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(2) Let L = Q(2). Then calculate dK(K,L).

Theorem 64.19. The metric space (X, dK) is complete.

Proof. The axiom of the complete metric space is clear other than completeness. We concentrate
on completeness of (X, dK).

Let {Kj}j∈N be a Cauchy sequence: We need to construct a compact setK to which {Kj}j∈N
converges. We define

(64.26) K :=

{
x ∈ X : lim

j→∞
xj = x, where {xj} satisfies (64.27)

}
.

Here the condition (64.27) is

(64.27) x1 ∈ Kn1 , x2 ∈ Kn2 , . . . for some increasing sequence n1 < n2 < . . . .

We claim that K, defined above, is actually compact and that {Kj}j∈N tends to K.

To prove that K is compact, it suffices to prove that K is totally bounded and that K is
closed. Because we are assuming X is complete.

To prove that K is totally bounded, we take ε > 0. Then there exists J0 > 0 such that

dK(Kj ,Kl) <
ε

4
for all j, l ≥ J0. Then we have

(64.28) Kl ⊂ KJ0
ε
4
.

In view of compactness of KJ0 , we can cover KJ0 with a finite number of
ε

4
-open balls

B1, B2, . . . , BN . Then the collection {4B1, 4B2, . . . , 4BN} is an open cover of
∞∪
j=J0

Kj . There-

fore we can cover K with N ε-open balls.

To prove that K is closed, we take a sequence {xj}∞j=1 in K convergent to x ∈ X. Let
{xj,k}∞k=1 be a sequence corresponding to xj .

First we take j1 so that d(x, xj) < 1 and we choose k1 and l1 so large that d(xj1 , xj1,k1) < 1

with xj1,k1 ∈ Kl1 . Next we take j2 > j1 so that d(x, x2) <
1

2
and we choose k1 > k1 and

l1 > l2 so large that d(xj2 , xj2,k2) <
1

2
with xj2,k2 ∈ Kl2 . Repeat this procedure and then

we will obtain three increasing sequences {jm}m∈N, {km}m∈N, {lm}m∈N so that they satisfy

xjm,km ∈ Klm and d(xjm,km , x) ≤
2

m
. Therefore x ∈ K.

Consequently K is compact. It remains to show that K is a limit of the sequence.

Let ε > 0 be fixed and then there exists J0 ∈ N such that dK(Kj ,Kl) <
ε

2
for all j, l ≥ J0.

Let j ≥ J0.

Let x ∈ K. Then there exists a sequence {xj}j∈N convergent to x with (64.27). If we

take l large enough, then d(x, xl) <
ε

2
. Since dK(Kj ,Kl) <

ε

2
, we can choose xj ∈ Kj so

that d(xj , xk) <
ε

2
. Therefore, we conclude d(x, xj) < ε and hence x ∈ Kjε. Conversely let

x ∈ Kj . Then there exists a sequence {xj}j∈N convergent to x with (64.27) as before. Since

x = lim
l→∞

xl ∈
∪
l≥j

Kl ⊂ Kε, we conclude that Kj ⊂ Kε. Therefore, it follows that dK(K,Kj) ≤ ε

for all j ≥ J0.
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Hence {Kj}j∈N converges to K. □

Below we shall present a application of the completeness.

Example 64.20. The author borrowed this example from [511]. Given α ∈ R and two sets
K,L, we write

(64.29) K + L = {k + l : k ∈ K, l ∈ L}, αK = {αk : k ∈ K}.
Suppose that K0 is a fixed compact set. Define

(64.30) Φ(K) :=
1

2
(K +K0).

Then it is easy to show that Φ is a contraction on K(X). Therefore, Φ has a unique fixed point.
As a result we can say that for all compact sets K0 there exists a compact set K such that

(64.31) K =
1

2
(K +K0).

Exercise 277. Keep to the same notation as above. For the sake of simplicity let X = R2.
Define Φ(K0) as the unique fixed point described above. Show the following.

(1) Φ is unique.
(2) Φ : K(R2)→ K(R2) is continuous.

Exercise 278. Establish that the set of all connected compact sets in K(X) is a closed set.

An attractor of the iterating function system. To apply Theorem 64.19 we introduce a set of
mappings.

Definition 64.21 (Iterating function system). A system of Lipschitz functions {Sj}mj=1 is said
to be an iterating function system, if each Sj satisfy

(64.32) |Sj(x)− Sj(y)| ≤ r|x− y|,
where r ∈ (0, 1) is independent of j = 1, 2, · · · , n. In what follows one abbreviates iterating
function system to IFS.

Theorem 64.22. Suppose that {Sj}mj=1 is an IFS. Then there is a unique compact set E ∈ K
such that

(64.33) E =
m∪
j=1

Sj(E).

Proof. For the proof we reformulate the problem: Define a mapping Φ : K → K by the formula

(64.34) Φ(F ) :=
m∪
j=1

Sj(F ).

Our task is to show the unique existence of a fixed point in K. Let x ∈ K, y ∈ L. Then
from (64.32) we deduce that dK(Φ(K),Φ(L)) ≤ r dK(K,L). Hence, Φ is a contraction and the
desired result follows from the fixed point theorem of contractions. □

Definition 64.23 (Attractor). The unique set Γ, whose existence was proved in Theorem
64.22, is called an attractor of IFS {Sj}mj=1.

Notation . Suppose that {Sj}mj=1 is an IFS. Let I = (i1, i2, . . . , ik) with 1 ≤ ij ≤ m. We denote

(64.35) SI(A) := Sik ◦ Sik−1
◦ . . . ◦ Si1(A)

for all A ∈ K.
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As a special case of IFS we will consider similitude functions.

Definition 64.24. A similitude is a continuous function S satisfying

(64.36) |S(x)− S(y)| = r|x− y|
for some 0 < r < 1.

The following theorem is well-known.

Proposition 64.25. Suppose that {Sj} is a set of similitude functions. That is

(64.37) |Sj(x)− Sj(y)| = rj |x− y|.
Then we can write Sj(x) = rjAj(x) + bj, where rj ∈ (0,∞), bj ∈ Rd and Aj ∈ O(n).

Here we shall not prove Proposition 64.25, which is a review of linear algebra.

Exercise 279. The aim of this exercise is to prove Proposition 64.25.

(1) First reduce the matter to the case Sj preserves the origin.
(2) Show that Sj preserves the middle point. That is, if c is the middle point of a and b,

then Sj(c) is the middle point of Sj(a) and Sj(b).
(3) Prove that Sj is a linear operator.
(4) Finally prove Proposition 64.25.

Weak-convergence of the measures. What nontrivial measure on such fractal sets above do we
have ? To answer such a question and to construct a measure, we use the approximation
procedure. Recall that M(Rd) denotes a totality of the finite Borel measures. Equipped with
the weak-∗ topology.

It follows from the definition that a sequence {µk}k∈N ⊂M(Rd) converges to µ ∈M(Rd) if

(64.38) lim
k→∞

∫
Rd
f(x) dµk(x) =

∫
Rd
f(x) dµ(x)

for all continuous and compactly supported functions f ∈ Cc.

The following is a simple criterion of compactness of sequences of measures.

Proposition 64.26. Suppose that {µk}k∈N ⊂ M(Rd). If we have sup
k∈N

µk(A) < ∞ for all

compact sets A, then we can take a subsequence convergent in the sense of (64.38).

Proof. Since Cc(Rd) is separable, we can take a dense countable set {fm}m∈N ⊂ Cc(Rd). A

diagonal argument allows us to arrange even that lim
l→∞

∫
Rd
fm(x)dµkl(x) converge for each

m ∈ N, if we pass to a subsequence {µkl}l∈N of {µj}j∈N. Thus, if we use the standard density
argument, we see that {µkl}l∈N is the desired subsequence. □

IFS made of similitudes. Let us apply Theorem 64.19 to obtain compact sets of interest such
as the Cantor set, Sierpinski gasket and so on. Below is the general procedure to obtain such
an interesting set.

Definition 64.27 (The open set condition). An IFS {Sj}mj=1 is said to satisfy the open set
condition if there exists an open set U such that

(64.39)
m∑
j=1

Sj(U) ⊂ U.
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Remark 64.28. In the sequel we consider similitudes only so Sj ’s admit the expression in
Proposition 64.25. Throughout the rest of this report, we use the notation in Proposition
64.25. We call {Sj}mj=1 a similitude IFS.

Definition 64.29. Suppose that a similitude IFS {Sj}mj=1 satisfies the open set condition.

Define µk ∈ M(Rd) for k ∈ N in the following way: Let U be an open set associated to the
open set condition. Take V as a nonempty compact set contained in U . (It may be arbitrary
as long as it is contained in U .) Firstly we temporary define index sets.

(64.40) Jk := {I = (i1, . . . , ik) : 1 ≤ ij ≤ m, ∀j ∈ {1, 2, . . . , k}}

and J =
∞∪
k=1

Jk. Let µk be a probability Borel measure whose restriction to VI is

(64.41) cd ri1
s−dri2

s−d . . . rik
s−ddx,

where I ∈ Jk and cd is a normalization constant.

Lemma 64.30. Suppose that {Vi}i∈I is a family of disjoint open sets such that any Vi with
i ∈ I contains a ball with its radius ar and is contained in a ball with its radius br. Then any
ball B(x, r) can intersect at most (1 + b)d/ad open sets of Vi (i ∈ I).

Proof. Define I0 as

(64.42) I0 := {i ∈ I : B(x, r) ∩ Vi}.

And denote by vd the Lebesgue measure of |B(o, 1)| in Rd. For each i ∈ I0 there exists a ball
B(xi, ar) ⊂ Vi. Using this ball, we have

(64.43) ♯I0vd (a r)
d ≤

∣∣∣∣∣ ∪
i∈I0

Vi

∣∣∣∣∣ ≤ |B(x, br + r)|.

This implies ♯I0 ≤ (1 + b)d/ad. □

Theorem 64.31. Under the same notation as Definition 64.29 {µm}m∈N converges to a mea-
sure µ ∈M(Rd). Furthermore µ(F ∩B(x, r)) ∼ rD uniformly on x ∈ E and r ∈ (0, 1).

Proof. For the proof we fix a continuous function with compact support and fix ε > 0. Then
by uniform continuity we have δ > 0 such that |f(x)− f(y)| ≤ ε for all x, y with |x− y| ≤ δ.

If m is sufficiently large, say m ≥M , then we have diam(VI) ≤ δ for all I ∈ Jm. Using this
observation, we have

(64.44)

∣∣∣∣∫
Rd
f(x) dµm(x)−

∫
Rd
f dµk(x)

∣∣∣∣ < ε

for all k,m ≤ m. Thus the limit lim
m→∞

µm exists and the first assertion follows.

For the proof of the second assertion we introduce some notations. We set

(64.45) rmax := max(r1, r2, . . . , rm), rmin := min(r1, r2, . . . , rm).

We select an integer p so that rmax
p < r ≤ rmax

p−1. Define a set Jr by

(64.46) Jr := {J := (j1, j2, . . . , jq) : q ≤ p, rmax
p < diam(FJ(O)) ≤ rmax

p−1}.
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Notice that {FJ (O)}J∈Jr satisfies the hypothesis of the lemma. The number B(x, r)∩FJ(O) ̸= ∅
with J ∈ Jr is majorized by a constant c depending not on r, x but on O. Thus, it follows that

µ(B(x, r) = µ

(
B(x, r) ∩

∪
J∈Jr

FJ (O)

)
. This implies that

µ(B(x, r)) = lim inf
m→∞

µm(B(x, r)) ≤ lim inf
m→∞

∑
J∈Jr

B(x,r)∩FJ (O)̸=∅

µm(FJ(O)) ≲ rD.

It remains to show the estimate below: µ(B(x, r)) ≳ rD for all r > 0 and x. But it is easy.
We can find I such that FI(F ) ⊂ B(x, r). We take such I minimally in the sense that ♯I is

minimal. Then diam(FI(F )) ≥
rminr

2
. Assume otherwise. Decomposing I = (I ′, id), we have

x ∈ FI′(E) and diam(FI′(F )) ≤
r

2
. This is a contradiction.

Thus, we conclude µ(B(x, r)) ≥ µ(FI(F )) ≳ rD. □

The next theorem is useful when we want to know the Hausdorff dimension of the sets.

Theorem 64.32. Let Γ be a compact set. Assume that µ is a measure such that µ(B(x, r)) ∼
rD holds uniformly over 0 < r < 1 and x ∈ Γ. Then the Hausdorff dimension of Γ is D and
the D-dimensional Hausdorff measure of Γ is equivalent to µ.

Proof. Let A ⊂ Γ. Firstly let us cover A with balls. Suppose that we are given an r-cover of
A. By the 5r-covering lemma we have x1, x2, . . . such that

A ⊂
∪
j

B(xj , 5rj) and that {B(xj , rj)}j is disjoint.

Then we have

(64.47) µ(A) ≤
∑
j

µ(A ∩B(xj , 5rj)) ≤ 5D
∑
j

rj
D.

This implies that µ(A) ≤ 5DHDr (A) hence a passage to the limit yields µ(A) ≤ 5DHD(A).
Conversely we also have

(64.48) HDr (A) ≤
∑
j

µ(A ∩B(xj , rj)) ≤ µ(A).

Thus we obtain the desired assertion. □

A measure µ on Rd is said to be a Frostman measure if µ(B(x, r)) ≤ rD for all r > 0 and x.

Examples of attractors. In the examples below it is convenient to identify R2 with C. We shall
present examples of attractors having special names.

Example 64.33 (Cantor set). Set

(64.49) F1(z) :=
1

3
z, F2(z) :=

1

3
z +

2

3

The attractor is called the Cantor set.

Exercise 280. Let I = [0, 1] ⊂ C. Then display Φ(I) and Φ(Φ(I)), where Φ : K(C) → K(C) is
given by Φ(K) = F1(K) ∪ F2(K).



566 YOSHIHIRO SAWANO

Example 64.34 (Koch curve). Set

(64.50) F1(z) :=
1

3
z, F2(z) :=

1

3
e
π
3 iz+

1

3
, F3(z) :=

1

3
e−

π
3 iz+

1

2

(
1 +

1√
3
i

)
, F4(z) :=

1

3
z+

2

3
.

The attractor is called the Koch curve.

Exercise 281. Let I = [0, 1] ⊂ C. Then display Φ(I) and Φ(Φ(I)), where Φ : K(C) → K(C) is
given by Φ(K) = F1(K) ∪ F2(K).

Example 64.35 (Sierpinski gasket). Let p1, p2, p3 be distinct points. Set

(64.51) F1(z) :=
z + p1

2
, F2(z) :=

z + p2
2

, F3(z) :=
z + p3

2
.

The attractor is called the Sierpinski gasket.

Let V0 = {p1, p2, p3} and set Vj+1 = F1(Vj)∪ F2(Vj)∪ F3(Vj) for j = 0, 1, 2, · · · . Sometimes
it is of use to consider each Vj .

Exercise 282. Let ∆ be a triangle whose vertices are p1, p2, p3. Then display Φ(∆) and Φ(Φ(∆)),
where Φ : K(C)→ K(C) is given by Φ(K) = F1(K) ∪ F2(K) ∪ F3(K).

Example 64.36 (Cantor dust). Set

(64.52) F1(z) =
1

4
z, F2(z) =

1

4
z +

3

4
, F3(z) =

1

4
z +

3

4
i, F4(z) =

1

4
z +

3

4
(1 + i).

The attractor is said to be Cantor dust.

Exercise 283. Let I2 = {z ∈ C : 0 ≤ Re (z) ≤ 1, 0 ≤ Im (z) ≤ 1}. Then display Φ(I2) and
Φ(Φ(I2)), where Φ : K(C)→ K(C) is given by Φ(K) = F1(K) ∪ F2(K) ∪ F3(K) ∪ F4(K).

Example 64.37 (Hata’s tree). Set

(64.53) F1(z) :=
1

4
e
π
3 iz, F2(z) :=

1

4
e−

π
3 iz +

1

4
.

The set K =
∪
j∈N

Kj is said to be Hata’s tree. Here K0 = [0, 1] and Kj+1 = F1(Kj) ∪ F2(Kj).

Exercise 284. Calculate the Hausdorff dimension of the Cantor set, the Koch curve, the Sierpin-
ski gasket and the Cantor dust after verifying the system of contractions satisfy the separation
condition.

65. Countable product of probability spaces

Suppose that we are given a collection of probability space (X(j),B(j), µ(j)), j = 1, 2, . . ..
The aim of this section is to define a measure on X := X(1) ×X(2) × . . . which is compatible
with (X(j),B(j), µ(j)), j = 1, 2, . . ..

Definition 65.1 (Cylinder set). A cylinder set is a set of the form A(1) × A(2) × . . . , where
A(j) ∈ B(j) for all j = 1, 2, . . . and A(j) = X(j) for all j larger than some j0. Denote by C the
set of all cylinder sets.

We shall prove the following theorem in this section:

Theorem 65.2. There exists a measure µ : σ(C)→ [0, 1] such that

(65.1) µ(A(1) ×A(2) × . . .×A(j0) ×X(j0+1) ×X(j0+k) × . . .) = µ(1)(A(1))× . . .× µ(j0)(A(j0)).

for all A(j) with A(j) ∈ B(j), j = 1, 2, . . . , j0.



A HANDBOOK OF HARMONIC ANALYSIS 567

Suppose A ⊂ C is expressed as

A := A(1) ×A(2) × . . . ,

where A(j) ∈ B(j) for all j = 1, 2, . . . and A(j) = X(j) for all j larger than some j0. Then we
define

(65.2) µ0(A) := µ(1)(A(1))× . . . µ(j0)(A(j0)).

Define a function Γ : 2X → [0,∞] by

(65.3) Γ(A) := inf


∞∑
j=1

µ0(Aj) : A ⊂
∞∪
j=1

Aj , A1, A2, . . . ∈ C

 for A ∈ 2X .

The following lemma, which we omit the proof, is easy by the definition of Γ.

Lemma 65.3. Γ is an outer measure on X(1) ×X(2) × . . ..

To prove Theorem 65.2 we have only to show the following proposition:

Proposition 65.4. Let A ∈ C. Then A is Γ-measurable and µ0(A) = Γ(A).

This subsection is devoted to proving Proposition 65.4.

To prove Proposition 65.4 the following lemma is a key.

Lemma 65.5. Suppose A1, A2, . . . is decreasing in C. Then Γ

 ∞∩
j=1

Aj

 = lim
j→∞

Γ(Aj).

Proof of Lemma 65.5. It is easy to see Γ

 ∞∩
j=1

Aj

 ≤ lim
j→∞

Γ(Aj) because of the monotonicity

of Γ. Let us prove the reverse inequality. Given B ∈ C, we have

(65.4) lim
k→∞

µ0(B ∪Ak) = µ0(B).

Indeed from the definition of the cylinder set B∪Ak can be written as B∪Ak = Ek×X(j0+1)×
X(j0+2) × . . . and similarly B = E ×X(j0+1) ×X(j0+2) × . . . , where E,Ek ∈ B(1) × . . .×B(j0).
Note that

(65.5)
∞∩
k=1

Ek ×X(j0+1) ×X(j0+2) × . . . =
∞∩
k=1

B ∪Ak = B = E ×X(j0+1) ×X(j0+2) × . . . ,

implying
∞∩
k=1

Ek = E. Thus by applying the monotone convergence theorem

(65.6) lim
k→∞

µ0(B ∪Ak) = lim
k→∞

µ(1) × . . .× µ(j0)(Ek) = µ(1) × . . .× µ(j0)(E) = µ0(B).
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As a result (65.4) is established. By virtue of (65.4) we obtain

Γ

 ∞∩
j=1

Aj

 = sup


∞∑
j=1

µ0(Bj) :
∞∪
j=1

Bj ⊃
∞∩
j=1

Aj , Bj ∈ C, j = 1, 2, . . .


= sup


∞∑
j=1

lim
k→∞

µ0(Bj ∪Ak) :
∞∪
j=1

Bj ⊃
∞∩
j=1

Aj B ∈ C


= sup

 lim
J→∞

lim
k→∞

J∑
j=1

µ0(Bj ∪Ak) :

∞∪
j=1

Bj ⊃
∞∩
j=1

Aj B ∈ C


≥ lim
k→∞

µ0(Ak) ≥ lim
k→∞

Γ(Ak).

Consequently Lemma 65.5 is proved. □

Denote C′ :=


∞∪
j=1

Aj : Aj ∈ C

 =


∞⨿
j=1

Aj : Aj ∈ C

.

Proof of Proposition 65.4 Γ(A) = µ0(A) for A ∈ C. The proof of Γ(A) = µ0(A) is easy. In-
deed, in the course of the proof of Lemma 65.5 we proved for a decreasing sequence of cylinder
sets A1 ⊃ A2 ⊃ . . .

(65.7) lim
k→∞

Γ(Ak) ≥ Γ

 ∞∩
j=1

Aj

 ≥ lim
k→∞

µ0(Ak) ≥ lim
k→∞

Γ(Ak).

Thus, letting Aj = A, j = 1, 2, . . . we obtain Γ(A) = µ0(A). □

As a corollary of Lemma 65.5 we obtain

(65.8) Γ

 ∞∪
j=1

Aj

 =
∞∑
j=1

Γ(Aj),

provided A1, A2, . . . , Aj , . . . ∈ C are disjoint. In fact,

Γ(X(1) ×X(2) × . . .)− Γ

 ∞∪
j=1

Aj

 = lim
J→∞

Γ

X(1) ×X(2) × . . . \
J∪
j=1

Aj


= lim
J→∞

µ0

X(1) ×X(2) × . . . \
J∪
j=1

Aj


= lim
J→∞

µ0

X(1) ×X(2) × . . .)
J∑
j=1

µ0(Aj


= lim
J→∞

Γ
(
X(1) ×X(2) × . . .

)
−

J∑
j=1

Γ(Aj).

Noting that Γ(B) ≤ 1 for all B ⊂ X(1) ×X(2) × . . ., we obtain (65.8). Thus we obtain

(65.9) Γ(A) := inf


∞∑
j=1

Γ(Aj) : A ⊂
∞∪
j=1

Aj , A1, A2, . . . ∈ C

 .
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Lemma 65.6. A subset E ⊂ X(1)×X(2)× . . . is measurable, if and only if Γ(C) ≥ Γ(A∩C)+
Γ(Ac ∩ C) for all C ∈ C.

Proof of Lemma 65.6. Let E ⊂ X(1) ×X(2) × . . .. By virtue of (65.9) we have

Γ(E) = inf


∞∑
j=1

Γ(Aj) : E ⊂
∞∪
j=1

Aj , A1, A2, . . . ∈ C


≥ inf


∞∑
j=1

Γ(A ∩ E) + Γ(Ac ∩ E) : E ⊂
∞∪
j=1

Aj , A1, A2, . . . ∈ C


≥ Γ(A ∩ E) + Γ(Ac ∩ E).

Since Γ is an outer measure, we have the last inequality. Consequently A is measurable. □

It remains to prove the measurability of A to finish the proof of Theorem 65.2. This can be
achieved as follows : Let C ∈ C be fixed. By Lemma 65.6 we have only to show

(65.10) Γ(C) ≥ Γ(A ∩ C) + Γ(Ac ∩ C).

Now that A ∈ C the above formula can be rephrased as

(65.11) µ0(C) ≥ µ0(A ∩ C) + µ0(A
c ∩ C).

Since µ0 is additive, this is trivial.

The proof of Theorem 65.2 is therefore complete.

Notes and references for Chapter 27.

Section 64. We refer to [13] for details of Hausdorff measures. We refer to [14] for more details
of fractals.

Theorem 64.5

Theorem 64.8

Theorem 64.11

Theorem 64.17

Theorem 64.19

Hutchinson proved Theorem 64.22 in [246]. The terminology “IFS” is due originally to
Micheal F. Barnsley. Lemma 64.30 and Theorem 64.31, as well as Definition 64.29, are due to
Moran [359].

Theorem 64.32

We refer to [231] for details of self-similar sets.

Section 65. As for the proof of Theorem 65.2, the author referred to [15].
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[8] J. Doob, Stochastic processes, John Wiley and Sons, Inc., New York; Chapman and Hall, Limited, London,

1953.
[9] N. Dunford, J. Schwartz, Linear operators. Part I. General theory. With the assistance of William G.

Bade and Robert G. Bartle. Reprint of the 1958 original. Wiley Classics Library. A Wiley-Interscience
Publication. John Wiley Sons, Inc., New York, 1988.

[10] J. Duoandikoetxea, Fourier Analysis. Translated and revised from the 1995 Spanish original by David
Cruz-Uribe. Graduate Studies in Mathematics, 29. American Mathematical Society, Providence, RI, 2001.

[11] D. Edmunds, V. Kokilashvili and A. Meskhi, Bounded and compact integral operators. Kluwer Academic
Publishers, Dordrecht, Boston London, 2002.

[12] C. Evans, Partial Differential Equations, American Mathematical Society, Grad. Studies Math. 19, Prov-
idence, RI (1998).

[13] C. Evans and F. Gariepy, Measure theory and fine properties of functions, CRC Press, 1999.
[14] K. Falconer, Fractal geometry. Mathematical foundations and applications, Second edition, John Wiley

and Sons, Inc., Hoboken, NJ, 2003.
[15] T. Funaki, Stochastic differential equation, (in Japanese) Iwanami.
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1-122.
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(French) Ann. Sci. École Norm. Sup, (3) 27 (1910), 361–450.
[302] H. Lebesgue, La mesure des grandeurs, (French) Nouveau tirage,

Librairie Scientifique et Technique Albert Blanchard, Paris, 1975.
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[305] P. G. Lemarié-Rieusset and Meyer, Ondeletters et bases Hibertiennes, Revista Matematica Iberoamericana
2 (1986), 1–18.

[306] A. K. Lerner, An elementary approach to several results on the Hardy-Littlewood maximal operator,
Proc. Amer. Math. Soc. 136 (2008) no. 8, 2829–2833.

[307] A. K. Lerner, Weighted rearrangement inequalities for local sharp maximal functions, Transations of the
American Mathematical Society, 357, no. 6, 2445-2465.
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principle, Hilbert bases and operator algebras] Séminaire Bourbaki, Vol. 1985/86. Astérisque No. 145-146
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