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Abstract—Next Generation (NG) wireless networks are en-
visioned to provide high bandwidth to mobile users via band-
width aggregation over heterogeneous wireless architectes.
NG wireless networks, however, impose challenges due to ihe
architectural heterogeneity in terms of different access chemes,
resource allocation techniques as well as diverse qualityfo
service requirements. These heterogeneities must be capéd and
handled dynamically as mobile terminals roam between diffeent
wireless architectures. However, to address these challges, the
existing proposals require either a significant modificatio in the
network structure and in base stations or a completely new
architecture, which lead to integration problems in terms d
implementation costs, scalability and backward compatibity.
Thus, the integration of the existing medium access schemesg.,
CSMA, TDMA and CDMA, dictates an adaptive and seamless
medium access control (MAC) layer that can achieve high
network utilization and meet diverse QoS requirements.

In this paper, an adaptive medium access control (A-MAC)
layer is proposed to address the heterogeneities posed byeth
NG wireless networks. A-MAC introduces a two-layered MAC
framework that accomplishes the adaptivity to both architectural
heterogeneities and diverse QoS requirements. A novel viral
cube concept is introduced as a unified metric to model hetero
geneous access schemes and capture their behavior. Basedtos
Virtual Cube concept, A-MAC provides architecture-independent
decision and QoS based scheduling algorithms for efficient uiti-

Fig. 1. Next Generation Wireless Networks.

multiple access schemes. Second-generation systemdSe.g.
54 and GSM, support TDMA while 1S-95, 1S-136 and PDC
support CDMA [2]. Wideband CDMA (WCDMA) is also
designated as the access technology for cdma2000 [30] and
UMTS/IMT-2000 [21]. IEEE 802.11 standard for local area
networks (LAN) uses CSMA/CA in addition to polling [12].

network access. A-MAC performs seamless medium access toDifferent combinations of TDMA, CDMA and WCDMA have

multiple networks without requiring any additional modific ations
in the existing network structures. It is shown via extensie sim-
ulations that A-MAC provides adaptivity to the heterogeneties
in NG wireless networks and achieves high performance.

Index Terms— Next Generation Wireless Networks, Adaptive
Medium Access Control, Virtual Cube Concept, Heterogeneas
QoS Requirements, Heterogeneous Networks.

I. INTRODUCTION

EXT Generation (NG) wireless networks are expect
to provide mobile users with a freedom of roamin

between diverse set of wireless architectures as showrgin

also been proposed in the literature [2], [11], [24], [2Z6].

NG wireless terminals must provide seamless access to these
networks, considering the specialized services of differe
networks.

In addition to the heterogeneity in the medium access
schemes of the existing wireless architectures, NG wiseles
networks are also expected to provide the mobile users with
diverse set of services ranging from high rate data traffic to
time-constrained real-time multimedia [15]. In [29], foQDS
ddasses are defined for UMTS networks, i.e., conversational

treaming, interactive and background. Conversationa an
gtreaming classes are mainly intended to be used to cailry rea

1. Since an NG wireless terminal will operate in these variome wraffic flows. Conversational real-time services, sash

types of networks, the Medium Access Control (MAC) lay

will encounter different protocols that are already dephby
in the access points (AP) of these networks. The vario
types of MAC protocols can be classified in terms of theft
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e\zideo telephony and voice over IP, are the most delay seesiti

applications so the restrictions on transfer delay anerjdtre

gry strict. Unlike conversational class, streaming classh

s live broadcasting is a one way transport and has less stric
delay requirements than the conversational class. Integeac
and background classes are mainly used by traditionakieter
applications such as web browsing, email, telnet and FTP.



Interactive class is characterized by the request response |
pattern of the end user. In this class, the data is expected to DECISION
delivered within a certain time. Examples are interactivebw ‘ j
browsing, telnet and FTP. On the contrary, background class
does not require the data be transmitted within a certaig.tim
Examples are background delivery of E-mails, short message
service (SMS), download of databases and reception of mea-
surement records. In addition to the UMTS network, voice
over WLAN (MVOWLAN) applications are also gaining interest
due to the high popularity of WLANs. However, assuring
high quality voice communication through WLANSs require
QoS-aware networking protocols. Consequently, the dyarci
of the wireless resources necessitates efficient utiimatf
the available bandwidth in NG networks [11]. Therefore, tq
address the diverse QoS requirements, NG wireless tersninz °TIVE NETWORK AOSESS Er
must be able to adapt to the heterogeneous access schemes. T | L
) ) . L . oo =
In this paper, we aim to integrate the existing wireless @ . GSM
architectures without requiring any modifications in theda
statlons._lnstead, we ac_h|eve adaptivity tQ the architathet- Fig. 2. Main components of A-MAC.
erogeneity as well as diverse QoS requirements by deployln%
a new adaptive MAC framework in the NG wireless terminals.

The ch.allenges addressed in this work can be summarized\@gyork architectures available to the terminal simultarssy.
follows: The main structure and the components of A-MAC is shown

« Heterogeneity in Access Schem@s: explained before, @n Fig. 2. The access sub-layefs specialized for access-
NG wireless terminals encounter different access schenieg the network, whilemaster sub-layeiperforms decision
while roaming between different wireless networks. Forand scheduling of various application requests for the most
seamless integration, the mobile terminal must be capalféicient network. A-MAC achieves adaptivity to both the
of accessing each network when needed. underlying network structure and the QoS requirements of

« Heterogeneity in Resource AllocationEach network different tra_ffic types. We intro_duce a novM_rtuaI Cube
structure performs resource allocation according to vagoncept which serves as a basis for comparison of different
ous techniques such as TDMA slots, CDMA codes, arftetwork structures. Based on the Virtual Cube concept, A-
random allocation. A metric to compare the amount dflAC provides architecture-independent decision and QoS
the resource allocated by different networks is requirdthsed scheduling algorithms for efficient multi-network ac
to achieve high network utilization in accessing differergess. Incompatibility among medium access and resource
networks. However, there exists no such unified metric f@flocation techniques are melted into a unified medium aces
comparison of the allocated resources by different accegsgntrol framework, providing self-contained decisionifbéity
schemes. as well as capability to access various networks

« Heterogeneity in QoS RequirementdG wireless termi-  The rest of the paper is_ organized as follows. In Section II,
nals are envisioned to provide QoS guarantees accordthg related work on MAC in heterogeneous wireless networks
to the underlying network structures. Thus, the MAGs presented. We introduce the Virtual Cube concept in 8ecti
layer must efficiently evaluate the available resources iH. Based on Virtual Cube concept, we explain network
different networks and perform access such a way thaodeling in Section IV. The A-MAC is introduced in Section
the QoS requirements of applications are satisfied. V. We then discuss the performance of A-MAC in Section VI

R]réj conclude the paper in Section VII.
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>
o

In order to address these heterogeneities posed by the
wireless networks, we propose a new two-layer Adaptive
Medium Access Control (A-MAC). A-MAC first provides
procedures for detecting and accessing the available neswo There exist several studies in the literature to addresmthe
that the NG wireless terminal can access, iaegcess Then, tegration of existing wireless systems. In [19], a unifiexhfe-
the available resources in these various types of netwomkerk for the channel assignment problem in time, frequency,
are modeled based on a unified resource model. Each fland code domains is proposed. The unified (T/F/C)DMA
that is sent to the MAC layer is then served through thagorithm consists of labeling and coloring phases. Ushegg t
network that is most suitable for the QoS requirements of tiggaph theory solutions, channel assignment problems in het
flow, i.e., decision Moreover, A-MAC provides QoS-basederogeneous network structures have been addressed. éiithou
scheduling for multiple flows assigned to the same networthis work provides the fundamental theoretical results for
i.e., scheduling As a result, the two-layer A-MAC exploits channel assignment in (T/F/C)DMA networks, the framework
the available resources in the NG wireless networks by pris-not applicable to the existing network structures whaee t
viding procedures for serving multiple flows through mukip channel assignment principles have already been decidhed. T

Il. RELATED WORK



application of this framework requires major modificatioans simultaneously.
the NG wireless network components.

An Ad-hoc CEllular NETwork (ACENET) architecture for
3.5G and 4G mobile systems is proposed in [25], where a
heterogeneous MAC protocol to integrate IEEE 802.11, Blue-NG mobile terminals will encounter different access

tooth and HiperLAN/2 with cellular architectures is pregh schemes during accessing different networks within the NG
The coordination between transmissions of different a&cefireless architecture as shown in Fig. 1. Hence, different r

protocols is provided using beacons from the base statioggyrce allocation units such as CSMA random access, TDMA
ACENET consists of a cellular network and ad hoc networkime slots, CDMA codes, as well as hybrid types will be
Although it is argued that ACENET improves the throughpillocated to the mobile terminals (MTs). Thus, MTs must
performance over the existing networks, many modificatiopg able to compare these resources in order to provide QoS
in the base stations are required to achieve this. guarantees by accessing the most efficient network for the

In [26], a TCDMA protocol is presented for NG Wirelessgpplication. However, it is impractical to perform comari
cellular networks. A time-code structure is proposed withetween the resources available to the MT due to lack of a
subintervals allocated for different functions to enate t ynified metric for such comparison. For this purpose, weintr
integration of cellular networks, ad hoc networks and véiss| duce a three dimensional space model for modeling network
LANs. However, the integration requires modifications ie thyesources. Based on this three dimensioesburce-spacave
existing base stations. propose a noveVirtual Cube concept in order to evaluate

A QosS-oriented access control for the 4G mobile muthe performance of each network in the reach of an MT. The
timedia CDMA communications is presented in [11]. The/jirtual Cube concept defines a unit structure based on the
proposed MAC protocol exploits both time-division and codgesource allocation techniques used in the existing nésvor
division multiplexing. A certain QoS level is guaranteethgs |n the following two sections, we describe the resourcesspa

fair packet loss sharing (FPLS) scheduling. The proposgtbdel and the properties of the Virtual Cube, respectively.
MAC protocol is shown to provide QoS guarantees in hybrid

TD/CDMA systems. However, the proposed protocol neces-
sitates a new wireless network infrastructure with new bage Resource-Space
stations for 4G communications.

In [17], a multiple access protocol is proposed for cellul
Internet and satellite-based networks. The proposed seh

IIl. THE VIRTUAL CUBE CONCEPT

We model the resource in a three dimensioresdource-
%ﬁacewith time, rate, and power dimensions as shown in Fig.

) . The three dimensions of the resource-space are as follows:
accesses to the network with a probability...ss to decrease

o . 1) Time Dimension: ‘Thetime dimensionmodels the time
collision probability based on the network load. However, . ) .
. o reoquwed to transfer information.
the QoS requirements of the application are not addressed, ) . . .
2) Rate Dimension: :Therate dimensiormodels the data

Although the proposed scheme is designed for both cellular £ th  Th h i of diff K
networks and the satellite-based networks, it requiredificad rqte of the network. T, us, the F:apacﬁy ot dl erent netgor
tions in the base station. Hence, the existing cellular ogts/ with the same connection durations but different data rates

cannot be used for integration captured in the rate dimension. Furthermore, the bandwidth

As a result, the existing proposals [11], [17], [25] [zejncrease due to the multi-code transmissions or multi-obhn
require either a significant modification in the existing in(_:ommunlcanop IS al_so .cz.;\ptured In th's_ d|mgn5|on.
frastructure and base stations or a completely new arehitec3) Power Dimension: :The power dimensiormodels the
ture. Therefore, these approaches lead to integratiorigmsb ©Nergy consumed for transmlttllng mformatlon_through tae n
in terms of implementation costs, scalability and backwatork- Note that, the resource in terms of available bandwidt

compatibility. The NG wireless networks are also expected £&n be modeled using the time and rate dimensions. However,
provide diverse range of services. Such diversity in theises the cost of accessing different networks vary in terms of the

requires adaptivity in the MAC layer in terms of guaranteeinPOWer consumed by the wireless terminal. Hence, a third
QoS requirements in wireless environments. dimension is required. Each network type requires differen

In addition to the proposed MAC protocols, there hakower levels for transmission of the MAC frames because

been extensive research on the physical layer of NG wireld¥s various modulation schemes, error coding and channel
terminals. It is envisioned that NG wireless terminals widd €0ding techniques. As a result, the resource differences in
equipped with multiple-mode radio capabilities. Recenietie t€Se aspects are captured in the power dimension.

opments in radio receiver and transmitter development havel he three dimensional resource space described above en-
led the way to mobile hand-held devices that are capablefﬁ?'es modeling the available resource from heterogeneous
functioning in multiple access technologies. In [1], duahd Networks as will be explained in Section IV.

(CELL/PCS) triple mode (CDMA/AMPS/TDMA) transmitter
has been developed. In [27], an RF module with dual band Virtual Cube Structure
dual mode (GSM/W-CDMA) transmitter and receiver has been

developed. In our paper, we assume that NG wireless tersminal The virtual cube constitutes the unit structure for modglin
are capable of receiving signals from multiple network asceand comparing different networks for the appropriate asces
points and transmitting signals to different access sclendecision by the NG wireless terminal. The resource space and



Power/Code 4. In Fig. 4, it is shown that VPCs, i.e., gray cubes, are used
to model the additional power requirement of the network,
) while VICs, white cubes, model the available capacity in
M bits/cube the network. As a result, resource bins capture the capacity
/ of the network access unit as well as timing information,
data rate and power requirements. The modeling of TDMA,
CDMA, and CSMA based networks as well as multi-rate
Time communication into resource bins are illustrated in Fignd a
/ explained in the following sections.

T A. TDMA Modeling

In TDMA systems, the channel resource is partitioned into
frames. Each frame is further divided into time slots, wldch

Fig. 3. Virtual cube model. assigned to different users. A TDMA slot is characterized by
its slot duratioril; and transmission ratB. The slot duration,

T, specifies the duration of time the MT has the access to the
the virtual cube structure is shown in Fig. 3. The virtual @ublTDMA network within a time frame. The transmission rate,
structure is defined by three parameters explained as fellowr, specifies the rate at which the MT should send packets

Cube Capacity (M bits/cube): The number of bits a cube during the time slot. Due to different modulation schemes,
carries. error coding and channel coding techniques, each interface

Cube Duration (T seQ: The time a cube fills in time is characterized by an average energy perHitto be used
dimension. As a result, a virtual cube models a raté&fT" during the transmission.

Rate

bits/sec in the rate dimension. Using these properties, the TDMA slot can be modeled
Cube Power (P Watts): The minimum power for a trans- in the resource space. LeV;, N,, and N, be the three
mission of a cube. dimensions of a resource bin representing the number of

The three parameters that define the virtual cubes,Nfe., virtual cubes that can be filled in théne rate, and power
T, and P are fixed for each cube and provide a granularity idimensionsrespectively. Then)N;, NV, and N, can be ex-
each dimension. As will be explained in Section IV, the \aitu pressed by
cubes are used to model the available resource a network T, TR EyM
provides. In order to model both the available bandwidth and Ny =—, N, = Ny = —— (1)

L T M’ P
the cost of communication in terms of consumes energy, tw M s th b T is th be durati Nt
types of virtual cubes are used in the A-MAC as describ erell Is the cube capagltﬂ“ Is the cube duration a
below: is the cube power as described in Section Ill. A sample model

Virtual Information Cube (VIC): VICs model the infor- of a TDMA network is illustrated in Fig. 4(a). Note that, if

mation sent through the network. They virtually contaif the number of cube_s in the power dime_nsion _exceeds one, i.e.,
bits and serve as a basis to determine the capacity of {Ne > 1, VPCs are filled in the power dimension.
network.

Virtual Power Cube (VPC): The required power consump-B. CDMA Modeling

tion for transmission of a bit is different for every network |n the direct sequence-CDMA (DS-CDMA), each bit of
VICs model the minimum power consumption required tgyration 7}, is coded into a pseudo-noise code &f chips
power consumption per bit for each network, VPC is usegpMA are characterized by the processing gain or so-called
VPCs model the additional power needed to transhiibits  the spreading gaif¥, which is expressed a8, = W/R [23],

of information. As a result, VPCs, which virtually contaio n \yhere W is the bandwidth of the CDMA system aritlis the
data, are used to capture the additional power requireneéntgjata rate. Since each user interferes with other users batie

a particular network. station in the reverse link, the base station performs power
control and assigns a transmission signal power for each MT
IV. NETWORK MODELING to utilize the network. The transmitted energy per Bi§, can

The Virtual Cube concept introduced in Section Il formsb.e expressed as [2_%1, = P/ R, whereP, s the transmitted
nal power andr is the data rate.

a basis for modeling different access schemes. Based on? ithouah the phvsical channel is identified by a specific rate
Virtual Cube concept, underlying access schemes are ntbdel ug physi IS | m y a specill

as a three dimensional structure callebource bin Each 0? chips, the actual bit rate of the channel varies according

dimension of a resource bin defines the number of virtu%ﬂ the spreading factor u_seq in coding. The MT is interested
In the actual data transmission raRerather than the channel

cubes that can be filled in that dimension as shown in Fig. o o
9ansm|53|0n rate. The data rate of the connection is kel
INote that the resulting structure may not necessarily beba.cdowever, ?Ccordmg to the code a55|gned to_ the MT- Moreover, the MTis
we refer to the concept as virtual cube for ease of illusnati informed of the power level associated with the transmissio



@ Virtual Information Cube work, it has been shown that in wireless networks, the past
throughput value has a strong influence on the future through
put value [4]. Moreover, it has been found that irrespeotize
the velocity of wireless node, throughput prediction based
the past values is feasible. In this respect, various ptiedic
methods can be used for predicting the connection opportu-

N nities in CSMA based network. Consequently, for CSMA-
(a) based networks, we use the last transmission information to
model the resource bin as illustrated in the Fig. 4(b). Based
on the previous transmission information, e.g., data &a;
nection time, consumed power, the dimensions of the model
are determined using (1). Moreover, the generated model is
dynamically modified to account for wireless medium errors
and actual changes in the connection information as exgdain
in Section V-B. As a result, the CSMA-based networks are
modeled based on the previous connection information with
adaptive updates.

&;\% Virtual Power Cube
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! D. Multi-Rate Networks

In addition to the modeling schemes for each type of net-
work presented above, a specific network may provide maltipl
rates to a wireless terminal through various techniquels agc
additional codes or multi-channel communication. Using th
c:';)m virtual cube concept, multi-rate networks can also be rextiel

In CDMA-based networks, in addition to fixed code as-
(d) signment, the MT can be assigned multiple codes throughout

the communication. Two techniques used in CDMA-based

systems for multi-code transmission and modeling of these

Fig. 4. (a) TDMA and CDMA modeling, (b) CSMA Modeling, (c) ntill cases are discussed next.

code CDMA modeling, and (d) multi-channel modeling. In 1S-95-B and cdma2000, an MT is provided the supple-
mental code channels (SCC) in addition to a fundamental code

the signal by the base station. In TDD CDMA systems sudannel (FCC) [14], [30]. In IS-95-B, the SCCs have the same
as UMTS, the time is divided into radio frames, slots an%pregdmg gain as the FCC. AS a result, mult|-c_ode channels
' X provide an aggregate bandwidth for an MT using the same

sub-frames. Using the length of the allocated skat,can be : . . :
determined. In FDD system$, is determined by the durationv'f’mable spreading gain. In modeling these systems, tre rat
) ? dimension is extended to include the additional bandwidth

of the connection. Using this informationy;, N and N, are provision of multi-code channels as shown in Fig. 4(c).

determined by (1). In addition to code aggregation, variable spreading gain is
In CDMA networks, two nodes may lead to intracell in- : gareg ' P g gar
. also used in the cdma2000 system [14], [30]. By reducing

terference when nonorthogonal codes are assigned. Hawever

it is clear that this interference cannot be determinitl;icat € spreading gain, the transmission gain is increased to

calculated before APs assign the codes to nodes and nodes gyepport high data rate applications. In the cdma2000 system

transmitting information. As a result, in A-MAC, the cbmMA ™" add|t|o!1 to an .FCC' one SCC is assigned to an .MT per
. ) : .data service. Multiple SCCs are used to support multipla dat
network is modeled based on the assignment informati

Q o . R
provided by the BSs to the adaptive network interfaces (ANISPreams with different QoS requirements [14]. The increase

as discussed in Section V-C. However, as will be explainede data ratg due _to variable spreadmg gain is also captured
in the rate dimension of the resource bin for SCCs as shown

in Section V-B, the wireless channel aware scheduling block _.
; . in_Fig. 4(c).
adjusts the rate of each flow based on the wireless chann . . . .
. . . The number of virtual cubes in the rate dimensiow,,
state. As a result, the effects of intracell interference IS th f del | ith the d
addressed by the A-MAC protocol of the CDMA frame mo el increases with the data rate. On
' the other hand, for a specific bit-error rate (BER), a de&eas
_ in the spreading gain increases the average power level [24]
C. CSMA Modeling The power levelP, for a CDMA signal with a spreading gain
CSMA based systems such as IEEE 802.11 are charactéy- can be expressed d3, = P¢(Gf/Gy), where Py is the
ized by the randomness in the access to the network. The rpower level of the fundamental spreading gain @hdis the
bile terminals contend for the channel using CSMA/CA. Thieindamental spreading gain. Since the rate dimension =ptu
MT that captures the medium transmits information. Herice,the effect of multi-code transmission in CDMA networks, the
is not possible to deterministically calculate the trarssicin number of VPCs in the power dimensiofy,,, remains the
time of a specific MT in CSMA based systems. In a recesame.

P
&

A
Np(chl)l el




Recently, multi-channel communication has gained interddock as shown in Fig. 2. This information consists of the
due to the recent advances in transceiver technology. Esptit time of the network slot and the three dimensions of the
cially, in cellular networks and IEEE 802.11 standard, multresource bin}V;, N, andNV,,, which are expressed by (1). The
channel communication is possible. Note that the number @écision algorithm performs decision in eatdcision interval
virtual cubes in the rate dimensiodN,, depends on many 7, where, A-MAC decides which traffic flow will be served
channel and transceiver dependent parameters such asoth&hich interface according to the resource bins provided b
channel bandwidth, modulation and channel coding schem#ége ANIs.

Hence, the resource in each channel needs to be calculatesl specific network interfac& with & € C, whereC is
separately as shown in Fig. 4 (d). Over a fixed interval, thiee set of active connections, is modeled by the following
available aggregate resource through multi-channelsds thparameters:

considered for decision as explained in Section V. NF - Number of information cubes in the time dimension
of the network model of interfacé during decision
V. A-MAC: ADAPTIVE MEDIUM ACCESSCONTROL interval T};.

A-MAC accomplishes the adaptivity to both architectural ~ N} - Number of information cubes in the rate dimension
heterogeneities and diverse QoS requirements using a two- Of the network model of interfacé during decision

layer structure as shown in Fig. 2. Tl&cess sub-layeis interval T;.

specialized for accessing the network, whitlaster sub-layer N,’f - Number of power cubes in the power/code dimen-
performs coordination of the application requests. Theesec  sion of the network model of interfadeduring decision
sub-layer consists of ANIs that are responsible for the tadap interval 7.

ity of the MT to the underlying heterogeneous architectures For a specific traffic flowf, the decision block chooses the
The MT communicates with different networks through ANlsinterface such that the utility functioti; given by

In addition to accessing functionalities, the ANIs provide

the environment-awareness to the master sub-layer. Using o TﬁNthk
the information gathered from the underlying network from = NZI;
access points (APs), an ANI models the access scheme and

informs the master sub-layer. The network modeling, which i maximized. Note that, the utility functiori/;, aims to
explained in Section IV, is performed according to the \attu find the interface with maximum throughput capability for

)

Cube concept, which is introduced in Section II1. the minimum tr_ansmission power. The utility function (2) is
The master sub-layer consists of scheduler and decisf@qXimized subject to the constraints

blocks. In NG wireless networks, multiple flows with various Z Nk < pymas 3)

quality of service (QoS) requirements can be forwarded to 5o p= p ’

the MAC layer simultaneously. The master sub-layer aims to ok

forward these flows to appropriate interfaces to effecyivel TiNy 2 Ny (4)

utilize the wireless medium and guarantee the QoS requi
ments of each flow. In addition, as the MT traverses throu

dlff(;rent n_etworkts, _ther:nost ef\;:/cr:ent a(f:lces_s r;omt fo(; E;mfct's the maximum power dissipation allowed for the decision
QoS requirements is chosen. When a flow is forwarded to tig, . T, andN, ; is the minimum required bandwidth in

MAC layer by upper layers, .the QoS—pased dgcision bIO%rms of VICs for the traffic typé in order to guarantee its
first performs decision according to the information abdnet t %

herer® is the bandwidth share of the traffién interface, if
Itiple traffic types are interleaved into one interfadg

derlvi work thered f the ANIS. On t ¢ 0S requirements’, in (4) is the set of active interfaces that
underlying networks gathered trom the s. Donlop oteade cposen by the decision block. The constraints in (3) and
interface, a QoS-based scheduler handles fair share of

bandwidth if multiple flows are serviced through the Samt%?are chosen such that the chosen interface will not exceed

. ; o e maximum allowed power consumption of the MT and the
interface. The functions of decision and scheduler bIoclﬁ‘f P P

. : . inimum required bandwidth is met.
and the adaptive network interfaces (ANIs) are explained in Depending on the number of traffic flows to be serviced
Sections V-A, V-B, and V-C, respectively. P g

and the number of network interfaces available, A-MAC can
be in one of four states. The actions taken in each state is
A. Decision summarized in the following sections.

NG wireless networks are envisioned to provide diverse 1) Single Type Traffic - Single Interface (STSHthis case,
set of services which require the MAC layer to efficienthA-MAC simply forwards the incoming packets from the upper
address the QoS requirements of these services. In ordelayers to the active interface as long as (3) and (4) arefisakis
guarantee QoS requirements of each traffic forwarded to the2) Single Type Traffic - Multiple Interfaces (STMIThe
MAC layer, A-MAC performs QoS-based decision for thelecision layer performs the decision algorithm for eachhef t
appropriate interface to forward a specific traffic. Thisigien interface. If the (3) and (4) are met by one or more interfaces
is performed by thelecision block The ANIs associated with the one that maximizes (2) is chosen. The incoming packets
each network models the available resources based on dne then fragmented into MAC frames of the specific interface
principles introduced in Section IV. The available conimw and sent to the ANI. The specified ANI performs access to the
are then informed by the associated ANIs to the decisiotwork and transmits the frames.



If the QoS requirements of the traffic type cannot be fulfillederved or all interfaces are occupied. Remaining lowerriyio
using one interface, the decision block attempts to useipiilt traffic types are rejected.
interfaces for the flow. The interfaces are sorted in a degnga  After the decision process, the bandwidth shares of each
order of their utility functions. The decision block tries t traffic type in each interface is provided to the appropriate
fulfill the constraints (3) and (4) using multiple interfacén schedulers; and accordingly the scheduling is performed in
this case, the constraint (4) becomes the ANIs where multiple flows are directed.
One exception in the decision algorithm is the case where
& & WLAN interfaces are evaluated. As explained in section V-C,
Z rpx N2 Neyp s ®) CSMA based systems are modeled reactively, i.e., based on
kecd the last transmission information, since the access dondit

where C/ is the set of active interfaces chosen for traffi€annot be predicted in advance. However, it might be the case
type f. If the QoS requirements are guaranteed by multipteat this previous transmission information may not be gmes
interfaces, the decision block forwards incoming packeta i in the node. This occurs when a node enters the coverage area
reverse round-robin fashion to the appropriate network. Aef @ WLAN. Since generally, WLAN provides much better
cording to the bandwidth share of the traffic in each interfacPerformance than the other network structures in terms taf da

a weight,w is associated with the interfadesuch that rate, the decision layer gives precedence to the WLAN over
' other network structures. When a WLAN interface is informed

to the master sub-layer, high priority traffic is forwardedhe
WLAN. The decision block then checks if the requirements

. of the traffic type are guaranteed in each decision inteifal.
The packets are then fragmented into MAC frames accorgly, requirements are not guaranteed, the decision algoigh

ing to the properties of the network interface and sent t@muperformed according to the models generated by the ANI as

ANIs. . ' . _explained in the previous sections.
3) Multiple Type Traffic - Single Interface (MTSI)n this

case, A-MAC first checks if the decision constraints hold for

each traffic type, assuming they were sent alone through fhe Scheduling

interface. The traffic types that cannot be satisfied by theln NG wireless terminals, multiple flows with various QoS

current interface are rejected and the upper layers areubti requirements can be forwarded to the MAC layer at the same

A-MAC then performs scheduling among the eligible traffiime. Due to these various QoS requirements, these flows can

types in order to serve multiple services through the singi® served using different types of network architectures th

interface. are most suitable for each flow. During the decision process,
According to the QoS requirements of the traffic types, eaglie decision block may end up selecting a single network

eligible traffic typef is assigned a bandwidth shark such structure for multiple services. Since these services abe

that Y2, rk < Nl“;M_ The decision block then checks if eacinterleaved into a single MAC frame, a QoS-based schedsiler i

flow satisfies (3) and (4). If the requirements are guarantedged for each ANIin order to guarantee the QoS requirements

for each of the traffic type, the scheduler is informed of thef €ach flow. _ .

bandwidth shares and MAC frame size of the interfaces. TheScheduling in wireless networks is a highly explored area

packets from each flows are then fragmented into MAC framB§cause of its importance in the design of base stations [8],

and sent to the scheduler associated with the ANI respansibt0], [16]. The recent work aims to perform base station

for the transmission. centered scheduling to various access requests from teultip
If the requirements cannot be fulfilled, the traffic type witMTs. In NG wireless networks, a scheduler is also necessary a

the lowest priority is rejected and the bandwidth sharks the wireless terminal responsible for transmission of iplat

are updated. The algorithm performs decision algorithnil unfows interleaved into a single interface. However, the neju

it finds a set of traffic types that can be serviced througRents of the scheduler differs from the conventional usdge o

the interface. Since traffic types which can be served tmougc_hedulers in_ base stations._ln designing a scheduler_for NG

the interface alone are taken into account, the decisiockbloVireless terminals, the following requirements are coersid:

eventually finds a set of traffic types. o QoS GuaranteeThe QoS requirements of each flow

Tifk ) (6)

4) Multiple Type Traffic - Multiple Interfaces (MTMI):

In this case, A-MAC performs decision according to the «

priorities of traffic types. The traffic typé with the highest
priority is forwarded to appropriate interface or intedac

according to the principles described in Section V-A.2. Whe

the connectionsC¢ for the traffic typef is decided, the
capacities of each interface € C{ are updated such that
the bandwidth occupied by the traffic typen each interface

should be guaranteed throughout the connection.
Channel Dependent Schedulin§ince wireless channel
conditions change throughout the connection, scheduler
should be able to adapt to these changes in order to
provide fairness to each traffic flow.

Dynamic Behavior:Since the number of traffic flows
assigned to a network AP may vary during the course
of scheduling, the scheduler has to be easily configurable

k is deducted. The same procedure is repeated for other traffic to adapt to these dynamic changes.
types in decreasing priority among the remaining capacity.. Implementation Complexity§ince the number of simul-
This process is performed until either all traffic types are taneous flows to be served in one connection is limited,



a scheduler with low implementation complexity is suf- If sz =0, thenp; is stored in the current scheduling bin.
ficient in NG wireless terminals. If i < N, itis stored in thei’-th scheduling bin following

In order to address the requirements of the scheduler iy cyrrent scheduling bin. h’} > N, the frame is discarded.
NG wireless terminals, we propose a scheduling algorithRk a result, packets from different flows are scheduled in a
based on the ideas presented in [5]. We extend the Bin Sf?gme-by-frame basis.

Fair Queuing (BSFQ) scheduler in order to accommodate thethe original BSFQ algorithm provides fairess guarantee
unique characteristics of the wireless medium. The sciglul hased on the values of maximum packet lengitt® and
algorithm is presented as follows. _ _guaranteed data ratg (Please refer to Theorem 2 in [5]). Note

~ In our scheduling algorithm, the output buffer is organizeha; in A-MAC, the BSFQ algorithm is enhanced to integrate
into N scheduling bins Each scheduling bin is implicitly yhe procedures for determination the packet size and daa ra
labeled with a virtual time interval of length. The scheduling yith our virtual cube concept. Other than this modification,
bins are ordered according to their virtual time intervaisl a i functionality of the BSFQ algorithm is preserved. Sithee
served in that order. Only the items from the current schiegul ¢5irness guarantee is a function of e andr, the fairess

bin is transmitted. A virtual system clock(t), which is guarantee provided by [5] is still valid in our scheduler.
equal to the starting point of the virtual time interval okth

current scheduling bin at timg is maintained in the scheduler. .
Therefore, the virtual time clock is a step function ard) is C- Adaptive Network Interfaces
incremented byA whenever all the packets in the scheduling When a flow is forwarded to the A-MAC protocol, the
bin are transmitted. decision block performs QoS-based decision to select the
As explained in Section V-A, for each interfaée each appropriate interface for the data transfer as explained in
traffic flow f is assigned a guaranteed rate ? such that Section V-A. In the case of multiple flows assigned to a single
Zf ry < NTTM, where N,. is the number of VICs in the rate interface, the QoS-based scheduler explained in SectiBn V-
dimension of the resource bin of the interface expressed )y (n each interface orders the packets accordingly. Fintily,
in Section 1V, M is the cube capacity arifl is cube duration MAC frames are forwarded to the Adaptive Network Interfaces
as presented in Section Il (ANIs) in the access sub-layer as shown in Fig. 2. Accessing
It is important to note that, the output link rate may chang@e networks is accomplished by the ANIls. With the aid of
during the connection time due to wireless channel cormbtio the underlying physical capabilities of the MT, each iraed
This leads to unfairness for the flows which experience cblaniis capable of performing the following functions:
errors. Thus, our scheduling algorithm adaptively varfes t 1) Network Structure AwarenessANIs provide the MT
overall output rate according to the available bandwidtteré with environment-awareness by gathering information abou
exist many work on opportunistic wireless link schedulinghe underlying network structures. When the MT enters the
[3], [6]. [9], [20]. The main principle of the wireless link coverage area of an access point (AP) of a network, the
awareness in A-MAC is based on the credit method introducedsociated ANI gathers network information from the beacon
in [3]. Each flow rater; is updated if the interface experienceperiodically sent from the AP. The environment awareness
unfairness. The scheduler keeps track of the bandwidthadegs, hence, achieved in different wireless systems, i.eMGS
dation of each flow according to wireless channel errorss THUMTS, cdma2000, and WLAN, as follows:
degradation is added to the bandwidth share of the flow. INnGSM: The base stations use Broadcast Control Channel
order to prevent fluctuations in the bandwidth share of floBCCH) to periodically broadcast information about thegero
the scheduler updates each bandwidth share in each deciginies of a cell for MTs. BCCH is mapped to a specific radio
interval. frequency for each cell and it does not hop between radio
Each packet forwarded to the scheduler is fragmented irffequencies. MTs access the network using this channel by
MAC frames according to the MAC frame structure of thelecoding the base station identification code and frequency
network. The;*" frame of flowf, denoted byp’, is assigned [29], [18]. UMTS: The Broadcast Channel (BCH) is used

with the virtual time stamp;ts(p-}) such that to broadcast system- and cell-specific information. The BCH
‘ . . I is always transmitted over the entire cell and has a single

vts(p}) = maz(T(A(p})), vts(p-}_l)) + 4,]’ >0, transport format [28]cdma2000The paging channel is used
" to send common channel information that is used for acogssin

whereT(A(p})) is the system virtual time at the arrival timethe network [30].WLAN: The MT is assumed to listen to the

of frame pﬂf', andl; is the length of the fram@Jf' which is channel in passive mode for a beacon from a WLAN AP. If
specified by the resource bin, i.é; = MN,N,. Arriving such a beacon is received, the master sub-layer is informed.
frames are then stored in their corresponding scheduling bWhen a beacon is received from one of the networks by the
in the FIFO order. The indek; of the scheduling bin to store specified ANI, the master sub-layer is informed about the

frame pa]'c is equal to existence of an access network. _
' i ; 2) Network Modeling: Once the existence of a network
i L”ts(pf) - T(A(pf))J i>0 has been informed to the master sub-layer, ANIs model the
Y A ’ ' network MAC structure as explained in Section IV and inform

2Since each scheduler is associated with one ANI, we dropuperscript the maSter SUb'layer as shown in Fig. 2. When a mobile
k introduced in Section V-A in our analysis. terminal enters the coverage area of an AP, the network



TABLE | TABLE Il

TRAFFIC MODEL PARAMETERS NETWORK MODEL PARAMETERS
Parameter Value TDMA System
Avg. Talk Duration 180 s BS radius 25m
Avg. Principal Talkspurt Duratior] 1.0 s Frame Length 4.6 ms
\oice Avg. Principal Gap Duration 1.35s Slot Length 577 us
Traffic Avg. Minispurt Duration 0.275 s Slot rate 115.2 kbps
Avg. Minigap Duration 0.05s Operating Frequency | 900 Hz
Packet Length 260 bits \Voice | CBR | ABR
CBR Avg. Talk Duration 360 s Max. Slots 8 8 8
Video Bit Rate 64 kbps Max. Slots for a MT 1 2 1
Traffic Packet Length 1280 bits Timeout 10ms | 50ms | 1s
Avg. Talk Duration 180 s CDMA System
VBR Avg. State Holding Duration 160 ms BS radius 40m
Video Minimum Bit Rate 120 Kbps Operating Frequency | 1.8GHz
Traffic Maximum Bit Rate 420 Kbps Voice | CBR | VBR | ABR
Avg. Bit Rate 239 Kbps BER 10 ° 10 = 10°° | 10 °
Packet Length 840 bits Max. Codes 16 8 4 4
Avg. Packet Generation Rate 20 Msgs/s Max. Codes fora MT| 1 1 2 1
Best-Effort | Avg. Idle Time 2s Timeout 20ms| 50 ms| 40 ms| 1s
(ABR) Avg. Message Length 30 kB WLAN System
Traffic Avg. Frame Length 150 bits AP radius 15m
Transmission rate 1Mbps
Operating Frequency | 2.4GHz

specific information, such as slot information, data rated a
multiplexing information is captured by the ANI. The ANI
then, models the access structure according to a minimifinthe presence of heterogeneous network architecturéeln t
resource allocation that is achievable from the network. Agmulations, we simulate background traffic using desigghat
the MT is connected to the network, the BS may allocaftodes for each traffic model and network type. For the A-
more bandwidth to the MT according to the QoS requiremer®AC protocol, decision intervally, is chosen asls. The
of the traffic. In this case, the associated ANI updates t#@ffic models used in the simulations, the network striestur
corresponding resource bin according to the allocatedireso  and the results of the performance evaluations are explamne
Furthermore, as the modeled properties, i.e., data rateagp Section VI-A, Section VI-B, and Section VI-C, respectively
ing gain or frame dimensions vary during the connection, the
ANI updates the resource bil_’l an_d informs the ma_ster sul:_r.—lay'g_ Traffic Models

3) Access and Communicatiodn ANI associated with . ) ] .
a network structure performs access to the network if it Four types of traffic models are used in the simulations.
is selected for a transmission by the master sub-layer. TAE describe each_trafflc model in the following secpons. The
communication with the AP is performed according to th¥alues of the traffic model parameters are shown in Table I.
network specific procedures. Each network has specific pfjoreover, in Table |, the requirements for each traffic type i
cedures for access phase and resource allocation. ThetpaBREN network in terms of BER and timeout are shown.
structures, message formats and signaling proceduresdglre 1) Voice Traffic: Voice traffic is modeled based on a three-
exist for each network. Due to implementation and scalgbiliSteP Markov model [2]. The voice traffic is assumed to
concerns, it is not feasible to propose modifications to th&ve main talkspurts and gaps denoteg@scipal talkspurts
existing MAC protocols that are deployed in the access poirind principal gaps respectively. The principal talkspurt also
of these networks. Since there exists no unified standard f&nsists ofminispurts and minigaps The duration of each
each network, we assume that the ANIs are embedded wipHrt and gap is exponentially distributed and statidgicatie-
the functionalities of the MAC protocols already deployed f pendent of each other. The talk duration is also exponéntial
each network required for access and communication with tflistributed. The average duration of each distributiorhism
APs. Once the underlying network is chosen to access, tRefable I. The stations generate IP packets with length 6f 26
corresponding ANI performs the required access and resouf¥s in every 20 seconds achieving a constant rate of 13kbps

allocation procedures for accessing that specific netwark aduring the talkspurts.
transmission. 2) CBR Video Traffic:CBR video traffic is modeled with

a constant rate of packets generated with talk duration-expo
nentially distributed.

3) VBR Video TrafficVBR Video traffic models the video-

In this section, we investigate the performance of A-MA@hone and videoconference transmissions with a multestat
for different scenarios in CDMA, TDMA and CSMA basedmodel [2]. The multi-state model generates continuous @@ack
networks. In these scenarios, the throughput performahcefar a certain duration in each state. The bit rate in eacle stat
the proposed framework is analyzed. We investigate the per-determined independently using a truncated exponential
formance of an adaptive NG terminal equipped with A-MACdistribution. Holding duration of each state is expondiytia

VI. PERFORMANCEEVALUATION
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distributed and statistically independent of each othére Tand the results are average bftrials for each5 random
duration of the traffic is also determined according to awopologies.
exponential distribution. Note that, although a single A-MAC node is investigated
4) Best-Effort (ABR) Traffic: ABR traffic models the throughout the simulations, since A-MAC provides seamless
nonreal-time best-effort data traffic. During the ABR coone access and communication to each of the networks, each
tion, multiple packets are sent. The length of each packetdsnnection in the background traffic can also be considered
geometrically distributed and independent of each othee Tto be generated by another A-MAC node. A-MAC aims to
total length of the packets in a connection and the idle tingovide a seamless MAC protocol for accessing to hetero-
between consecutive connections are exponentiallybligad. geneous networks without requiring any modifications to the
existing medium access schemes. As a result, the resource
B. Network Models assignment for each connection attempt is handled by the

. : specific principles of the network. Hence, for a single A-MAC
Three different network structures are simulated throwgho ode, the effects of other A-MAC nodes are not distinguitiab

the performance evaluation. We describe these network-strp de insid work
tures in the following sections. rom any node inside a network.

1) TDMA System:A TDMA based system is simulated As explained in Section |, in NG networks, adaptive nodes
with time partitioned into time frames. Each time frame jgncounter heteroger_leity ".1 both network structure andidraf
further partitioned into time slots. The time frame lengsh jtypes. In order to investigate the effects of these hetero-
4.6s with each frame containing 8 time slots. The time sk Sighene|t(;es on the; pherformancel of the Af"MA% and evaluatfe
is 577us with a capacity of 156 bits. We simulate a TDMAt,e ? gpt|V|ty 0 tl e p(;o_tocrc]) ' fWIF pertorme: two sets o
based system based on GPRS, such that multiple slots Hfgulations as exp aine In the following sections.
assigned to the MT during one time frame to provide QoS of 1) Fixed Topology: In this set of experiments, we are
different traffic types. Each MT is assigned multiple slats iinterested in the adaptivity of the A-MAC protocol to the
each frame according to its traffic requirements. The systdlgterogeneity in the traffic load in different networks. den
parameters used in the simulations are shown in Table I1. THE Simulate a fixed topology where all the nodes, includirg th
Maximum Time Slot§ield denotes the maximum number offdaptive node, are stationary. The adaptive node is asstamed
slots that can be allocated to a specific traffic type by the BRE in the coverage area of three of the network structuees, i.
whereMaximum Time Slots for a M@ienotes the maximum ' PMA, CDMA and WLAN access points, throughout the
time slots that can be allocated to a single MT in a frame. simulation. Each node in the network creates a specific type

2) CDMA System:An MC-CDMA system is simulated of traffic and tries to send it to its designated access p®hm.
with time partitioned into uplink and downlink frames. Eacfraffic type distribution (Voice, ABR, CBR, VBR) is chosen as
uplink and downlink frames is 10ms. A frame is furthef65%, 15%, 10%, 10%). The number of nodes in each network
partitioned into 15 slots. Each slot contains 2560 chipse Ti® defined by their percentage of the total number of nodes
CDMA network has a transmit rate of 3.84 MChips/s. Basd8 the simulations. The distribution of the number of nodes
on the BER requirements and target SINR of each traffic tyg8, €ach network is defined as triple«, nc, nw), wherenr,
multiple codes are assigned to an MT. The network provid&s @ndny denote the percentage of nodes in TDMA, CDMA
the MT up to 960kbps bandwidth. The base station is assunfiitfl WLAN networks, respectively. The adaptive node creates
to perform power control in each connection and the CDMQUI types of the traffic according to the models described
system is assumed to perform successful handoff as the enoBil S€ction VI-A and tries to send it to one of the networks.
terminal roams through the network. The system paramet¥/g performed various simulations with varying load on the
used in the simulations are shown in Table 1. networks. The average throughput performance of A-MAC is

3) WLAN SystemThe WLAN system is simulated basedShown in each case.
on the IEEE 802.11 MAC layer [12]. The MT communicates !N Figs. 5(a) and 5(b), the average throughput of the A-
with the access point of the WLAN network throughout thMAC for voice traffic is shown with two node distributions,

communication. The transmission rate in the WLAN systehf- (27, nc, nw) = (10%, 10%, 80%) and (50%, 30%,
is assumed to be 1Mbps. 20%). The horizontal axis represents the total number oésod

creating traffic throughout the simulations in the coveragsa
of the three network access points. As shown in Fig. 5(a),
o ) . voice traffic is served through the TDMA network when the
The A-MAC protocol is simulated using the traffic modelgraffic load is low in the TDMA network. This decision is due
and network systems presented in Section VI-A and Sectigfithe capability of TDMA structure to support voice traffic.
VI-B, respectively. In a200mx200m grid, nodes are placed jowever, when the load on the TDMA network is increased,
with uniform distribution. Each node is assumed to be ablg shown in Fig. 5(b), A-MAC uses multiple networks in order
to connect to only one network. In addition, a node equipPed provide the required throughput of the voice traffic. When
with A-MAC is simulated in the grid. We refer to this nodeihe number of nodes inside the TDMA network exceééls

as theAdaptive Nodehroughout our discussions. We vary th;Z}i.e. 21 x 50%), 30% of the voice traffic is served through the
node number in each network and the percentage of traffic

distribution to analyze the performance pf A'MAC in the sye yse the termaccess poinfor both the base stations and the access
heterogeneous network structure. Each simulation %is points throughout the section

C. Simulation Results
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Fig. 5. Average throughput of voice traffic witm{, nc, nyw) = (@)(10%, 10%, 80%), (b)(50%, 30%, 20%), and CBR traffichwit, nc, nw) =
(c)(10%, 10%, 80%), (d)(50%, 30%, 20%).

WLAN access point. As the load is increased, TDMA networketworks are used as they have available bandwidth. The
cannot provide the required capacity and A-MAC switches ttecision is made mainly based on the decision requireménts o
WLAN network. Fig. 5(b) shows that as the traffic load irthe mobile station instead of traffic requirements as deedri
WLAN network is increased, CDMA network is chosen irin Section V-A. Note that, achieved throughput is actually
order to achieve the throughput guarantee of the voicedraffiower than the average transmission rate of these traffiestyp
As shown in Fig. 5(b), as long as there is available capanity This is due to the channel errors and access collisions,hwhic
the reach of the adaptive node, A-MAC exploits this capacipiso increase with increasing traffic load. However, A-MAC
to serve the required traffic. exploits the available bandwidth in the remaining netwdtks

In Figs. 5(c), and 5(d), the average throughput of CBRUarantee the requirements of the traffic types.
traffic is shown. In both figures, the required throughput is 2) Dynamic Topologyin order to investigate the adaptivity
met for increasing traffic load. In Fig. 5(c), A-MAC accessesf the A-MAC protocol to the heterogeneity in the network
WLAN network to serve the CBR traffic when the traffic loacenvironment, we performed a second set of experiments with
is low. When the WLAN traffic load is increased, the CBRa dynamic topology. The network topology used in the simula-
traffic requirements cannot be guaranteed, and the CDMi@ns is shown in Fig. 7. The various points in Fig. 7 représen
network is chosen. The same behavior is also observed the TDMA, CDMA and WLAN access points with the circles
the VBR traffic, which is not shown here. A-MAC exploitsrepresenting their coverage areas. The topology is designe
both networks in order to provide the throughput required tsuch that the left of the grid is covered by a TDMA network
the CBR and VBR traffic, i.e., 64kbps and 239kbps. In Figand the right part is in the coverage area of a CDMA network.
6(a) and 6(b), the throughput of the best effort traffic fothho WLAN access points are spread over the topology including
of the load distributions is shown. Since the best effofffitra the overlapping area of TDMA and CDMA networks. This
has no bandwidth requirements, it is served as the resourtygse of topology can simply be thought of as the hot spots
in a network is available. As shown in Fig. 6(b), A-MACin a metropolitan network. In our simulations, we uski)
mainly serves best-effort traffic through the TDMA networkmobile nodes and a simple mobility pattern for the adaptive
However, as the traffic load is increased, CDMA and WLAMode in order to observe the response of the A-MAC to



Fig. 6. Average throughput of best-effort traffic with£,
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the simulation, through TDMA, WLAN and CDMA networks
as shown in Fig. 8 (a). As the adaptive node enters the
overlapping area of the networks, the voice traffic is handed
over to the WLAN network, since the adaptive node leaves
the coverage area of the TDMA network. In addition, part of
the traffic is served through the CDMA network in order to
achieve the traffic requirements. However, since the TDMA
network cannot allocate enough bandwidth to CBR and VBR
traffic due to high load in the network, the CBR and VBR
traffic is served only through WLAN APs while the adaptive
node is in the coverage area of the TDMA network as shown
in Figs. 8 (b), and 8(c). As the adaptive mobile node enters
the coverage area of the CDMA network, the CBR and VBR
traffics are handed over to the CDMA network. In Fig. 8
(c), the average throughput of the best-effort traffic isvamo
A-MAC serves the best effort traffic through three types of
networks throughout the simulations. However, note that th
time the adaptive node resides in the WLAN network is also
evident from the significant decrease in the best efforfitraf
throughput. As shown in Fig. 8 (b) and 8(c), CBR and VBR
traffic are only served through the WLAN APs while the
adaptive node is in the coverage area of the TDMA network.
Hence, in order to serve these traffic types and meet the
decision requirements at the same time, A-MAC suppresses
lowest priority best-effort traffic. The decrease in thrbpgt

in Fig. 8 (c) is due to the priority mechanism of A-MAC. Fig. 8
(b) and Fig. 8(c) show that A-MAC provides smooth transition
between three network structures as the adaptive node roams
through them. The voice traffic requirements is met througho
the simulation, where CBR and VBR traffic is served through
the WLAN APs and the CDMA network in the second part
of the network, where required bandwidth is provided. As
shown in Fig. 8, A-MAC exploits the available bandwidth in
its vicinity by performing necessary switches from netvottx
networks and aggregating available bandwidth via its rplati
access capabilities.

In addition to adaptivity to heterogeneities of the next
generation wireless networks, A-MAC also provides a memory
efficient access capability to the next generation wireless
terminals. It is evident from the discussion in Section lIttha
next generation wireless terminals will be equipped with
physical capabilities to access different types of mudtipl
access technologies [1], [27]. Although the physical laper
heterogeneous wireless access is being developed, effficien
network protocols are still required for next generatiomewi
less terminals. The main concern in developing protocals fo
the NG wireless terminals is the memory constraints posed
by the mobile devices due to limited memory and processing
capabilities. Hence, the research is focused on developing
software tools for implementation of protocols with minimu
memory footprint [22], in addition to consistent, platform

varying network structures as shown in Fig. 7. The adaptigdependent software interface layer for mobile applarati
node roams through TDMA to the CDMA network, passingrocessors, i.e., managed runtime environments (MRTHs) [7
through the coverage area of WLAN APs. The simulation lastg3]. It is clear that implementing separate protocol ssaftk
230s. The instantaneous throughput, calculated by averagiétessing each type of network is contradictory to the mgmor
the throughput for intervals ofs, is shown for each of the efficiency of the MAC layer. Such an approach would require
traffic types in Fig. 8.

The adaptive terminal serves the voice traffic throughoahd inefficient resource management since these protocols

excessive memory requirements, independent access piotoc
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Fig. 8. Throughput of (a) voice, (b) CBR, (c) VBR, and (d) ABRffic in dynamic topology.

are not developed to coexist in the same device. Howevef,the MT.
it is also clear that limited access functionalities such as We introduced a novel virtual cube model as a unit structure
synchronization procedures, packet structures, are nejtor to compare different access schemes. According to theaVirtu
access to each network scheme. As a result, A-MAC aVF"Q&be model, access networks are modeled into three dimen-
whole prc_)tocol st_acks to b(_a |mplement_ed to thg NG_ WIr'Sional resource bins by the ANIs. Using these resource bins,
less terminals by implementing the required functionesiin o nagter sub-layer performs QoS-based decision in order
the ANIs and performs adaptive access decision by SIMple .hqose the best access network for a specific traffic type.
deC|§|on and scheduling algorithms which provide seamlegfe sehedulers associated with each ANI are invoked in case
medium access to the upper network layers. of multiple traffic flows assigned to a single interface. The
scheduler performs QoS-based scheduling achieving &srne
and delay guarantees on traffic flows according to their pri-
In this paper, we proposed an adaptive medium accé?s@ies' Thg simulation r(_asults confirm that A-MAC proyides
control (A-MAC) for NG wireless terminals. To the best of ouQ0S requirements of different traffic types by adapting to
c;he heterogeneity in the network structure and the availabl

knowledge, this is the first effort on designing a MAC protioc : e
resources in each networks in its reach.

that achieves adaptation to multiple network structureth wi
QoS aware procedures without requiring any modificationsNote that in our framework, we do not consider the cost of

to the existing network structures. A-MAC provides seamleswitching between network technologies. However, thig fac
access to multiple networks using a two-layered architectucan easily be incorporated into our decision framework. é/or
to achieve adaptation to heterogeneous access networks gpetifically, if the cost of switching from a specific netwdask
QoS requirements from traffic types. The access sub-layegh, the decision interval can be increased such that éeiqu
consists of ANIs, which are specialized for network accesmndovers between networks is prevented. Another approach
structures for accessing and communication. The master sabuld be to incorporate a cost function into the network mod-
layer coordinates incoming traffic packets and provides Q&8ng framework provided in Section VI-B. More specifically
based service using the available access networks in tibh rea cost function can be incorporated into the network mogdelin

VII. CONCLUSION
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framework as a fourth dimension in the virtual cube concepB] A. J. Viterbi, “Cdma: Principles of Spread Spectrum Gounication,”

such that decision is performed accordingly. These passi
solutions definitely introduce tradeoff between perforoean

bl

[24]

and cost and this tradeoff is a further research topic in our
approach.
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