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Abstract

This article introduces a certain class of stochastic processes, which we suggest to call mild Itô processes,
and a new - somehow mild - Itô type formula for such processes. Examples of mild Itô processes are mild
solutions of stochastic partial differential equations (SPDEs) and their numerical approximation processes.
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1 Introduction

The following setting is considered in this introductory section. Let (H, ‖·‖H , 〈·, ·〉H), (U, ‖·‖U , 〈·, ·〉U ) and
(V, ‖·‖V , 〈·, ·〉V ) be separable real Hilbert spaces, let (Ω,F ,P) be a probability space with a normal filtration
(Ft)t∈[0,∞), let (Wt)t∈[0,∞) be a cylindrical standard (Ft)t∈[0,∞)-Wiener process on U , let A : D(A) ⊂ H → H

be a generator of an analytic semigroup and let α ∈ (−1, 0], β ∈ (− 1
2 , 0], η ∈ [0,∞) be real numbers such

that η − A is bijective and positive. Moreover, to simplify the notation define ‖v‖Hr
:= ‖(η − A)rv‖H for all

v ∈ Hr := D((η − A)r) and all r ∈ R and let F : H → Hα and B : H → HS(U,Hβ) be globally Lipschitz
continuous functions and let X : [0,∞) × Ω → H be an adapted stochastic process with continuous sample
paths satisfying sups∈[0,t] E[‖Xs‖pH ] <∞ and

Xt = eAtX0 +

∫ t

0

eA(t−s)F (Xs) ds+

∫ t

0

eA(t−s)B(Xs) dWs (1)
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P-a.s. for all t, p ∈ [0,∞). The stochastic process X : [0,∞) × Ω → H is thus a mild solution of the stochastic
partial differential equation (SPDE) (1) (SPDEs have been extremely intensively studied in the last decades;
see, e.g., the books [95, 21, 35, 22, 12, 19, 96, 14, 89, 61, 47] and lecture notes [105, 57, 67, 90, 1, 24, 40] and
the references therein). A simple example of this framework is the following setting: If H = U = L2((0, 1),R)
is the Hilbert space of equivalence classes of Lebesgue square integrable functions, if A : D(A) ⊂ H → H is
the Laplacian with Dirichlet boundary conditions on (0, 1) and if

(
F (v)

)
(x) = f(x, v(x)) and

(
B(v)u

)
(x) =

f(x, v(x)) · u(x) for all x ∈ (0, 1), u, v ∈ H where f, b : (0, 1)× R → R are continuously differentiable functions
with globally bounded derivatives, then the above framework is fulfilled with α = η = 0 and β ∈ (− 1

2 ,− 1
4 ) and

(1) reduces to the SPDE

dXt(x) =
[

∂2

∂x2Xt(x) + f(x,Xt(x))
]

dt+ b(x,Xt(x)) dWt(x) (2)

with Xt(0) = Xt(1) = 0 for x ∈ (0, 1) and t ∈ [0,∞). Further examples of the above described framework and
existence and uniqueness results for (1) can, e.g., be found in Da Prato & Zabczyk [21, 22], Brzeźniak [8] (see
Theorem 4.3 in [8]), Van Neerven, Veraar & Weis [103] (see Theorem 6.2 and Section 10 in [103]) and in the
references therein.

Our aim is to derive an Itô type formula for the solution process X of the SPDE (1). Let us briefly review
some related Itô type formula results from the literature. First, note that if α = β = 0 and if the mild solution
process X of the SPDE (1) is also a D(A)-valued strong solution of the SPDE (1), then the standard Itô formula
(see Itô [48]) in infinite dimensions can be applied to X. More precisely, in that case, Theorem 2.4 in Brzeźniak,
Van Neerven, Veraar & Weis [9] implies

ϕ(Xt) = ϕ(Xt0) +

∫ t

t0

ϕ′(Xs) [AXs + F (Xs)] ds+

∫ t

t0

ϕ′(Xs)B(Xs) dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(Xs)
(
B(Xs)gj , B(Xs)gj

)
ds

(3)

P-a.s. for all t0, t ∈ [0,∞) with t0 ≤ t and all twice continuously Fréchet differentiable functions ϕ ∈ C2(H,V )
where J is a set and (gj)j∈J ⊂ U is an arbitrary orthonormal basis of U . The case where X is not D(A)-valued
and thus not a strong solution of (1) is more subtle. There are a few results in the literature in this direction.
First, in the case α ≥ − 1

2 and β = 0 (i.e., B maps from H to HS(U,H)), in the case where A : D(A) ⊂ H → H
is self-adjoined and in the case of the special test function ϕ(v) = ‖v‖2H for all v ∈ H, (3) can be generalized
and then reads as

‖Xt‖2H = ‖Xt0‖2H + 2

∫ t

t0

〈Xs, AXs〉H ds+ 2

∫ t

t0

〈Xs, F (Xs)〉H ds+ 2

∫ t

t0

〈Xs, B(Xs) dWs〉H

+

∫ t

t0

‖B(Xs)‖2HS(U,H) ds

(4)

P-a.s. for all t0, t ∈ [0,∞) with t0 ≤ t; see Pardoux’s pioneering work [85, 86, 87] and see, e.g., also [68, 38, 39, 88,
83, 91, 90] for generalizations and reviews of this Itô formula for the squared norm (the above mentioned results
from the literature consider slightly different frameworks and, in particular, often allow A to be nonlinear too).
Note that in that case X enjoys values in H1/2 = D

(
(η − A)1/2

)
(see Theorem 4.2 in Kruse & Larsson [66])

and therefore, the integral
∫ t

0
〈Xs, AXs〉H ds := η

∫ t

0
‖Xs‖2H ds −

∫ t

0
‖(η − A)

1
2Xs‖2H ds in (4) is well defined.

Formula (4) is a crucial ingredient in the variational approach for SPDEs (see the monographs [87, 68, 95, 90]).
Formula (4) is an Itô formula for possibly non-strong solutions of SPDEs in the case of the special test function

‖·‖2H . There are also a few results in the literature which establish Itô type formulas for possible non-strong

solutions of SPDEs for more general test functions than the squared norm ‖·‖2H ; see [88, 110, 33, 69, 72, 70]. In
Theorem 5.1 in Pardoux [88], formula (4) is generalized to a special class of test functions which have similar

topological properties as the function ‖·‖2H . In Zambotti [110], the standard Itô formula is applied to regularized
versions of the solution process of the stochastic heat equation with additive noise and then the limit of these
regularized Itô formulas is made sense through a suitable renormalization term that appears in the resulting
formula. In Gradinaru, Nourdin & Tindel [33], Malliavin calculus and a Skorokhod integral is used to prove an
Itô type formula for the solution of the stochastic heat equation with additive noise (see also Leon & Tindel [72]
for a related Itô formula result for the stochastic heat equation with additive fractional noise). In Lanconelli [69],
a Wick product is used to formulate an Itô type formula for the solution process of the stochastic heat equation
with additive noise and the relation between the formulas in [110, 33] is analyzed (see Section 3 in [69] and
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see also Lanconelli [70] for some consequences of this Wick produckt Itô type formula for the stochastic heat
equation with additive noise).

In general it is not clear how and whether (3) can be generalized to the case where X : [0,∞) × Ω → H is
not a D(A)-valued strong solution of (1). This article suggests a different approach for deriving an Itô formula
for solutions of (1). We do not aim for a suitable generalization of (3) to the case of non-strong solutions but
instead we suggest a somehow different Itô type formula for (1) which naturally holds for (1) in its full generality
for all smooth test functions. More precisely, we establish in Corollary 2 in Subsection 3.2 below the identity

ϕ(Xt) = ϕ(eA(t−t0)Xt0) +

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)F (Xs) ds+

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)B(Xs) dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(eA(t−s)Xs)
(

eA(t−s)B(Xs)gj , e
A(t−s)B(Xs)gj

)

ds

(5)

P-a.s. for all t0, t ∈ [0,∞) with t0 ≤ t and all ϕ ∈ ∪r<min(α+1,β+1/2)C
2(Hr, V ) ⊃ C2(H,V ). Corollary 2 also

ensures that all terms in (5) are well defined (see (50)–(52) in Subsection 3.2). In the case of (2), natural
examples for the test functions ϕ ∈ ∪r<min(α+1,β+1/2)C

2(Hr, V ) in (5) are Nemytskii operators and nonlinear

integral operators such as Hr ∋ v 7→
∫ 1

0
ψ(x, v(x)) dx ∈ R for any 0 < r < min(α + 1, β + 1/2) and any

sufficiently regular function ψ : (0, 1)×R → R. In the special case ϕ = idH : H ∋ v 7→ v ∈ H = V , equation (5)
reduces to the variant of constants formula (1) and in that sense, (5) is somehow a mild Itô formula. In the
deterministic case B ≡ 0, equation (5) is somehow a mild chain rule; see Example 2 in Section 2.2 below for
more details. The identity (5) can be generalized to a much larger class of stochastic processes than solution
processes of the SPDE (1). To be more precise, in Definition 1 in Subsection 2.1 a class of stochastic processes
which exhibit a similar algebraic structure as (1) is introduced and referred as mild Itô processes. Examples of
mild Itô processes are solution processes of SPDEs such as (1) (see Subsection 3.2) as well as their numerical
approximation processes (see Subsection 3.3). The identity (5) is then a special case of equation (22) in
Theorem 1 below in which a mild Itô formula for mild Itô processes is established.

Let us outline how (5) and Theorem 1 respectively are established. A central idea in the proof of (5)
is to consider a suitable transformation of the solution process X : [0,∞) × Ω → H of the SPDE (1). The
transformed stochastic process is then a standard Itô process to which the standard Itô formula (see (3)) can be
applied. Relating then the transformed stochastic process in an appropriate way to the original solution process
X : [0,∞)×Ω → H of the SPDE (1) finally results in the mild Itô formula (5). Two types of transformations are
well suited for this job. One possibility is, roughly speaking, to multiply the solution process X of the SPDE (1)
by e−At, t ∈ [0,∞), where e−At, t ∈ [0,∞), has to be understood in an appropriate large Hilbert space (see
Subsection 2.2 below for details). In that sense the transformed stochastic process becomes rougher than the
solution process X of the SPDE (1). This transformation has been suggested in Teichmann [101] and Filipović,
Tappe & Teichmann [31] (see also Hausenblas & Seidler [45, 46]). The other possible transformation goes into
the other direction and, roughly speaking, consists of multiplying the solution process X of the SPDE (1) by
eA(T−t), t ∈ [0, T ], for some large value T ∈ (0,∞). This transformation is based on an idea in Conus &
Dalang [16] and Conus [15] (see also Debussche & Printems [27], Lindner & Schilling [73] and Kovács, Larsson
& Lindgren [62]). The second transformation, which makes the transformed process smoother than the solution
process X of the SPDE (1), turns out to be more flexible and allows us to prove Theorem 1 in its full generality.
For more details on the proofs of (5) and Theorem 1 respectively, the reader is referred to Subsection 2.2 below.

In the remainder of this introductory section, a few consequences of the mild Ito formula (5) and its gen-
eralization in Theorem 1 are illustrated. For this let Xx : [0,∞) × Ω → H, x ∈ H, be a family of adapted

stochastic processes with continuous sample paths satisfying Xt = eAtx+
∫ t

0
eA(t−s)F (Xx

s ) ds+
∫ t

0
B(Xx

s ) dWs

P-a.s. for all t ∈ [0,∞) and all x ∈ H (see, e.g., Theorem 4.3 in Brzeźniak [8] or Theorem 6.2 in Van Neerven,
Veraar & Weis [103] for the up to indistinguishability unqiue existence of such processes). Then for every
r ∈

(
− ∞,min(α + 1, β + 1/2)

)
and every at most polynomially growing continuous function ϕ ∈ C(Hr, V )

define the continuous function uϕ : [0,∞)×Hr → V through uϕ(t, x) := E
[
ϕ(Xx

t )
]
for all (t, x) ∈ [0,∞)×Hr.

Under the assumption that α = β = 0 and that F and B are three times continuously Fréchet differentiable
with globally bounded derivatives, the functions uϕ : [0,∞) × H → V , ϕ : H → V twice continuous Fréchet
differentiable with globally bounded derivatives, are strict solutions of the infinite dimensional Kolmogorov
partial differential equation (PDE) ∂

∂tuϕ(t, x) = (Luϕ)(t, x) with uϕ(0, x) = ϕ(x) for (t, x) ∈ (0,∞)×H1 where
L : C2(H,V ) → C(H1, V ) is defined through

(Lϕ)(x) :=
1

2
Tr
((
B(x)

)∗
ϕ′′(x)B(x)

)

+ ϕ′(x)
[
Ax+ F (x)

]
(6)

for all x ∈ H1 = D(A) and all ϕ ∈ C2(H,V ) (see Theorem 7.5.1 in Da Prato & Zabczyk [30]). Infinite

3



dimensional Kolmogorov equation have been intensively investigated in the last two decades (see, e.g., the
monographs [78, 13, 23, 19] and articles [109, 93, 94, 20] and the references mentioned therein). We prove here
that the functions uϕ : [0,∞)×H → V , ϕ sufficiently smooth, also solve another kind of Kolmogorov equation.
More precisely, from (5) we derive in Subsection 3.2.2 below (see (70)) the identity

uϕ(t, x) = ϕ(eAtx) +

∫ t

0

uLt−s(ϕ)(s, x) ds (7)

for all (t, x) ∈ (0,∞)×H and all ϕ ∈ ∪r<min(α+1,β+1/2)C
2(Hr, V ) with at most polynomially growing derivatives

where Lt : ∪r<min(α+1,β+1/2) C
2(Hr, V ) → C(H,V ), t ∈ (0,∞), is a family of bounded linear operators defined

through

(
Ltϕ

)
(x) :=

1

2
Tr
((
eAtB(x)

)∗
ϕ′′(eAtx) eAtB(x)

)

+ ϕ′(eAtx) eAtF (x) (8)

for all x ∈ H, ϕ ∈ ∪r<min(α+1,β+1/2)C
2(Hr, V ), t ∈ (0,∞). Equation (7) is somehow a mild Kolmogorov

backward equation. From (7) we derive new regularity properties of solutions of second-order PDEs in Hilbert
spaces. More precisely, using (7) we establish in Theorem 2 below the existence of real numbers cδ,ρ,q,T ∈ [0,∞),
δ, ρ, q, T ∈ [0,∞), such that the regularity estimate

sup
x∈Hδ

(

‖uϕ(t, x)‖V
(1 + ‖x‖Hδ

)
(q+2)

)

≤ cδ,ρ,q,T · ‖ϕ‖δ,ρt,q (9)

holds for all t ∈ (0, T ], ϕ ∈ C2(Hρ, V ) with supx∈Hρ

‖ϕ′′(x)‖
L(2)(Hρ,V )

(1+‖x‖Hρ )
q < ∞, q, δ, T ∈ [0,∞), ρ ∈ [0,min(α +

1, β + 1
2 )) where

‖ϕ‖δ,ρt,q :=

sup
x∈Hδ

[ ∥
∥ϕ(eAtx)

∥
∥
V

(1 + ‖x‖Hδ
)
(q+2)

]

+

∫ t

0

(t− s)
min(δ−ρ,0)

sup
x∈Hρ

[

‖(Ktϕ)
′(x)‖L(Hα,V )

(
1 + ‖x‖Hρ

)(q+1)
+

‖(Ktϕ)
′′(x)‖L(2)(Hβ ,V )

(
1 + ‖x‖Hρ

)q

]

ds
(10)

for all ϕ ∈ C2(Hρ, V ) with supx∈Hρ

‖ϕ′′(x)‖
L(2)(Hρ,V )

(1+‖x‖Hρ )
q < ∞, t, q, δ ∈ [0,∞), ρ ∈ [0,min(α+ 1, β + 1

2 )) and where

Kt : C(H1, V ) → C(H,V ), t ∈ (0,∞), is defined through (Ktϕ)(x) = ϕ(eAtx) for all x ∈ H, t ∈ (0,∞). The
constants cδ,ρ,q,T , δ, ρ, q, T ∈ [0,∞), appearing in (9) are described explicitly in Theorem 2 below. Next a
direct consequence of the regularity estimate (9) is presented. For this let (C2

Lip(H,R), ‖·‖C2
Lip(H,R)) be the

real Banach space of all twice continuously differentiable globally Lipschitz continuous real valued functions on
H with globally Lipschitz continuous derivatives (see (42) in Subsection 3.1 for details). Moreover, for every

t ∈ (0,∞) let (Gt(H,R), ‖·‖Gt(H,R)) be the completion of the normed real vector space (C2
Lip(H,R), ‖·‖

0,0
t,0 ).

Then consider the mapping I : {µ : B(H) → [0, 1] probability measure :
∫
‖x‖H µ(dx) < ∞} → (C2

Lip(H,R))
′

given by
(
I(µ)

)
(ϕ) =

∫
ϕ(x)µ(dx) for all ϕ ∈ C2

Lip(H,R) and all probability measures µ : B(H) → [0, 1] with
∫
‖x‖H µ(dx) <∞. Lemma 6 below proves that I is injective, that is, I embeds the probability measures with

finite first absolute moments into linear forms on C2
Lip(H,R). Next note that I(PXt

) ∈ (C2
Lip(H,R))

′ for all

t ∈ [0,∞) where PXt [A] = P
[
Xt ∈ A

]
for all A ∈ B(H), t ∈ [0,∞) are the probability measures of the solution

process Xt, t ∈ [0,∞), of the SPDE (1). From (9) we then infer for every t ∈ (0,∞) that I(PXt) ∈ (C2
Lip(H,R))

′

is not only in (C2
Lip(H,R))

′ but in the smaller space (Gt(H,R))
′ too (the embedding (Gt(H,R))

′ ⊂ (C2
Lip(H,R))

′

continuously is proved in Lemma 5 below). We thus have established more regularity of the probability measures
PXt

, t ∈ (0,∞), of the solution process of the SPDE (1).
Another application of the regularity estimate (9) and the mild Kolmogorov backward equation (7) is the

analysis of continuity properties of solutions of second-order PDEs in Hilbert spaces (see, e.g., the books
[78, 13, 23, 19]). More precisely, Corollary 7 in Section 3.2.3 below proves that there exist real number cr,δ,ρ,T ∈
[0,∞), r, δ, ρ, T ∈ [0,∞), such that

‖uϕ(t1, x1)− uϕ(t2, x2)‖V ≤
[
cr,δ,ρ,T (1+‖x1‖

3
Hδ

+‖x2‖
3
Hδ

) ‖ϕ‖
C2
Lip

(Hρ,V )

|min(t1,t2)|
max(r+ρ−δ,0)

] [

|t1 − t2|r + ‖x1 − x2‖Hδ

]

(11)

for all t1, t2 ∈ (0, T ], x1, x2 ∈ D((−A)δ), ϕ ∈ C2
Lip(Hρ, V ), r ∈ [0, 1 + α − ρ) ∩ [0, 1 + 2β − 2ρ), δ, T ∈ [0,∞),

ρ ∈ [0,min(α+ 1, β + 1
2 )). Inequality (11) thus proves Hölder continuity of the solutions uϕ : [0,∞)×H → V ,
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ϕ ∈ C2
Lip(H,V ), of second-order Kolmogorov PDEs in infinite dimensions. In particular, in the case of the

example SPDE (2), inequality (11) ensures that

sup
t1,t2∈[0,T ]

t1<t2

(

|t1|r
∥
∥E
[
ϕ(Xt1)

]
− E

[
ϕ(Xt2)

]∥
∥
V

|t1 − t2|r

)

<∞ (12)

for all ϕ ∈ C2
Lip(H,V ), T ∈ (0,∞) and all r ∈ [0, 12 ). Results in the literature imply that (12) holds for all

r ∈ [0, 14 ]. More formally, in the case of the SPDE (2), we get from the global Lipschitz continuity of ϕ that

sup
t1,t2∈[0,T ]

t1<t2

|t1|r
∥
∥E
[
ϕ(Xt1)

]
− E

[
ϕ(Xt2)

]∥
∥
V

|t1 − t2|r
≤




 sup
x,y∈H
x 6=y

‖ϕ(x)−ϕ(y)‖V

‖x−y‖H









 sup
t1,t2∈[0,T ]

t1<t2

|t1|r E
[
‖Xt1 −Xt2‖H

]

|t1 − t2|r




 <∞

(13)

for all ϕ ∈ C2
Lip(H,V ), T ∈ (0,∞) and all r ∈ [0, 14 ] where the second factor on the right hand side of (13) is finite

due to Theorem 6.3 in Van Neerven, Veraar & Weiss [103] for the case r ∈ [0, 14 ) and due to Corollaries A.16 and
A.35 in [51] for the case r = 1

4 (see also Brzeźniak [8], Kruse & Larsson [66], Van Neerven, Veraar & Weiss [104]
for related results). This shows that regularity results in the literature ensure that (12) holds for all r ∈ [0, 14 ].
Up to our best knowledge, this is the first result in the literature which establishes that (12) also holds in the
regime r ∈ ( 14 ,

1
2 ).

A further application of the regularity estimate (9) and the mild Kolmogorov backward equation (7) is the
weak approximation of SPDEs. Let us illstrate this in the case of spectral Galerkin projections for the example
SPDE (2). More precisely, in the case of the SPDE (2), Corollary 8 in Section 3.2.3 implies that there exist real
numbers Cr,T ∈ [0,∞), r, T ∈ [0,∞), such that

∥
∥E
[
ϕ
(
XT

)]
− E

[
ϕ
(
PN (XT )

)]∥
∥
V
≤
Cr,T ‖ϕ‖C2

Lip(H,V )

Nr
(14)

for all N ∈ N, T ∈ (0,∞), ϕ ∈ C2
Lip(H,V ) and all r ∈ [0, 1) where PN ∈ L(H), N ∈ N, are spectral Galerkin

projections defined by (PNv)(x) :=
∑N

n=1 2 sin(nπx)
∫ 1

0
v(y) sin(nπy) dy for all x ∈ (0, 1), v ∈ H = L2((0, 1),R)

and all N ∈ N. Inequality (14) and Corollary 8 respectively are a straightforward consequence of the regularity
estimate (9) (see Section 3.2.3 for details). In the case of the stochastic heat equation with additive noise
f(x, y) = 0 and b(x, y) = 1 for all x ∈ (0, 1), y ∈ R in (1), inequality (14) follows for all r ∈ [0, 1) from the
results in [27, 73, 62, 63] (see also [43, 25, 32, 44, 26, 7, 65] for further numerical weak approximation results
for SPDEs). In addition, in the general setting of the SPDE (1), it is well know that inequality (14) holds for
all r ∈ [0, 12 ]. Indeed, in that case, we get from the global Lipschitz continuity of ϕ that

∥
∥E
[
ϕ
(
XT

)]
− E

[
ϕ
(
PN (XT )

)]∥
∥
V
≤ ‖ϕ‖C2

Lip(H,V ) E
[
‖(I − PN )XT ‖H

]

≤ ‖ϕ‖C2
Lip(H,V ) E

[
‖XT ‖H1/4

]
‖(I − PN )(η −A)−1/4‖L(H) ≤

‖ϕ‖C2
Lip(H,V ) E

[
‖XT ‖H1/4

]

√
Nπ

<∞
(15)

for all N ∈ N, T ∈ (0,∞) and all ϕ ∈ C2
Lip(H,V ) where finiteness of E

[
‖XT ‖H1/4

]
for all T ∈ (0,∞) follows,

e.g., from Lemma A.23 and Corollary A.37 in [51] (see also Kruse & Larsson [66] and Van Neerven, Veraar &
Weiss [104] and the references therein for similar results). This shows that regularity results from the literature
ensure that (14) holds for all r ∈ [0, 12 ]. The present article proves that (14) also holds for all r ∈ [0, 1). Observe
that (14) estimates the weak approximation error of spatial spectral Galerkin projections only instead of more
complicated spatial approximations (see also Corollary 8 in Section 3.2.3 below for a generalization of (14)) and
also the time interval and the noise are not discretized in (14). We believe that the mild Kolmogorov backward
equation (7) can also be used to solve these more complicated weak numerical approximation problems for
SPDEs and plan to develop these results in a future publication.

Another application of the mild Itô formula (5) and the mild Kolmogorov backward equation (7) respectively
are the derivation of strong and weak stochastic Taylor expansions of solutions of SPDEs. Details can be found
in Subsection 3.2.4 below. These Taylor expansions can then be used to derive higher order numerical schemes
for SPDEs. In Subsection 3.3.2 below this is illustrated in the case of Milstein scheme for SPDEs.
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2 Mild stochastic calculus

Throughout this section assume that the following setting is fulfilled. Let I ⊂ [0,∞) be a closed and convex
subset of [0,∞) with nonempty interior, let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈I
and let

(
Ȟ, 〈·, ·〉Ȟ , ‖·‖Ȟ

)
,
(
H̃, 〈·, ·〉H̃ , ‖·‖H̃

)
,
(
Ĥ, 〈·, ·〉Ĥ , ‖·‖Ĥ

)
and (U, 〈·, ·〉U , ‖·‖U ) be separable R-Hilbert

spaces with Ȟ ⊂ H̃ ⊂ Ĥ continuously and densely. In addition, let Q : U → U be a bounded nonnegative
symmetric linear operator and let (Wt)t∈I be a cylindrical Q-Wiener process with respect to (Ft)t∈I. Moreover,

by
(
U0, 〈·, ·〉U0

, ‖·‖U0

)
the R-Hilbert space with U0 = Q1/2(U) and ‖u‖U0

= ‖Q−1/2(u)‖U for all u ∈ U0 is

denoted (see, for example, Proposition 2.5.2 in Prévôt & Röckner [90]). Here and below S−1 : im(S) ⊂ U → U
denotes the pseudo inverse of a bounded linear operator S : U → U ∈ L(U) (see, e.g., Appendix C in [90]).
In addition, let iv : L(Ĥ, Ȟ) → Ȟ ∈ L

(
L(Ĥ, Ȟ), Ȟ

)
, v ∈ Ĥ, be a family of bounded linear operators defined

through ivA = Av for all A ∈ L(Ĥ, Ȟ) and all v ∈ Ĥ. Then by S(Ĥ, Ȟ) := σ(∪v∈Ĥ i−1
v (B(Ȟ)) ) = σ({i−1

v (A) ⊂
L(Ĥ, Ȟ) : v ∈ Ĥ,A ∈ B(Ȟ)}) the strong sigma algebra on L(Ĥ, Ȟ) is denoted (see, for instance, Section 1.2
in Da Prato & Zabczyk [21]). Finally, let ∠ ⊂ I

2 be a set defined through ∠ :=
{
(t1, t2) ∈ I

2 : t1 < t2
}
and let

τ ∈ I be defined throught τ := inf(I).

2.1 Mild stochastic processes

Definition 1 (Mild Itô process). Let S : ∠ → L(Ĥ, Ȟ) be a B(∠)/S(Ĥ, Ȟ)-measurable mapping satisfying
St2,t3St1,t2 = St1,t3 for all t1, t2, t3 ∈ I with t1 < t2 < t3. Additionally, let Y : I × Ω → Ĥ and Z : I × Ω →
HS(U0, Ĥ) be two predictable stochastic processes with

∫ t

τ
‖Ss,tYs‖Ȟ ds <∞ P-a.s. and

∫ t

τ
‖Ss,tZs‖2HS(U0,Ȟ) ds <

∞ P-a.s. for all t ∈ I. Then a predictable stochastic process X : I× Ω → H̃ satisfying

Xt = Sτ,tXτ +

∫ t

τ

Ss,t Ys ds+

∫ t

τ

Ss,t Zs dWs (16)

P-a.s. for all t ∈ I ∩ (τ,∞) is called a mild Itô process (with semigroup S, mild drift Y and mild diffusion Z).

Note that if (Ȟ, 〈·, ·〉Ȟ , ‖·‖Ȟ) = (Ĥ, 〈·, ·〉Ĥ , ‖·‖Ĥ) and if the semigroup S : ∠ → L(Ĥ) satisfies St1,t2 = I for
all (t1, t2) ∈ ∠, then the mild Itô process (16) is nothing else but a standard Itô process. (Throughout this
article the terminology “standard Itô process” instead of simply “Itô process” is used in order to distinguish
more clearly from the above notion of a mild Itô process.) Every standard Itô process is thus a mild Itô process
too. However, a mild Itô process is, in general, not a standard Itô process (see Section 3 for some examples).
The concept of a mild Itô process in Definition 1 thus generalizes the concept of a standard Itô process. In
concrete examples of mild Itô processes it will be crucial that the semigroup S : ∠ → L(Ĥ, Ȟ) in Definition 1
depends explicitly on both variables t1 and t2 with (t1, t2) ∈ ∠ instead of on t2 − t1 only (see Subsection 3.3

for details). The assumptions
∫ t

τ
‖Ss,tYs‖Ȟ ds <∞ P-a.s. and

∫ t

τ
‖Ss,tZs‖2HS(U0,Ȟ) ds <∞ P-a.s. for all t ∈ I in

Definition 1 ensure that both the deterministic and the stochastic integral in (16) are well defined. In the next
step an immediate consequence of Definition 1 is presented.

Proposition 1. Let X : I×Ω → H̃ be a mild Itô process with semigroup S : ∠ → L(Ĥ, Ȟ), mild drift Y : I×Ω →
Ĥ and mild diffusion Z : I× Ω → HS(U0, Ĥ). Then

Xt2 = St1,t2 Xt1 +

∫ t2

t1

Ss,t2 Ys ds+

∫ t2

t1

Ss,t2 Zs dWs (17)

P-a.s. for all t1, t2 ∈ I with t1 < t2.
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Proposition 1 follows directly from Theorem 1 below. Obviously, equation (17) in Proposition 1 generalizes
equation (16) in the definition of a mild Itô process. Let us complete this subsection on mild Itô processes with
the notion of a certain subclass of mild Itô processes.

Definition 2 (Mild martingale). A mild Itô process X : I × Ω → H̃ with semigroup S : ∠ → L(Ĥ, Ȟ), mild
drift Y : I×Ω → Ĥ and mild diffusion Z : I×Ω → HS(U0, Ĥ) satisfying E

[
‖Xt‖H̃

]
<∞ for all t ∈ I is called

a mild martingale (with respect to the filtration Ft, t ∈ I, and with respect to the semigroup S) if

E
[
Xt2

∣
∣Ft1

]
= St1,t2 Xt1 (18)

P-a.s. for all t1, t2 ∈ I with t1 < t2.

Proposition 2 (Stochastic convolutions). Let X : I × Ω → H̃ be a mild Itô process with semigroup S : ∠ →
L(Ĥ, Ȟ), mild drift Y : I×Ω → Ĥ and mild diffusion Z : I×Ω → HS(U0, Ĥ) satisfying E

[
‖Xt‖2H̃

]
<∞ for all

t ∈ I. If P
[
Yt = 0

]
= 1 for all t ∈ I, then X is a mild martingale with respect to the filtration Ft, t ∈ I, and

with respect to the semigroup S.

Proof of Propostion 2. Propostion 1 yields

Xt2 = St1,t2 Xt1 +

∫ t2

t1

Ss,t2 Zs dWs (19)

P-a.s. for all t1, t2 ∈ I with t1 < t2. Equation (19) and the assumption E
[
‖Xt‖2H̃

]
< ∞ for all t ∈ I imply

equation (18). The proof of Proposition 2 is thus completed.

2.2 Mild Itô formula

Let J be a set and let gj ∈ U0, j ∈ J , be an arbitrary orthonormal basis of the R-Hilbert space
(
U0, 〈·, ·〉U0

, ‖·‖U0

)
.

For an R-vector space (V, ‖·‖V ) and a function ϕ ∈ C1,2(I × Ȟ, V ) we denote by ∂1ϕ ∈ C(I × Ȟ, V ),
∂2ϕ ∈ C(I × Ȟ, L(Ȟ, V )) and ∂22ϕ ∈ C(I × Ȟ, L(2)(Ȟ, V )) the partial Fréchet derivatives of ϕ given by

(∂1ϕ)(t, x) =
(
∂ϕ
∂t

)
(t, x), (∂2ϕ)(t, x) =

(
∂ϕ
∂x

)
(t, x) and (∂22ϕ)(t, x) =

(
∂2ϕ
∂x2

)
(t, x) for all t ∈ I and all x ∈ Ȟ.

Theorem 1 (Mild Itô formula). Let X : I × Ω → H̃ be a mild Itô process with semigroup S : ∠ → L(Ĥ, Ȟ),
mild drift Y : I × Ω → Ĥ and mild diffusion Z : I × Ω → HS(U0, Ĥ) and let (V, 〈·, ·〉V , ‖·‖V ) be a separable
R-Hilbert space. Then

P

[∫ t

t0

‖(∂2ϕ)(s, Ss,tXs)Ss,tYs‖V + ‖(∂2ϕ)(s, Ss,tXs)Ss,tZs‖2HS(U0,V ) ds <∞
]

= 1, (20)

P

[∫ t

t0

‖(∂1ϕ)(s,Xs)‖V + ‖(∂22ϕ)(s, Ss,tXs)‖L(2)(Ȟ,V ) ‖Ss,tZs‖2HS(U0,Ȟ)
ds <∞

]

= 1 (21)

and

ϕ(t,Xt) = ϕ(t0, St0,tXt0) +

∫ t

t0

(∂1ϕ)(s, Ss,tXs) ds+

∫ t

t0

(∂2ϕ)(s, Ss,tXs)Ss,t Ys ds

+

∫ t

t0

(∂2ϕ)(s, Ss,tXs)Ss,t Zs dWs +
1

2

∑

j∈J

∫ t

t0

(∂22ϕ)(s, Ss,tXs) (Ss,tZsgj , Ss,tZsgj) ds

(22)

P-a.s. for all t0, t ∈ I with t0 < t and all ϕ ∈ C1,2(I× Ȟ, V ).

Note that (20) and (21) ensure that the possibly infinite sum and all integrals in (22) are well defined.
Indeed, equation (21) implies

∑

j∈J

∫ t

t0

∥
∥(∂22ϕ)(s, Ss,tXs)(Ss,tZsgj , Ss,tZsgj)

∥
∥
V
ds

≤
∫ t

t0

∥
∥(∂22ϕ)(s, Ss,tXs)

∥
∥
L(2)(Ȟ,V )

(∑

j∈J
‖Ss,tZsgj‖2Ȟ

)

ds

=

∫ t

t0

∥
∥(∂22ϕ)(s, Ss,tXs)

∥
∥
L(2)(Ȟ,V )

‖Ss,tZs‖2HS(U0,Ȟ) ds <∞

(23)

7



P-a.s. for all t0, t ∈ I with t0 < t and all ϕ ∈ C1,2(I× Ȟ, V ). Moreover, note that the mild Itô formula (22) is
independent of the particular choice of the orthonormal basis gj ∈ U0, j ∈ J , of U0.

In the next step a certain flow property of the mild Itô formula (22) is observed. To be more precise, the
mild Itô formula (22) on the time interval [t̂, t] applied to the test function ϕ(s, v), s ∈ [t̂, t], v ∈ Ȟ, reads as

ϕ(t,Xt) = ϕ(t̂, St̂,tXt̂) +

∫ t

t̂

(∂1ϕ)(s, Ss,tXs) ds+

∫ t

t̂

(∂2ϕ)(s, Ss,tXs)Ss,t Ys ds

+

∫ t

t̂

(∂2ϕ)(s, Ss,tXs)Ss,t Zs dWs +
1

2

∑

j∈J

∫ t

t̂

(∂22ϕ)(s, Ss,tXs) (Ss,tZsgj , Ss,tZsgj) ds
(24)

P-a.s. for all t̂, t ∈ I with t̂ < t and all ϕ ∈ C1,2(I× Ȟ, V ). Moreover, observe that the mild Itô formula (22) on
the time interval [t0, t̂] applied to the test function ϕ(s, St̂,tv), s ∈ [t0, t̂], v ∈ Ȟ, reads as

ϕ(t̂, St̂,tXt̂) = ϕ(t0, St0,tXt0) +

∫ t̂

t0

(∂1ϕ)(s, Ss,tXs) ds+

∫ t̂

t0

(∂2ϕ)(s, Ss,tXs)Ss,t Ys ds

+

∫ t̂

t0

(∂2ϕ)(s, Ss,tXs)Ss,t Zs dWs +
1

2

∑

j∈J

∫ t̂

t0

(∂22ϕ)(s, Ss,tXs) (Ss,tZsgj , Ss,tZsgj) ds

(25)

P-a.s. for all t0, t̂, t ∈ I with t0 < t̂ < t and all ϕ ∈ C1,2(I × Ȟ, V ). Putting (25) into (24) then results in the
mild Itô formula (22) on the time interval [t0, t] for t0, t ∈ I with t0 < t. If the test function (ϕ(t, x))t∈I,x∈Ȟ ∈
C1,2(I× Ȟ, V ) in the mild Itô formula (22) does not depend on t ∈ I, then the mild Itô formula in Theorem 1
reads as follows.

Corollary 1. Let X : I×Ω → H̃ be a mild Itô process with semigroup S : ∠ → L(Ĥ, Ȟ), mild drift Y : I×Ω → Ĥ
and mild diffusion Z : I× Ω → HS(U0, Ĥ) and let (V, 〈·, ·〉V , ‖·‖V ) be a separable R-Hilbert space. Then

P

[∫ t

t0

‖ϕ′(Ss,tXs)Ss,tYs‖V + ‖ϕ′(Ss,tXs)Ss,tZs‖2HS(U0,V ) ds <∞
]

= 1, (26)

P

[∫ t

t0

‖ϕ′′(Ss,tXs)‖L(2)(Ȟ,V ) ‖Ss,tZs‖2HS(U0,Ȟ)
ds <∞

]

= 1 (27)

and

ϕ(Xt) = ϕ(St0,tXt0) +

∫ t

t0

ϕ′(Ss,tXs)Ss,t Ys ds+

∫ t

t0

ϕ′(Ss,tXs)Ss,t Zs dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(Ss,tXs) (Ss,tZsgj , Ss,tZsgj) ds (28)

P-a.s. for all t0, t ∈ I with t0 < t and all ϕ ∈ C2(Ȟ, V ).

Let us illustrate Theorem 1 and Corollary 1 by two simple examples. The first one is a mild version of the
stochastic integration by parts formula (see, e.g., Corollary 2.6 in [9]).

Example 1 (Mild stochastic integration by parts). Let (Ȟ, 〈·, ·〉Ȟ , ‖·‖Ȟ), (H̃, 〈·, ·〉H̃ , ‖·‖H̃), (Ĥ, 〈·, ·〉Ĥ , ‖·‖Ĥ),

(U , 〈·, ·〉U , ‖·‖U ) and (V, 〈·, ·〉V , ‖·‖V ) be separable R-Hilbert spaces with Ȟ ⊂ H̃ ⊂ Ĥ continuously and densely,

let X : I × Ω → H̃ be a mild Itô process with semigroup S : ∠ → L(Ĥ, Ȟ), mild drift Y : I × Ω → Ĥ and mild
diffusion Z : I×Ω → HS(U0, Ĥ) and let X : I×Ω → H̃ be a mild Itô process with semigroup S : ∠ → L(Ĥ, Ȟ),
mild drift Y : I× Ω → Ĥ and mild diffusion Z : I× Ω → HS(U0, Ĥ). Corollary 1 then shows

ϕ
(
Xt,Xt

)
= ϕ

(
St0,tXt,St0,tXt

)
+

∫ t

t0

ϕ
(
Ss,tYs,Ss,tXs

)
ds+

∫ t

t0

ϕ
(
Ss,tXs,Ss,tYs

)
ds (29)

+

∫ t

t0

ϕ
(
Ss,tZs(·),Ss,tXs

)
dWs +

∫ t

t0

ϕ
(
Ss,tXs,Ss,tZs(·)

)
dWs +

∑

j∈J

∫ t

t0

ϕ
(
Ss,tZsgj ,Ss,tZsgj

)
ds

P-a.s. for all t0, t ∈ I with t0 < t and all bounded bilinear mappings ϕ : Ȟ × Ȟ → V .
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Example 2 (Mild chain rule). Let S : ∠ → L(Ĥ, Ȟ) be an B(∠)/S(Ĥ, Ȟ)-measurable mapping satisfying
St2,t3St1,t2 = St1,t3 for all t1, t2, t3 ∈ I with t1 < t2 < t3 and let x : I → H̃ and y : I → Ĥ be two Borel

measurable functions with
∫ t

τ
‖Ss,tys‖H̃ ds < ∞ and xt = Sτ,t xτ +

∫ t

τ
Ss,t ys ds for all t ∈ I. Corollary 1 then

shows

ϕ(xt) = ϕ(St0,txt0) +

∫ t

t0

ϕ′(Ss,txs)Ss,t ys ds (30)

for all t0, t ∈ I with t0 < t and all ϕ ∈ C2(Ȟ, V ). Equation (30) is somehow a mild chain rule for the mild
process x : I → H̃.

Let us now concentrate on proofs of the mild Itô formula (22). A central difficulty in order to establish
an Itô formula for the stochastic process X : I × Ω → H̃ is that this stochastic process is, in general, not a
standard Itô process to which the standard Itô formula (see, e.g., Theorem 4.17 in Section 4.5 in Da Prato &
Zabczyk [21]) could be applied. (Here and below the terminology “standard Itô formula” instead of simply “Itô
formula” is used in order to distinguish more clearly from the above mild Itô formula.) The stochastic process
X : I × Ω → H̃ is, in general, not a standard Itô process since it satisfies the Itô-Volterra type equation (16)
in which the integrand processes Ss,t Ys, s ∈ [τ, t], and Ss,t Zs, s ∈ [τ, t], depend explicitly on t ∈ I too (this
was the reason for introducing the notion of a mild Itô process; see Definition 1). Below we present two proofs
which overcome this difficulty and which establish the mild Itô formula (22). Both proofs consider appropriate
transformations of the mild Itô process X : I×Ω → H̃. The transformed stochastic processes are then standard
Itô processes to which the standard Itô formula can be applied. Relating then the transformed stochastic
processes in a suitable way to the original mild Itô process X : I × Ω → H̃ finally results in the mild Itô
formula (22). The main difference of the two proofs is the type of transformation applied to the mild Itô process
X : I× Ω → H̃.

The first proof makes use of a transformation in Teichmann [101] and Filipović, Tappe & Teichmann [31]
(see equations (1.3) and (1.4) in Teichmann [101] and Section 8 in Filipović, Tappe & Teichmann [31] and see
also Hausenblas & Seidler [45, 46]). The first proof does not show Theorem 1 in the general case but in the case
in which the semigroup of the mild Itô process is pseudo-contractive (see below for the precise description of the
used assumptions). Under this additional assumption, the semigroup (St1,t2)(t1,t2)∈∠ on the Hilbert space Ĥ
can be dilated to a group (Ut)t∈R on a larger Hilbert space (see, e.g., Szökefalvi-Nagy [98, 99] and Theorem I.81
in Szökefalvi-Nagy & Foia

’
s [100] for the so-called dilations of the unitary theorem). On this larger Hilbert space,

the mild Itô process (16) can be transformed into a standard Itô process by – roughly speaking – multiplying
with U−t for t ∈ I. Next the standard Itô formula can be applied to the transformed standard Itô process.
Relating this transformed standard Itô process then in a suitable way to the original mild Itô process finally
results in the mild Itô formula (22).

The second proof establishes Theorem 1 in the general case. It makes use of an idea in Conus & Dalang [16]
and Conus [15] (see Section 6 in Conus & Dalang [16] and equations (1.7) and (7.6) in Conus [15] and see also
Section 3 in Debussche & Printems [27], Theorem 4 in Lindner & Schilling [73] and Theorem 3.1 in Kovács,
Larsson & Lindgren [62]) and exploits a more elementary transformation. Roughly speaking, the mild Itô
process X : I × Ω → H̃ is transformed in the second proof by multiplying with St,T for t ∈ [τ, T ) with a fixed
T ∈ I (compare that the transformation in first proof is based on multiplying with the group at the negative
time value −t). Since T − t > 0, the transformed process of the H̃-valued process X : I×Ω → H̃ enjoys values
in H̃ too (this is in contrast to the first proof where the transformed process of X : I×Ω → H̃ takes values in a
larger Hilbert space in which H̃ is continuously embedded). Nonetheless, as in the first proof, the transformed
stochastic process is a standard Itô process to which the standard Itô formula can be applied. Relating the
transformed standard Itô process in a suitable way to the original mild Itô process then again results in the
mild Itô formula (22).

Both proofs thus essentially consist of three steps: a transformation, an application of the standard Itô
formula and the use of a suitable relation of the transformed standard Itô process and the original mild Itô
process. The second proof also uses the following simple result.

Lemma 1. Let Y, Z : I × Ω → [0,∞) be two product measurable stochastic processes with P
[
Yt = Zt

]
= 1 for

all t ∈ I and with P
[ ∫

I
Ys ds <∞

]
= 1. Then P

[ ∫

I
Zs ds <∞

]
= 1.

The proof of Lemma 1 is clear and therefore omitted. Instead the first proof of Theorem 1 in the special
case of a pseudo-contractive semigroup is now presented.

Proof. Proof of Theorem 1 in the case where the partial Fréchet derivatives ∂1ϕ, ∂2ϕ and ∂22ϕ of ϕ are
globally bounded, where Y : I × Ω → Ĥ and Z : I × Ω → HS(U0, Ĥ) have continuous sample paths, where
(Ȟ, 〈·, ·〉Ȟ , ‖·‖Ȟ) = (H̃, 〈·, ·〉H̃ , ‖·‖H̃) = (Ĥ, 〈·, ·〉Ĥ , ‖·‖Ĥ), where Ut ∈ L(H̃), t ∈ [0,∞), is a strongly continuous
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pseudo-contractive semigroup on H̃ and where St1,t2 = U(t2−t1) ∈ L(H̃) for all (t1, t2) ∈ ∠. First, observe that,
under these additional assumptions, (20) and (21) are obviously fulfilled. Moreover, due to Proposition 8.7 in
[31], there exists a separable R-Hilbert space (H, 〈·, ·〉H , ‖·‖H) with H̃ ⊂ H and ‖v‖H̃ = ‖v‖H for all v ∈ H̃ and
a strongly continuous group Ut ∈ L(H), t ∈ R, such that

Ut(v) = P
(
Ut(v)

)
(31)

for all v ∈ H̃ ⊂ H and all t ∈ [0,∞) where P : H → H̃ is the orthogonal projection from H to H̃. In this
first proof the mild Itô process X : I × Ω → H̃ is now transformed into a standard Itô process by - roughly
speaking - multiplying with U−t for t ∈ I. In a more concrete setting this transformation has been proposed in
Teichmann [101] and Filipović, Tappe & Teichmann [31]; see equations (1.3) and (1.4) in Teichmann [101] and
Section 8 in Filipović, Tappe & Teichmann [31] and see also Hausenblas & Seidler [45, 46]. Let us now go into
details. Let X̄ : I×Ω → H be the up to indistinguishability unique adapted stochastic process with continuous
sample paths satisfying

X̄t = Xτ +

∫ t

τ

U−s Ys ds+

∫ t

τ

U−s Zs dWs (32)

P-a.s. for all t ∈ I (Transformation; see also equation (1.4) in [101] and equation (8.6) in [31]). Next observe
that the identity Xt = P

(
Ut(X̄t)

)
P-a.s. (see also Theorem 8.8 in [31]) and the standard Itô formula in infinite

dimensions (see Theorem 2.4 in Brzeźniak, Van Neerven, Veraar & Weis [9]) applied to the test function
ϕ
(
s, P

(
Ut(v)

))
, s ∈ [t0, t], v ∈ H, give

ϕ(t,Xt) = ϕ
(
t, P

(
Ut(X̄t)

))
= ϕ

(
t0, P

(
Ut(X̄t0)

))
+

∫ t

t0

(∂1ϕ)
(
s, P

(
Ut(X̄s)

))
ds

+

∫ t

t0

(∂2ϕ)
(
s, P

(
Ut(X̄s)

))
P U(t−s) Ys ds+

∫ t

t0

(∂2ϕ)
(
s, P

(
Ut(X̄s)

))
P U(t−s) Zs dWs

+
1

2

∑

j∈J

∫ t

t0

(∂22ϕ)
(
s, P

(
Ut(X̄s)

))(
P U(t−s)Zsgj , P U(t−s)Zsgj

)
ds

(33)

P-a.s. for all t0, t ∈ I with t0 ≤ t and all ϕ ∈ C1,2(I × H̃, V ) (Application of the standard Itô formula). Next
note that equation (31) gives

P
(
Ut(X̄s)

)
= P

(
Ut(Xτ )

)
+

∫ s

τ

P U(t−u) Yu du+

∫ s

τ

P U(t−u) Zu dWu

= Sτ,tXτ +

∫ s

τ

Su,t Yu du+

∫ s

τ

Su,t Zu dWu

= Ss,t

(

Sτ,sXτ +

∫ s

τ

Su,s Yu du+

∫ s

τ

Su,s Zu dWu

)

= Ss,tXs

(34)

P-a.s. for all s, t ∈ I with s ≤ t (Relation of the transformed standard Itô process X̄ : I × Ω → H and the
original mild Itô process X : I × Ω → H̃). Using (31) and (34) in (33) finally shows (22). The proof is thus
completed.

In the next step the proof of Theorem 1 in the general case is given. Above an outline of this second proof
is given.

Proof of Theorem 1. In this second proof the time variable t ∈ I within the integrand processes in (16) is fixed
and then, the standard Itô formula is applied to the resulting standard Itô process. In a more concrete setting
this trick has been proposed in Conus & Dalang [16] and Conus [15]; see Section 6 in Conus & Dalang [16] and
equations (1.7) and (7.6) in Conus [15] and see also Section 5 in Lindner & Schilling [73] and Section 3 in Kovacs,
Larsson & Lindgren [62]. Another related result can be found in Section 3 in Debussche & Printemps [27]. Let
us now go into details. Let X̄t : [τ, t]×Ω → Ȟ, t ∈ I ∩ (τ,∞), be a family of adapted stochastic processes with
continuous sample paths given by

X̄t
u = Sτ,tXτ +

∫ u

τ

Ss,t Ys ds+

∫ u

τ

Ss,t Zs dWs (35)

P-a.s. for all u ∈ [τ, t] and all t ∈ I ∩ (τ,∞) (Transformation; see also Section 6 in [16], Section 7 in [15],

Section 5 in [73] and Section 3 in [62]). Note that the assumptions P
[ ∫ t

τ
‖Ss,tYs‖Ȟ ds < ∞

]
= 1 and
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P
[ ∫ t

τ
‖Ss,tZs‖2HS(U0,Ȟ) ds <∞

]
= 1 for all t ∈ I (see Definition 1) ensure that X̄t : [τ, t]×Ω → Ȟ, t ∈ I∩(τ,∞),

in (35) are indeed well defined adapted stochastic processes with continuous sample paths. In the next step the
continuity of the partial derivatives of ϕ : I× Ȟ → V , the continuity of the sample paths of X̄t : [τ, t]×Ω → Ȟ

and again the assumptions P
[ ∫ t

τ
‖Ss,tYs‖Ȟ ds <∞

]
= 1 and P

[ ∫ t

τ
‖Ss,tZs‖2HS(U0,Ȟ) ds <∞

]
= 1 in Definition 1

imply

P

[∫ t

t0

∥
∥(∂2ϕ)(s, X̄

t
s)Ss,tYs

∥
∥
V
+
∥
∥(∂2ϕ)(s, X̄

t
s)Ss,tZs

∥
∥
2

HS(U0,V )
ds <∞

]

= 1 (36)

and

P

[∫ t

t0

∥
∥(∂1ϕ)(s, X̄

t
s)
∥
∥
V
+
∥
∥(∂22ϕ)(s, X̄

t
s)
∥
∥
L(2)(Ȟ,V )

‖Ss,tZs‖2HS(U0,Ȟ) ds <∞
]

= 1 (37)

for all t0 ∈ [τ, t], t ∈ I ∩ (τ,∞) and all ϕ ∈ C1,2(I × Ȟ, V ). Moreover, the identity Xt = X̄t
t P-a.s. and the

standard Itô formula (see Theorem 2.4 in Brzeźniak, Van Neerven, Veraar & Weis [9]) give

ϕ(t,Xt) = ϕ(t, X̄t
t ) = ϕ(t0, X̄

t
t0) +

∫ t

t0

(∂1ϕ)(s, X̄
t
s) ds+

∫ t

t0

(∂2ϕ)(s, X̄
t
s)Ss,t Ys ds

+

∫ t

t0

(∂2ϕ)(s, X̄
t
s)Ss,t Zs dWs +

1

2

∑

j∈J

∫ t

t0

(∂22ϕ)(s, X̄
t
s) (Ss,t Zs gj , Ss,t Zs gj) ds

(38)

P-a.s. for all t0, t ∈ I with t0 < t and all ϕ ∈ C1,2(I × Ȟ, V ) (Application of the standard Itô formula; see also
Section 6 in [16], equations (1.7) and (7.6) in [15], Theorem 4 in [73] and Theorem 3.1 in [62]). Equation (38) is
an expansion formula for the stochastic processes ϕ(t,Xt), t ∈ I∩ (τ,∞), for ϕ ∈ C1,2(I× Ȟ, V ). Nevertheless,
this formula seems to be of limited use since the integrands in (38) contain the transformed stochastic processes
X̄t

s, s ∈ [t0, t], t0, t ∈ I, t0 < t, instead of the mild Itô process Xs, the mild drift Ys and the mild diffusion Zs

for s ∈ [t0, t], t0, t ∈ I, t0 < t, only. However, a key observation here is to exploit the elementary identity

X̄t
s = Sτ,tXτ +

∫ s

τ

Su,t Yu du+

∫ s

τ

Su,t Zu dWu

= Ss,t

(

Sτ,sXτ +

∫ s

τ

Su,s Yu du+

∫ s

τ

Su,s Zu dWu

)

= Ss,tXs

(39)

P-a.s. for all s, t ∈ I with s < t in equation (38) (Relation of the transformed standard Itô processes X̄t : [τ, t]×
Ω → H, t ∈ I ∩ (τ,∞), and the original mild Itô process X : I × Ω → H̃). This enables us to obtain a closed
formula for the stochastic processes ϕ(t,Xt), t ∈ I ∩ (τ,∞), for ϕ ∈ C1,2(I× Ȟ, V ). More precisely, (39), (36),
(37) and Lemma 1 imply (20) and (21). Putting (39) into (38) then gives (22). The proof of Theorem 1 is thus
completed.

Let us close this section on mild stochastic calculus with a remark on possible generalizations.

Remark 1. Note that here mild Itô processes, mild drifts and mild diffusions with values in separable Hilbert
spaces are considered. Instead one could develop the above notions and the above mild Itô formula for stochastic
processes with values in an appropriate class of possibly non-separable Banach spaces too. Indeed, the standard
Itô formula also holds for stochastic processes with values in UMD Banach spaces (see Theorem 2.4 in Brzeźniak,
Van Neerven, Veraar & Weis [9]). Details on the stochastic integration in UMD Banach spaces can be found
in Van Neerven, Veraar & Weis [102, 103] and in the references therein. Another possible generalization is to
consider more general integrators than the cylindrical Wiener process (Wt)t∈I. This leads to the concept of a
mild semimartingale instead of a mild Itô process in Definition 1. In particular, the fourth integral in the mild
Itô formula (22) then needs to be replaced by an integral involving the quadratic variation of the driving noise
process.

3 Stochastic partial differential equations (SPDEs)

3.1 Setting and assumptions

Throughout this section suppose that the following setting and the following assumptions are fulfilled. Let
T ∈ (0,∞) be a real number, let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,∞) and let
(H, 〈·, ·〉H , ‖·‖H), (U, 〈·, ·〉U , ‖·‖U ) and (V, 〈·, ·〉V , ‖·‖V ) be separable R-Hilbert spaces. In addition, let Q : U →
U be a bounded nonnegative symmetric linear operator and let (Wt)t∈[0,∞) be a cylindrical Q-Wiener process
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with respect to (Ft)t∈[0,∞). Moreover, by
(
U0, 〈·, ·〉U0

, ‖·‖U0

)
the separable R-Hilbert space with U0 = Q1/2(U)

and ‖u‖U0
= ‖Q−1/2(u)‖U for all u ∈ U0 is denoted.

Assumption 1 (Linear operator A). Let A : D(A) ⊂ H → H be a generator of a strongly continuous analytic
semigroup eAt ∈ L(H), t ∈ [0,∞).

Let η ∈ [0,∞) be a nonnegative real number such that σ(A) ⊂ {λ ∈ C : Re(λ) < η} where σ(A) ⊂ C denotes
as usual the spectrum of the linear operator A : D(A) ⊂ H → H. Such a real number exists since A is assumed
to be a generator of a strongly continuous semigroup (see Assumption 1). By Hr := D((η −A)

r
) equipped with

the norm ‖v‖Hr
:= ‖(η −A)

r
v‖H for all v ∈ Hr and all r ∈ R, the R-Hilbert spaces of domains of fractional

powers of the linear operator η − A : D(A) ⊂ H → H are denoted (see, e.g., Subsection 11.4.2 in Renardy &
Roggers [92]).

Assumption 2 (Drift term F ). Let α, γ ∈ R be real numbers with γ − α < 1 and let F : Hγ → Hα be globally
Lipschitz continuous.

Assumption 3 (Diffusion term B). Let β ∈ R be a real number with γ − β < 1
2 and let B : Hγ → HS(U0, Hβ)

be globally Lipschitz continuous.

Assumption 4 (Initial value ξ). Let p ∈ [2,∞) be a real number and let ξ : Ω → Hγ be an F0/B (Hγ)-measurable
mapping with E

[
‖ξ‖pHγ

]
<∞.

Furthermore, similar as in Section 2, let ∠ ⊂ [0, T ]2 be defined through ∠ :=
{
(t1, t2) ∈ [0, T ]2 : t1 < t2

}
.

In addition to the above assumptions, the following notations will be used in the remainder of this article.
For two R-Banach spaces (V1, ‖·‖V1

) and (V2, ‖·‖V2
) and real numbers n ∈ {0, 1, 2, . . .} and q ∈ [0,∞) define

‖v‖L(0)(V1,V2)
:= ‖v‖V2

for every v ∈ V1, define

‖ϕ‖Gn
q (V1,V2) :=

n−1∑

i=0

‖ϕ(i)(0)‖L(i)(V1,V2) + sup
v∈V1

(

‖ϕ(n)(v)‖L(n)(V1,V2)

(1 + ‖v‖V1)
q

)

∈ [0,∞], (40)

‖ϕ‖Lipn+1
q (V1,V2)

:=

n∑

i=0

‖ϕ(i)(0)‖L(i)(V1,V2) + sup
v,w∈V1
v 6=w

(

‖ϕ(n)(v)− ϕ(n)(w)‖L(n)(V1,V2)

(1 + max(‖v‖V1
, ‖w‖V1

))
q ‖v − w‖V1

)

∈ [0,∞] (41)

and

‖ϕ‖Cn
Lip(V1,V2) := ‖ϕ(0)‖V2 +

n∑

i=1

‖ϕ(i)‖L∞(V1,L(i)(V1,V2)) + sup
v,w∈V1
v 6=w

(

‖ϕ(n)(v)− ϕ(n)(w)‖L(n)(V1,V2)

‖v − w‖V1

)

∈ [0,∞]

(42)
for every ϕ ∈ Cn(V1, V2), define G

n
q (V1, V2) := {ϕ ∈ Cn(V1, V2) : ‖ϕ‖Gn

q (V1,V2) < ∞}, define Lipn+1
q (V1, V2)

:= {ϕ ∈ Cn(V1, V2) : ‖ϕ‖Lipn+1
q (V1,V2)

< ∞} and define Cn
Lip(V1, V2) := {ϕ ∈ Cn(V1, V2) : ‖ϕ‖Cn

Lip(V1,V2) < ∞}
and note that ‖ϕ‖Gm

q (V1,V2)
= ‖ϕ‖Lipm

q (V1,V2)
for every ϕ ∈ Cm(V1, V2) and every m ∈ N. Let us collect a few

simple properties of the defined objects. More precisely, observe that

‖ϕ‖Gn
q (V1,V2) =

∑n−1

i=0
‖ϕ(i)(0)‖L(i)(V1,V2) + ‖ϕ(n)‖G0

q(V1,V2) (43)

‖ϕ‖G0
q+n(V1,V2) ≤ ‖ϕ‖Gn−k

q+k (V1,V2)
≤ ‖ϕ‖Gn

q (V1,V2), (44)

‖ϕ(k)(v)‖L(k)(V1,V2) ≤ ‖ϕ‖Gn
q (V1,V2) (1 + ‖v‖V1

)
(q+n−k)

(45)

‖ϕ(k)(v)− ϕ(k)(w)‖L(k)(V1,V2) ≤ ‖ϕ‖Lipn+1
q (V1,V2)

(
1 + max(‖v‖V1

, ‖w‖V1
)
)(q+n−k) ‖v − w‖V1

(46)

for all v, w ∈ V1, ϕ ∈ Cn(V1, V2), k ∈ {0, 1, . . . , n}, n ∈ {0, 1, . . . }, q ∈ [0,∞) and all R-Banach spaces (V1, ‖·‖V1
)

and (V2, ‖·‖V2
). Moreover, note for all n ∈ {0, 1, 2, . . . }, q ∈ [0,∞) and all R-Banach spaces (V1, ‖·‖V1

)

and (V2, ‖·‖V2
) that the pairs (Gn

q (V1, V2), ‖·‖Gn
q (V1,V2)

), (Lipn+1
q (V1, V2), ‖·‖Lipn+1

q (V1,V2)
) and (Cn

Lip(V1, V2),

‖·‖Cn
Lip(V1,V2)

) are R-Banach spaces with Gn+1
q (V1, V2) ⊂ Lipn+1

q (V1, V2) ⊂ Gn
q+1(V1, V2) continuously. More

function spaces of similar type can be found in Dörsek & Teichmann [29].
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3.2 Solution processes of SPDEs

The following proposition shows that the setting in Section 3.1 ensures that the SPDE (47) below admits an
up to modifications unique mild solution process. It is similar to special cases of Theorem 4.3 in Brzeźniak [8]
and Theorem 6.2 in Van Neerven, Veraar & Weis [103]. Its proof is clear and therefore omitted.

Proposition 3. Assume that the setting in Section 3.1 is fulfilled. Then there exists an up to modifications
unique predictable stochastic process X : [0, T ]× Ω → Hγ which fulfills supt∈[0,T ] E

[
‖Xt‖pHγ

]
<∞ and

Xt = eAt ξ +

∫ t

0

eA(t−s)F (Xs) ds+

∫ t

0

eA(t−s)B(Xs) dWs (47)

P-a.s. for all t ∈ [0, T ]. In addition, we have X ∈ ∩r∈(−∞,γ] C
min(γ−r,1/2)([0, T ], Lp(Ω;Hr)).

Proposition 3, in particular, ensures that the mild solution process X : [0, T ]×Ω → Hγ of the SPDE (47) is
a mild Itô process with semigroup eA(t2−t1) ∈ L(Hmin(α,β.γ), Hγ), (t1, t2) ∈ ∠, with mild drift

F (Xt), t ∈ [0, T ], (48)

and with mild diffusion
B(Xt), t ∈ [0, T ]. (49)

This fact now enables us to apply the mild Itô formula (22) to the solution process X of the SPDE (47). To
this end let J be a set and let gj ∈ U0, j ∈ J , be an arbitrary orthonormal basis of the R-Hilbert space
(U0, 〈·, ·〉U0

, ‖·‖U0
). A direct consequence of Theorem 1 and Corollary 1 is the next corollary.

Corollary 2 (A new - somehow mild - Itô formula for solutions of SPDEs). Assume that the setting in Sec-
tion 3.1 is fulfilled. Then

P

[∫ t

t0

∥
∥ϕ′(eA(t−s)Xs) e

A(t−s)F (Xs)
∥
∥
V
ds <∞

]

= 1, (50)

P

[∫ t

t0

∥
∥ϕ′(eA(t−s)Xs) e

A(t−s)B(Xs)
∥
∥
2

HS(U0,V )
ds <∞

]

= 1, (51)

P

[∫ t

t0

∥
∥ϕ′′(eA(t−s)Xs)

∥
∥
L(2)(Hr,V )

∥
∥eA(t−s)B(Xs)

∥
∥
2

HS(U0,Hr)
ds <∞

]

= 1 (52)

and

ϕ(Xt) = ϕ(eA(t−t0)Xt0) +

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)F (Xs) ds

+

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)B(Xs) dWs (53)

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(eA(t−s)Xs)
(

eA(t−s)B(Xs)gj , e
A(t−s)B(Xs)gj

)

ds

P-a.s. for all t0, t ∈ [0, T ] with t0 < t, all ϕ ∈ C2(Hr, V ) and all r ∈ (−∞,min(α+ 1, β + 1
2 )).

First, observe that the possibly infinite sum and all integrals in (53) are well defined due to (50)–(52). Next
define mappings K0 : ∪r∈RC(Hr, V ) → ∪r∈RC(Hr, V ) and Kt : ∪r∈RC(Hr, V ) → C(Hmin(α,β,γ), V ), t ∈ (0,∞),
through K0(ϕ) := ϕ and

(
Ktϕ

)
(x) := ϕ(eAtx) (54)

for all x ∈ Hmin(α,β,γ), ϕ ∈ ∪r∈RC(Hr, V ) and all t ∈ (0,∞). Note that Kt1 ◦ Kt2 = Kt1+t2 for all t1, t2 ∈
[0,∞). In addition, define linear operators L(0) : C2(Hmin(α,β,γ), V ) → C(Hγ , V ) and L(1) : C1(Hmin(β,γ), V ) →
C(Hγ , V ) through

(L(0)ϕ)(x) := ϕ′(x)F (x) +
1

2

∑

j∈J

ϕ′′(x)
(
B(x)gj , B(x)gj

)

= ϕ′(x)F (x) +
1

2
Tr
((
B(x)

)∗
ϕ′′(x)B(x)

)
(55)
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for all x ∈ Hγ , ϕ ∈ C2(Hmin(α,β,γ), V ) and through (L(1)ϕ)(x) := ϕ′(x)B(x) for all x ∈ Hγ , ϕ ∈ C1(Hmin(β,γ), V ).

Furthermore, define mappings L
(0)
t : ∪r∈R C

2(Hr, V ) → C(Hγ , V ), t ∈ (0,∞), and L
(1)
t : ∪r∈R C

1(Hr, V ) →
C(Hγ , HS(U0, V )), t ∈ (0,∞), through L

(0)
t (ϕ) := L(0)(Kt(ϕ)) for all ϕ ∈ ∪r∈RC

2(Hr, V ) and through

L
(1)
t (ϕ) := L(1)(Kt(ϕ)) for all ϕ ∈ ∪r∈RC

1(Hr, V ). Note that these definitions imply

(
L
(0)
t ϕ

)
(x) = ϕ′(eAtx) eAtF (x) +

1

2

∑

j∈J

ϕ′′(eAtx)
(
eAtB(x)gj , e

AtB(x)gj
)

= ϕ′(eAtx) eAtF (x) +
1

2
Tr
((
eAtB(x)

)∗
ϕ′′(eAtx) eAtB(x)

)
(56)

for all x ∈ Hγ , ϕ ∈ ∪r∈RC
2(Hr, V ), t ∈ (0,∞) and

(
L
(1)
t ϕ

)
(x) = ϕ′(eAtx) eAtB(x) (57)

for all x ∈ Hγ , ϕ ∈ ∪r∈RC
1(Hr, V ), t ∈ (0,∞). The mild Itô formula (53) can thus be written as

ϕ(Xt) = ϕ(eA(t−t0)Xt0) +

∫ t

t0

(
L
(0)
(t−s)ϕ

)
(Xs) ds+

∫ t

t0

(
L
(1)
(t−s)ϕ

)
(Xs) dWs

=
(
K(t−t0)ϕ

)
(Xt0) +

∫ t

t0

(
L
(0)
(t−s)ϕ

)
(Xs) ds+

∫ t

t0

(
L
(1)
(t−s)ϕ

)
(Xs) dWs

=
(
K(t−t0)ϕ

)
(Xt0) +

∫ t

t0

(
L(0)K(t−s)ϕ

)
(Xs) ds+

∫ t

t0

(
L(1)K(t−s)ϕ

)
(Xs) dWs

(58)

P-a.s. for all t0, t ∈ [0, T ] with t0 < t and all ϕ ∈ ∪r<min(α+1,β+ 1
2 )
C2(Hr, V ). Moreover, taking expectations on

both side of (58) gives

E

[

ϕ(Xt)
]

= E

[(
K(t−t0)ϕ

)
(Xt0)

]

+

∫ t

t0

E

[(
L
(0)
(t−s)ϕ

)
(Xs)

]

ds

= E

[(
K(t−t0)ϕ

)
(Xt0)

]

+

∫ t

t0

E

[(
L(0)K(t−s)ϕ

)
(Xs)

]

ds

(59)

for all t0, t ∈ [0, T ] with t0 < t and all ϕ ∈ ∪r<min(α+1,β+ 1
2 )
G2

0(Hr, V ). Based on (59) a mild Kolmogorov
backward equation is derived in Subsection 3.2.2 below. Other kinds of Itô type formulas for solutions of
SPDEs can be found in [14, 21, 33, 38, 39, 68, 69, 70, 72, 83, 85, 88, 90, 91, 110]. In the next step Corollary 2
is illustrated by two simple examples.

Example 3 (Identity). Assume that the setting in Section 3.1 is fulfilled, let V = Hγ , let ‖v‖V = ‖v‖Hγ
for

all v ∈ Hγ and let ϕ : Hγ → Hγ be the identity on Hγ , i.e., ϕ(v) = v for all v ∈ Hγ . The mild Itô formula (53)
in Corollary 2 then reduces to

Xt = eA(t−t0)Xt0 +

∫ t

t0

eA(t−s)F (Xs) ds+

∫ t

t0

eA(t−s)B(Xs) dWs (60)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t. This is nothing else but the mild formulation of the SPDE (47). In this
sense, the formula (53) is somehow a mild Itô formula for SPDEs.

Example 4 (Squared norm). Assume that the setting in Section 3.1 is fulfilled, let V = R, ‖v‖V = |v| for all

v ∈ V = R, assume min(α+ 1, β + 1
2 ) > 0 and let ϕ : H → V be given by ϕ(v) = ‖v‖2H for all v ∈ H. The mild

Itô formula (53) in Corollary 2 then reduces to

‖Xt‖2H =
∥
∥eA(t−t0)Xt0

∥
∥
2

H
+ 2

∫ t

t0

〈

eA(t−s)Xs, e
A(t−s)F (Xs)

〉

H
ds

+ 2

∫ t

t0

〈

eA(t−s)Xs, e
A(t−s)B(Xs) dWs

〉

H
+

∫ t

t0

∥
∥eA(t−s)B(Xs)

∥
∥
2

HS(U0,H)
ds

(61)

P-a.s. for all t0, t ∈ [0, T ] with t0 < t (see also Example 1 above). We refer to [38, 39, 68, 83, 85, 90, 91] for

other Itô type formulas with the particular test function ϕ(v) = ‖v‖2H , v ∈ H. If X0 = 0 and F (v) = 0 for all
v ∈ H in addition to the above assumptions, then (61) simplifies to

‖Xt‖2H = 2

∫ t

0

〈

eA(t−s)Xs, e
A(t−s)B(Xs) dWs

〉

H
+

∫ t

0

∥
∥eA(t−s)B(Xs)

∥
∥
2

HS(U0,H)
ds (62)
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P-a.s. for all t ∈ [0, T ] and this, in particular, gives

E

[

‖Xt‖2H
]

=

∫ t

0

E

[∥
∥eA(t−s)B(Xs)

∥
∥
2

HS(U0,H)

]

ds (63)

for all t ∈ [0, T ]. Clearly, equation (63) is nothing else but a special case of Itô’s isometry.

3.2.1 SPDEs with time dependent coefficients

In addition to the setting in Section 3.1 assume in this subsection that F̃ : [0,∞)×Hγ → Hα and B̃ : [0,∞)×
Hγ → HS(U0, Hβ) are two globally Lipschitz continuous mappings. Then there exists an up to modifications

unique predictable stochastic process X̃ : [0,∞)× Ω → Hγ ∈ C([0,∞), Lp(Ω;Hγ)) which fulfills

X̃t = eAtξ +

∫ t

0

eA(t−s)F̃ (s, X̃s) ds+

∫ t

0

eA(t−s)B̃(s, X̃s) dWs (64)

P-a.s. for all t ∈ [0,∞). Next define mappings L
(0)
s,t : ∪r∈R C

2(Hr, V ) → C(Hγ , V ), s, t ∈ [0,∞), s < t, and

L
(1)
s,t : ∪r∈R C

1(Hr, V ) → C(Hγ , V ), s, t ∈ [0,∞), s < t, through

(
L
(0)
s,tϕ

)
(x) := ϕ′(eA(t−s)x) eA(t−s)F̃ (s, x) +

1

2

∑

j∈J

ϕ′′(eA(t−s)x)
(
eA(t−s)B̃(s, x)gj , e

A(t−s)B̃(s, x)gj
)

(65)

for all x ∈ Hγ , ϕ ∈ ∪r∈RC
2(Hr, V ) and all s, t ∈ [0,∞) with s < t and through

(
L
(1)
s,tϕ

)
(x) := ϕ′(eA(t−s)x) eA(t−s)B̃(s, x) (66)

for all x ∈ Hγ , ϕ ∈ ∪r∈RC
1(Hr, V ) and all s, t ∈ [0,∞) with s < t. Corollary 1 then implies

ϕ(X̃t) =
(
K(t−t0)ϕ

)
(X̃t0) +

∫ t

t0

(
L
(0)
s,tϕ

)
(X̃s) ds+

∫ t

t0

(
L
(1)
s,tϕ

)
(X̃s) dWs (67)

for all t0, t ∈ [0,∞) with t0 < t and all ϕ ∈ ∪r<min(α+1,β+ 1
2 )
C2(Hr, V ). The mild Itô formula (67) is nothing

else but the counterpart of (53) for SPDEs with time dependent coefficients.

3.2.2 Mild Kolmogorov backward equation for SPDEs

Based on (59) a mild Kolmogorov backward equation is derived in this subsection. Proposition 3 implies the
existence of predictable stochastic processes Xx : [0,∞) × Ω → Hγ ∈ ∩q∈[1,∞)C([0,∞), Lq(Ω;Hγ)), x ∈ Hγ ,
such that

Xx
t = eAtx+

∫ t

0

eA(t−s)F (Xx
s ) ds+

∫ t

0

eA(t−s)B(Xx
s ) dWs (68)

P-a.s. for all t ∈ [0,∞) and all x ∈ Hγ . Proposition 3 also implies that P
[
Xx

t ∈ Hr

]
= 1 for all t ∈ (0,∞)

and all r ∈ (−∞,min(α + 1, β + 1
2 )). Then define mappings Pt : ∪q∈[0,∞) ∪r∈(−∞,min(α+1,β+ 1

2 ))
G0

q(Hr, V ) →
∪q∈[0,∞)∪r∈(−∞,min(α+1,β+ 1

2 ))
G0

q(Hr, V ), t ∈ [0,∞), through P0(ϕ) := ϕ for all ϕ ∈ ∪q∈[0,∞)∪r∈(−∞,min(α+1,β+ 1
2 ))

and through Pt(ϕ) ∈ ∪q∈[0,∞)G
0
q(Hγ , V ) and

(Ptϕ)(x) := E
[
ϕ(Xx

t )
]

(69)

for all x ∈ Hγ , ϕ ∈ ∪q∈[0,∞)∪r∈(−∞,min(α+1,β+ 1
2 ))

and all t ∈ (0,∞). Note that Pt

(
G0

q(Hr, V )
)
⊂ G0

q(Hγ , V ) for

all t ∈ (0,∞), r ∈ (−∞,min(α+ 1, β + 1
2 )) and all q ∈ [0,∞). The next lemma collect a few simple properties

of the linear operators Pt, t ∈ [0,∞).

Lemma 2 (Properties of Pt, t ∈ [0,∞)). Assume that the setting in Section 3.1 is fulfilled. Then Pt ∈
L(G0

q(Hγ , V )) and sups∈[0,t] ‖Ps‖L(G0
q(Hγ ,V )) <∞ for all t, q ∈ [0,∞) and it holds for every q ∈ [0,∞) that the

function [0,∞) ∋ t 7→ Pt ∈ L(Lip1q(Hγ , V ), G0
q+1(Hγ , V )) is locally 1

2 -Hölder continuous.
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The proof of Lemma 2 is a straightforward consequence of inequality (46) and is therefore omitted. Next
the mild Itô formula in (58) implies

(
Ptϕ

)
(x) = E

[(
K(t−t0)ϕ

)
(Xx

t0)
]

+

∫ t

t0

E

[(
L
(0)
(t−s)ϕ

)
(Xx

s )
]

ds

=
(
Pt0K(t−t0)ϕ

)
(x) +

∫ t

t0

(
PsL

(0)
(t−s)ϕ

)
(x) ds

=
(
Pt0K(t−t0)ϕ

)
(x) +

∫ t

t0

(
Ps L

(0)K(t−s)ϕ
)
(x) ds

(70)

for all t0, t ∈ [0,∞) with t0 < t, x ∈ Hγ and all ϕ ∈ ∪q∈[0,∞)∪r∈(−∞,min(α+1,β+ 1
2 ))

. In the next subsection we

will use (70) to study regularity properties of solutions of SPDEs. In this regularity analysis we also use the
following two lemmas.

Lemma 3 (Estimates for Kt, t ∈ (0,∞)). Assume that the setting in Section 3.1 is fulfilled. Then the function
(0,∞) ∋ t 7→ Kt ∈ L

(
Lipn+1

q (Hr1 , V ), Gn
q+1(Hr2 , V )

)
is continuous for every r1, r2 ∈ R, q ∈ [0,∞), n ∈

{0, 1, . . . } and it holds that Kt ∈ L(Lipnq (Hr1 , V ), Lipnq (Hr2 , V )) and that

‖Kt(ϕ0)‖G0
q(Hr1 ,V ) ≤ max

(
1, ‖eAt‖qL(Hr2 ,Hr1 )

)
‖ϕ0‖G0

q(Hr2 ,V ), (71)

‖(Ktϕ1)
′‖G0

q(Hγ ,L(Hα,V )) ≤ max
(
1, ‖eAt‖qL(H)

)
‖eAt‖L(Hα,Hγ) ‖ϕ′

1‖G0
q(Hγ ,L(Hγ ,V )), (72)

‖(Ktϕ2)
′′‖G0

q(Hγ ,L(2)(Hβ ,V )) ≤ max
(
1, ‖eAt‖qL(H)

)
‖eAt‖2L(Hβ ,Hγ)

‖ϕ′′
2‖G0

q(Hγ ,L(2)(Hγ ,V )) (73)

for all ϕ0 ∈ C(Hr2 , V ), ϕ1 ∈ C1(Hγ , V ), ϕ2 ∈ C2(Hγ , V ), q ∈ [0,∞), n ∈ N, r1, r2 ∈ R and all t ∈ (0,∞).

Lemma 4 (Estimates for L(0)). Assume that the setting in Section 3.1 is fulfilled. Then it holds that L(0) ∈
L(G2

q(Hmin(α,β,γ), V ), G0
q+2(Hγ , V )), that L(0) ∈ L(Lip3q(Hmin(α,β,γ), V ),Lip1q+2(Hγ , V )) and that

‖L(0)(ϕ)‖G0
q+2(Hr,V )

≤ ‖F‖G0
1(Hr,Hα) ‖ϕ′‖G0

q+1(Hr,L(Hα,V )) +
1
2 ‖B‖2G0

1(Hr,HS(U0,Hβ))
‖ϕ′′‖G0

q(Hr,L(2)(Hβ ,V )),

≤ max
(
‖F‖G0

1(Hr,Hα), ‖B‖2G0
1(Hr,HS(U0,Hβ))

)(
‖ϕ′‖G0

q+1(Hr,L(Hα,V )) + ‖ϕ′′‖G0
q(Hr,L(2)(Hβ ,V ))

)

(74)

for all r ∈ [γ,∞), ϕ ∈ C2(Hmin(α,β,γ), V ) and all q ∈ [0,∞).

The proofs of Lemma 3 and Lemma 4 are straightforward and therefore omitted. The proof of Lemma 3
makes use of inequality (46) above. The next corollary follows from Lemmas 2–4.

Corollary 3. Assume that the setting in Section 3.1 is fulfilled. Then the function (t0, t) ∋ s 7→ Ps L
(0)Kt−s ∈

L(Lip3q(Hγ , V ), G0
q+3(Hγ , V )) is continuous and satisfies

∫ t

t0
‖Ps L

(0)Kt−s‖L(Lip3
q(Hγ ,V ),G0

q+3(Hγ ,V )) ds < ∞ for

every t0, t ∈ [0,∞) with t0 < t and every q ∈ [0,∞).
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Proof of Corollary 3. The triangle inequality implies that

∥
∥PsL

(0)Kt−s − Ps0L
(0)Kt−s0

∥
∥
L(Lip3

q(Hγ ,V ),G0
q+3(Hγ ,V ))

≤
∥
∥PsL

(0)Kt−s − PsL
(0)Kt−s0

∥
∥
L(Lip3

q(Hγ ,V ),G0
q+3(Hγ ,V ))

+
∥
∥PsL

(0)Kt−s0 − Ps0L
(0)Kt−s0

∥
∥
L(Lip3

q(Hγ ,V ),G0
q+3(Hγ ,V ))

≤ ‖Ps‖L(G0
q+3(Hγ ,V )) ‖L(0)‖L(G2

q+1(Hmin(α,β,γ),V ),G0
q+3(Hγ ,V ))

· ‖Kt−s −Kt−s0‖L(Lip3
q(Hγ ,V ),G2

q+1(Hmin(α,β,γ),V ))

+
∥
∥Ps − Ps0

∥
∥
L(Lip1

q+2(Hγ ,V ),G0
q+3(Hγ ,V ))

‖L(0)‖L(Lip3
q(Hmin(α,β,γ),V ),Lip1

q+2(Hγ ,V ))

· ‖Kt−s0‖L(Lip3
q(Hγ ,V ),Lip3

q(Hmin(α,β,γ),V ))

≤
[

‖L(0)‖L(G2
q+1(Hmin(α,β,γ),V ),G0

q+3(Hγ ,V )) · sup
u∈[t0,t]

‖Pu‖L(G0
q+3(Hγ ,V ))

]

︸ ︷︷ ︸

<∞ due to Lemmas 4 and 2

· ‖Kt−s −Kt−s0‖L(Lip3
q(Hγ ,V ),G2

q+1(Hmin(α,β,γ),V ))

+
[

‖L(0)‖L(Lip3
q(Hmin(α,β,γ),V ),Lip1

q+2(Hγ ,V )) · ‖Kt−s0‖L(Lip3
q(Hγ ,V ),Lip3

q(Hmin(α,β,γ),V ))

]

︸ ︷︷ ︸

<∞ due to Lemmas 4 and 3

· ‖Ps − Ps0‖L(Lip1
q+2(Hγ ,V ),G0

q+3(Hγ ,V ))

(75)

for all s0, s ∈ (t0, t), q ∈ [0,∞) and t0, t ∈ [0,∞) with t0 ≤ t. Combining (75) with Lemma 2 and Lemma 3 shows
that the function (t0, t) ∋ s 7→ Ps L

(0)Kt−s ∈ L(Lip3q(Hγ , V ), G0
q+3(Hγ , V )) is continuous for every t0, t ∈ [0,∞)

with t0 < t and every q ∈ [0,∞). Combining this with Lemmas 2–4 completes the proof of Corollary 3.

In the following we reformulate (70) in a suitable abstract way by using Corollary 3. More precisely,
combining Corollary 3 with equation (70) shows that

Pt(ϕ) = Pt0

(
K(t−t0)(ϕ)

)
+

∫ t

t0

Ps

(
L
(0)
(t−s)(ϕ)

)
ds

= Pt0

(
K(t−t0)(ϕ)

)
+

∫ t

t0

Ps

(
L(0)

(
K(t−s)(ϕ)

))
ds

(76)

in G0
q+3(Hγ , V ) for all t0, t ∈ [0,∞) with t0 ≤ t, ϕ ∈ Lip3q(Hγ , V ) and all q ∈ [0,∞) where the integrals in

(76) are Bochner integrals in R-Banach space G0
q+3(Hγ , V ). According to Corollary 3, these Bochner integrals

are indeed well defined. We would like to add to the mild Kolmogorov backward equation (76) that the mild

Kolmogorov operators L
(0)
t , t ∈ (0,∞), appearing in (76) do, in general, not commute with the semigroup

operators Pt, t ∈ [0,∞), i.e, we do, in general, not have that (PtL
(0)
s )(ϕ) = (L

(0)
s Pt)(ϕ) for all s, t ∈ (0,∞)

and all ϕ ∈ G2
0(Hγ , V ). This is in contrast to the standard Kolmogorov backward equation where the semi-

group and the Kolmogorov operator do commute (see, e.g., Section 8.1 in Oeksendal [84]). In the next step
let Kt : L(G

2
1(Hmin(α,β,γ), V ), G0

3(Hγ , V )) → L(Lip30(Hγ , V ), G0
3(Hγ , V )), t ∈ (0,∞), let K0 : L(G

0
3(Hγ , V )) →

L(Lip30(Hγ , V ), G0
3(Hγ , V )) and let L : L(G0

3(Hγ , V )) → L(G2
1(Hmin(α,β,γ), V ), G0

3(Hγ , V )) be bounded linear
operators defined through

(KtΦ)(ϕ) := Φ(Kt(ϕ)) (77)

for all t ∈ (0,∞), ϕ ∈ Lip30(Hγ , V ) and all Φ ∈ L(G2
1(Hmin(α,β,γ), V ), G0

3(Hγ , V )), through (K0Φ)(ϕ) := Φ(ϕ)
for all ϕ ∈ Lip30(Hγ , V ) and all Φ ∈ L(G0

3(Hγ , V )) and through

(LΦ)(ϕ) := Φ
(
L(0)(ϕ)

)
(78)

for all ϕ ∈ G2
1(Hmin(α,β,γ) and all Φ ∈ L(G0

3(Hγ , V )). Lemmas 3 and 4 ensure that Kt, t ∈ [0,∞), and L are
indeed well defined bounded linear operators. The next corollary follows from Lemmas 2–4.

Corollary 4. Assume that the setting in Section 3.1 is fulfilled. Then the function (t0, t) ∋ s 7→ Kt−s(L(Ps)) ∈
L(Lip30(Hγ , V ), G0

3(Hγ , V )) is continuous and satisfies
∫ t

t0
‖Kt−s(L(Ps))‖L(Lip3

0(Hγ ,V ),G0
3(Hγ ,V )) ds <∞ for every

t0, t ∈ [0,∞) with t0 < t.
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Proof of Corollary 4. Note that the triangle inequality implies that

∥
∥Kt−s(L(Ps))−Kt−s0(L(Ps0))

∥
∥
L(Lip3

0(Hγ ,V ),G0
3(Hγ ,V ))

≤
∥
∥Kt−s(L(Ps))−Kt−s0(L(Ps))

∥
∥
L(Lip3

0(Hγ ,V ),G0
3(Hγ ,V ))

+
∥
∥Kt−s0(L(Ps))−Kt−s0(L(Ps0))

∥
∥
L(Lip3

0(Hγ ,V ),G0
3(Hγ ,V ))

≤ ‖Kt−s −Kt−s0‖L(L(G2
1(Hmin(α,β,γ),V ),G0

3(Hγ ,V )),L(Lip3
0(Hγ ,V ),G0

3(Hγ ,V )))

· ‖L‖L(L(G0
3(Hγ ,V )),L(G2

1(Hmin(α,β,γ),V ),G0
3(Hγ ,V )))

︸ ︷︷ ︸

<∞ due to Lemma 4

·
[

sup
u∈[t0,t]

‖Pu‖L(G0
3(Hγ ,V ))

]

︸ ︷︷ ︸

<∞ due to Lemma 2

+








sup
Φ∈L(G0

3(Hγ ,V ))
‖Φ‖

L(Lip12(Hγ,V ),G0
3(Hγ,V ))

≤1

‖Kt−s0(L(Φ))‖L(Lip3
0(Hγ ,V ),G0

3(Hγ ,V ))








︸ ︷︷ ︸

<∞ due to Lemmas 3 and 4

· ‖Ps − Ps0‖L(Lip1
2(Hγ ,V ),G0

3(Hγ ,V ))

(79)

for all s0, s ∈ (t0, t) and all t0, t ∈ [0,∞) with t0 ≤ t. Combining (79) with Lemma 3 and Lemma 2 completes
the proof of Corollary 4.

We now use Corollary 4 to reformulate equation (76). More precisely, combining Corollary 4, equation (76),
definition (78) and definition (77) shows that

Pt = K(t−t0)(Pt0) +

∫ t

t0

K(t−s)

(
L(Ps)

)
ds (80)

in L(Lip30(Hγ , V ), G0
3(Hγ , V )) for all t0, t ∈ [0,∞) with t0 ≤ t and this, in particular, implies that

Pt = Kt(P0) +

∫ t

0

K(t−s)

(
L(Ps)

)
ds (81)

in L(Lip30(Hγ , V ), G0
3(Hγ , V )) for all t ∈ [0,∞) where the integrals in (80) and (81) are understood to be

Bochner integrals in L(G3
0(Hγ , V ), G0

3(Hγ , V )). According to Corollary 4, these Bochner integrals are indeed
well defined. Equation (81) and equation (80) are somehow mild Kolmogorov backward equations for the Pt,
t ∈ [0,∞), (see (69)) associated to the SPDE (68).

3.2.3 Weak regularity for solutions of SPDEs

Another consequence of the mild Itô formula (53) is to study weak regularity of solutions of SPDEs. To be
more precise, in this subsection regularity of the probability measures PXt , t ∈ (0, T ], of the solution process
Xt, t ∈ [0, T ], of the SPDE (47) are studied by using the mild Kolmogorov backward equation (70) above.
Below (see the illustrations below Lemma 6) we also describe in more detail what we understand by regularity
of a probability measure. While strong regularity of solutions of SPDEs have been intensively analyzed in the
literature (see, e.g., Da Prato & Zabczyk [21, 22], Brzeźniak [8], Brzeźniak, Van Neerven, Veraar & Weis [9],
Van Neerven, Veraar & Weis [102, 103, 104], Jentzen & Röckner [56], Kruse & Larsson [66] and the references
therein), weak regularity for solutions of SPDEs seem to be much less investigated.

Let us now go into details. An important ingredient in our analysis on weak regularity of solutions of SPDEs
are the following mappings. Let ‖·‖δ,ρt,q : G2

q(Hρ, V ) → [0,∞), t ∈ (0,∞), q ∈ [0,∞), δ ∈ (ρ− 1,∞), ρ ∈ R, be a
family of functions defined through

‖ϕ‖δ,ρt,q (82)

:= ‖Kt(ϕ)‖G0
q+2(Hδ,V ) +

∫ t

0

(t− s)
min(δ−ρ,0)

(

‖(Ksϕ)
′‖G0

q+1(Hρ,L(Hα,V )) + ‖(Ksϕ)
′′‖G0

q(Hρ,L(2)(Hβ ,V ))

)

ds

for all t ∈ (0,∞), ϕ ∈ G2
q(Hρ, V ), δ ∈ (ρ − 1,∞), q ∈ [0,∞) and all ρ ∈ R. Please note that the integrand in

(82) is indeed Borel measurable in s ∈ [0,∞) since Hρ is separable for every ρ ∈ R. The next lemma collects

some properties of the functions ‖·‖δ,ρt,q : G2
q(Hρ, V ) → [0,∞), t ∈ (0,∞), q ∈ [0,∞), δ ∈ (ρ− 1,∞), ρ ∈ R.
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Lemma 5 (Properties of ‖·‖δ,ρt,q , t ∈ (0,∞), q ∈ [0,∞), δ ∈ (ρ − 1,∞), ρ ∈ R). Assume that the setting in

Section 3.1 is fulfilled and let ‖·‖δ,ρt,q , t ∈ (0,∞), q ∈ [0,∞), δ ∈ (ρ−1,∞), ρ ∈ R, be defined through (82). Then

‖ϕ‖δ,ρt,q ≤ ‖ϕ‖G2
q(Hρ,V )

(

max
(
1, ‖eAt‖(q+2)

L(Hρ,Hδ)

)

+max
(
1, ‖eAt‖(q+1)

L(H)

)
∫ t

0

(t− s)
min(δ−ρ,0)

[

‖eAs‖L(Hα,Hρ) + ‖eAs‖2L(Hβ ,Hρ)

]

ds

)

<∞
(83)

for all ϕ ∈ G2
q(Hρ, V ), q ∈ [0,∞), t ∈ (0,∞), δ ∈ (ρ− 1,∞), ρ ∈ (−∞,min(α+1, β+ 1

2 )) and it holds for every

t ∈ (0,∞), q ∈ [0,∞), ρ ∈ (−∞,min(α+1, β+ 1
2 )), δ ∈ (ρ−1,∞) that the mapping ‖·‖δ,ρt,q : G2

q(Hρ, V ) → [0,∞)

is a norm on G2
q(Hρ, V ).

Proof of Lemma 5. Combining (71)–(73), (43) and (44) shows (83). Next observe for every t ∈ (0,∞), q ∈
[0,∞), ρ ∈ (−∞,min(α + 1, β + 1

2 )) and every δ ∈ (ρ − 1,∞) that ‖·‖δ,ρt,q : G2
q(Hρ, V ) → [0,∞) is a semi-norm

on G2
q(Hρ, V ). In addition, note for every ρ, δ ∈ R, q ∈ [0,∞), t ∈ (0,∞) and every ϕ ∈ G0

q(Hρ, V ) that if

‖Kt(ϕ)‖G0
q(Hδ,V ) = 0, then supx∈eAt(Hδ)

‖ϕ(x)‖V = 0. The fact that for every ρ, δ ∈ R the set eAt(Hδ) is dense

in Hρ therefore shows for every t ∈ (0,∞), q ∈ [0,∞), ρ ∈ (−∞,min(α + 1, β + 1
2 )) and every δ ∈ (ρ − 1,∞)

that ‖·‖δ,ρt,q : G2
q(Hρ, V ) → [0,∞) is indeed a norm on G2

q(Hρ, V ). The proof of Lemma 5 is thus completed.

In the next step we denote for every t ∈ (0,∞), q ∈ [0,∞), ρ ∈ (−∞,min(α + 1, β + 1
2 )), δ ∈ (ρ −

1,∞) by (G2,δ
t,q (Hρ, V ), ‖·‖δ,ρt,q ) the completion of the normed R-vector space (G2

q(Hρ, V ), ‖·‖δ,ρt,q ). The pairs

(G2,δ
t,q (Hρ, V ), ‖·‖δ,ρt,q ) for t ∈ (0,∞), q ∈ [0,∞), δ ∈ (ρ − 1,∞) and ρ ∈ (−∞,min(α + 1, β + 1

2 )) are thus
R-Banach spaces.

Theorem 2 (Weak regularity for Pt, t ∈ (0,∞)). Assume that the setting in Section 3.1 is fulfilled. Then

Pt ∈ L(G2,δ
t,q−2(Hρ, V ), G0

q(Hδ, V )) and

‖Pt‖L(G2,δ
t,q−2(Hρ,V ),G0

q(Hδ,V )) (84)

≤ max
(

1, ‖F‖G0
1(Hρ,Hα), ‖B‖2G0

1(Hρ,HS(U0,Hβ))

)

max

(

1, sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
q(Hρ,V ),G0

q(Hδ,V ))

]
)

<∞

for all t ∈ (0,∞), δ ∈ [γ,∞) ∩ (ρ− 1,∞), q ∈ [2,∞) and all ρ ∈ [γ,min(α+ 1, β + 1
2 )).

Proof of Theorem 2. Equation (70) implies

‖Pt(ϕ)‖G0
q(Hδ,V )

≤ ‖Kt(ϕ)‖G0
q(Hδ,V )

+

(

sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
q(Hρ,V ),G0

q(Hδ,V ))

]
)(∫ t

0

(t− s)
−max(ρ−δ,0) ‖L(0)

s (ϕ)‖G0
q(Hρ,V ) ds

)

≤ max

(

1, sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
q(Hρ,V ),G0

q(Hδ,V ))

]
)

·
(

‖Kt(ϕ)‖G0
q(Hδ,V ) +

∫ t

0

(t− s)
min(δ−ρ,0) ‖L(0)(Ks(ϕ))‖G0

q(Hρ,V ) ds

)

(85)

for all t ∈ (0,∞), ϕ ∈ G2
q(Hρ, V ), δ ∈ [γ,∞) ∩ (ρ − 1,∞), q ∈ [2,∞) and all ρ ∈ [γ,min(α + 1, β + 1

2 )).
Inequality (85) and Lemma 4 then complete the proof of Theorem 2.

Below we illustrate Theorem 2 through some consequences. To do so, we need the following elementary
lemma for probability measures on separable Hilbert spaces.

Lemma 6 (An embedding for probability measures). Let (H, ‖·‖H , 〈·, ·〉H) and (V, ‖·‖V , 〈·, ·〉V ) be separable
real Hilbert spaces with V 6= {0} and let µ1, µ2 : B(H) → [0, 1] be two probability measures with

∫

H
ϕ(x)µ1(dx) =∫

H
ϕ(x)µ2(dx) for all infinitely often Fréchet differentiable functions ϕ : H → V with compact support. Then

µ1 = µ2.
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Proof of Lemma 6. First of all, we denote throughout this proof for every x ∈ H and every r ∈ (0,∞) by
Br(x) := {y ∈ H : ‖x− y‖H ≤ r} the ball in H on x with radius r. Next let v0 ∈ V be a vector which satisfies
‖v0‖V = 1. Such a vector does indeed since we assumed that V 6= {0}. Furthermore, let ψk : R → [0, 1], k ∈ N,
be a sequence of infinitely often differentiable functions with ψk(x) = 1 for all x ∈ [−1, 1] and all k ∈ N and
with ψk(x) = 0 for all x ∈ (−∞,−1− 1

k ) ∪ (1 + 1
k ,∞) and all k ∈ N. Moreover, let N ∈ N, let x1, . . . , xN ∈ H

and let r1, . . . , rN ∈ (0,∞). In the next step we define a sequence ϕk : H → V , k ∈ N, of functions by

ϕk(x) := v0 ·
N∏

n=1

ψk

(
‖x−xn‖

2
H

(rn)
2

)

(86)

for all x ∈ H and all k ∈ N. Note for every k ∈ N that ϕk is infinitely often Fréchet differentiable with a
compact support. Therefore, we obtain

∫

H

ϕk(x)µ1(dx) =

∫

H

ϕk(x)µ2(dx) (87)

for all k ∈ N. In the next step observe that ϕk(x) = v0 for all x ∈ ∩N
n=1Brn(vn) and all k ∈ N, that

supk∈N supx∈H ‖ϕk(x)‖V ≤ 1 and that

lim
k→∞

ϕk(x) =

{

1 : x ∈ ∩N
n=1Brn(vn)

0 : x ∈ H\
(
∩N
n=1Brn(vn)

) (88)

for all x ∈ H. Combining this and (87) with Lebesgue’s theorem on dominated convergence then proves that
µ1

(
∩N
n=1 Brn(xn)

)
= µ2

(
∩N
n=1 Brn(xn)

)
. Combining this, the fact that the set

∪M∈N

{
∩M
m=1Bsm(ym) ⊂ H : s1, . . . , sM ∈ (0,∞), y1, . . . , yM ∈ H

}
(89)

is a ∩-stable generator of the Borel sigma-algebra B(H) and the uniqueness theorem for measures (see, e.g.,
Lemma 1.42 in Klenke [58]) then completes the proof of Lemma 6.

Let us now illustrate Theorem 2 by a simple application. First, we denote by G2
0(Hγ ,R)

′ := L(G2
0(Hγ ,R),R)

and G2,γ
t,0 (Hγ ,R)

′ := L(G2,γ
t,0 (Hγ ,R),R) for t ∈ (0,∞) the topological dual spaces of G2

0(Hγ ,R) and G2,γ
t,0 (Hγ ,R)

for t ∈ (0,∞) respectively. Moreover, we denote by M2(Hγ) the set of all probability measures µ : B(Hγ) →
[0, 1] which satisfy

∫

Hγ
‖x‖2Hγ

µ(dx) < ∞ and we consider the mapping I : M2(Hγ) → G2
0(Hγ ,R)

′ given by

(Iµ)(ϕ) =
∫

Hγ
ϕ(x)µ(dx) for all ϕ ∈ G2

0(Hγ ,R) and all µ ∈ M2(Hγ). Lemma 6 then proves that I is injective

and through I we can thus identify the probability measures M2(Hγ) with finite second moment as a subset
of linear forms in G2

0(Hγ ,R)
′. Next note that Proposition 3 proves that the probability measure PXt of the

solution process of the SPDE (47) at every time t ∈ (0, T ] has a finite second moment and is thus in M2(Hγ).
Hence, the linear form I(PXt

) =
∫

Hγ
(·) dPXt

∈ G2
0(Hγ ,R)

′ corresponding to the probability measure PXt
of

the solution of the SPDE (47) at time t ∈ (0, T ] is in G2
0(Hγ , V )′. In addition, observe that Theorem 2, in

particular, implies that
∫

Hγ
(·) dPXt ∈ G2,γ

t,0 (Hγ , V )′ for all t ∈ (0, T ]. Moreover, note that Lemma 5 implies

that G2,γ
t,0 (Hγ , V )′ ⊂ G2

0(Hγ , V )′ continuously for all t ∈ (0,∞). Theorem 2 thus proves for every t ∈ (0, T ]

that I(PXt) =
∫

Hγ
(·) dPXt does not only lie in G2

0(Hγ , V )′ but also in the smaller space G2,γ
t,0 (Hγ , V )′ too. In

this sense Theorem 2 proves more regularity of the probability measures PXt
, t ∈ (0, T ], of the solution of the

SPDE (47). It thus establishes “weak regularity” for the solution of the SPDE (47). In the remainder of this
subsection some further consequences of Theorem 2 are derived.

Corollary 5. Assume that the setting in Section 3.1 is fulfilled, assume α ≤ γ, assume β ≤ γ, let ρ ∈
[γ,min(α+1, β+ 1

2 )) be a real number, let (H̃, 〈·, ·〉H̃ , ‖·‖H̃) be a separable R-Hilbert space, let R, R̃ ∈ L(Hρ, H̃),

let ϕ ∈ C2
Lip(H̃, V ) and let ψ : Hρ → H̃ be given by ψ(x) = ϕ(Rx)− ϕ(R̃x) for all x ∈ Hρ. Then

‖Pt(ψ)‖G0
q(Hδ,V )

≤ max
(

1, ‖F‖G0
1(Hρ,Hα), ‖B‖2G0

1(Hρ,HS(U0,Hβ))

)

max

(

1, sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
q(Hρ,V ),G0

q(Hδ,V ))

]
)

· ‖ϕ‖C2
Lip(H̃,V )

max(t, 1)

tmax(r+ρ−δ,0)
‖R− R̃‖L(Hρ+r,H̃)

[

sup
u∈[ρ−δ,1]∪[0,1]

sup
s∈(0,t]

(

smax(u,0)‖eAs‖L(H,Hu)

)
]3

·
[
1 + ‖R‖L(Hρ,H̃) + ‖R̃‖L(Hρ,H̃)

]2
(

1 +

∫ 1

0

(1− s)
min(δ−ρ,0)

s[min(α−ρ,2β−2ρ)−r] ds

)

<∞

(90)
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for all t ∈ (0,∞), q ∈ [3,∞), δ ∈ [γ,∞) and all r ∈ [0,min(1 + α− ρ, 1 + 2β − 2ρ)). In particular, we have

sup
Φ∈C2

Lip(Hρ,V )\{0}

sup
S∈L(Hρ)

sup
t∈(0,T ]

(

tmax(r+ρ−δ,0) ‖Pt(Φ)− Pt

(
Φ(S(·))

)
‖G0

3(Hδ,V )

‖I − S‖L(Hρ+r,Hρ)

(
1 + ‖S‖2L(Hρ)

)
‖ϕ‖C2

Lip(Hρ,V )

)

<∞ (91)

for all δ ∈ [γ,∞) and all r ∈ [0,min(1 + α− ρ, 1 + 2β − 2ρ)).

Proof of Corollary 5. Throughout this the proof the real numbers κr,t ∈ [1,∞), r ∈ [0,∞), t ∈ (0,∞), defined
by

κr,t := sup
u∈[−r,1]

sup
s∈(0,t]

(

smax(u,0)‖eAs‖L(H,Hu)

)

<∞ (92)

for all r ∈ [0,∞) are used. The quantities κr,t, r ∈ [0,∞), t ∈ (0,∞), are indeed finite since eAt, t ∈ [0,∞), is
an analytic semigroup. The estimate

‖eAt‖L(Ha,Hb) = ‖eAt‖L(H,H(b−a)) ≤ κmax(a−b,0),t t
min(a−b,0) (93)

for all t ∈ (0,∞) and all a, b ∈ R with b− a ≤ 1 then shows

‖Kt(ψ)‖G0
q(Hδ,V ) ≤ ‖ϕ′‖L∞(H̃,L(H̃,V )) ‖R− R̃‖L(Hr,H̃) ‖eAt‖L(Hδ,Hr)

≤ ‖ϕ‖C2
Lip(H̃,V ) ‖R− R̃‖L(Hr,H̃) κmax(δ−r,0),t t

min(δ−r,0)
(94)

and

‖(Ktψ)
′‖G0

q−1(Hρ,L(Hα,V ))

≤ sup
x∈Hρ

‖(ϕ′(ReAtx)− ϕ′(R̃eAtx))ReAt‖L(Hα,V )
(
1 + ‖x‖Hρ

)(q−1)

+ sup
x∈Hρ

‖ϕ′(R̃eAtx)(R− R̃)eAt‖L(Hα,V )
(
1 + ‖x‖Hρ

)(q−1)

≤ ‖ϕ′′‖L∞(H̃,L(2)(H̃,V )) ‖R‖L(Hρ,H̃) ‖R− R̃‖L(Hr,H̃) ‖eAt‖L(Hα,Hρ) ‖eAt‖L(Hρ,Hr)
︸ ︷︷ ︸

≤(κ0,t)
2t(α−r)

+ ‖ϕ′‖L∞(H̃,L(H̃,V )) ‖R− R̃‖L(Hr,H̃) ‖eAt‖L(Hα,Hr)
︸ ︷︷ ︸

≤κ0,t t(α−r)

(95)

and

‖(Ktψ)
′′‖G0

q−2(Hρ,L(2)(Hβ ,V ))

≤ sup
x∈Hρ

sup
‖v‖Hβ

=‖w‖Hβ
=1

∥
∥
(
ϕ′′(ReAtx)− ϕ′′(R̃eAtx)

)
(ReAtv,ReAtw)

∥
∥
V

(
1 + ‖x‖Hρ

)(q−2)

+ sup
x∈Hρ

sup
‖v‖Hβ

=‖w‖Hβ
=1

∥
∥ϕ′′(R̃eAtx)

(
(R− R̃)eAtv,ReAtw

)∥
∥
V

(
1 + ‖x‖Hρ

)(q−2)

+ sup
x∈Hρ

sup
‖v‖Hβ

=‖w‖Hβ
=1

∥
∥ϕ′′(R̃eAtx)

(
R̃eAtv, (R− R̃)eAtw

)∥
∥
V

(
1 + ‖x‖Hρ

)(q−2)

≤




 sup
x,y∈H̃
x 6=y

‖ϕ′′(x)− ϕ′′(y)‖L(2)(H̃,V )

‖x− y‖H̃




 ‖R‖2

L(Hρ,H̃)
‖R− R̃‖L(Hr,H̃) ‖eAt‖2L(Hβ ,Hρ)

‖eAt‖L(Hρ,Hr)
︸ ︷︷ ︸

≤(κ0,t)
3t(2β−ρ−r)

+ ‖ϕ′′‖L∞(H̃,L(2)(H̃,V ))

[

‖R‖L(Hρ,H̃) + ‖R̃‖L(Hρ,H̃)

]

‖R− R̃‖L(Hr,H̃) ‖eAt‖L(Hβ ,Hρ) ‖eAt‖L(Hβ ,Hr)
︸ ︷︷ ︸

≤(κ0,t)
2t(2β−ρ−r)

(96)
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for all q ∈ [3,∞), t ∈ (0, T ], δ ∈ [γ,∞) and all r ∈ [ρ,min(1 + α, 1 + 2β − ρ)). Combining (94)–(96) implies

‖ψ‖δ,ρt,q−2 ≤ ‖ϕ‖C2
Lip(H̃,V ) ‖R− R̃‖L(Hr,H̃)

[
κmax(δ−r,0),t

]3 [
1 + ‖R‖L(Hρ,H̃) + ‖R̃‖L(Hρ,H̃)

]2

·
(

tmin(δ−r,0) +

∫ t

0

(t− s)
min(δ−ρ,0)

max
(

s(α−r), s(2β−ρ−r)
)

ds

)

≤ ‖ϕ‖C2
Lip(H̃,V ) ‖R− R̃‖L(Hr,H̃)

[
κmax(δ−r,0),t

]3 [
1 + ‖R‖L(Hρ,H̃) + ‖R̃‖L(Hρ,H̃)

]2
max

(
1, t|2β−ρ−α|

)

·
(

tmin(δ−r,0) + t[min(δ−ρ,0)+min(α,2β−ρ)+1−r]

∫ 1

0

(1− s)
min(δ−ρ,0)

smin(α−r,2β−ρ−r) ds

)

≤ ‖ϕ‖C2
Lip(H̃,V ) ‖R− R̃‖L(Hr,H̃)

[
κmax(δ−r,0)

]3 [
1 + ‖R‖L(Hρ,H̃) + ‖R̃‖L(Hρ,H̃)

]2
max(t, 1)

· tmin(δ−r,0)

(

1 +

∫ 1

0

(1− s)
min(δ−ρ,0)

smin(α−r,2β−ρ−r) ds

)

(97)

for all t ∈ (0, T ], q ∈ [3,∞), δ ∈ [γ,∞) and all r ∈ [ρ,min(1 + α, 1 + 2β − ρ)). Next observe that Theorem 2
implies that

‖Pt(ψ)‖G0
q(Hδ,V ) ≤ max

(

1, ‖F‖G0
1(Hρ,Hα), ‖B‖2G0

1(Hρ,HS(U0,Hβ))

)

·max

(

1, sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
q(Hρ,V ),G0

q(Hδ,V ))

]
)

· ‖ψ‖δ,ρt,q−2

(98)

for all t ∈ (0, T ], q ∈ [3,∞) and all δ ∈ [γ,∞). Combining (97) and (98) then shows (90). Inequality (90)
implies (91). This completes the proof of Corollary 5.

In the remainder of this subsection, Corollary 5 is illustrated by three simple consequences (Corollary 6,
Corollary 7 and Corollary 8). Corollary 6 follows immediately from inequality (91) in Corollary 5 and its proof
is therefore omitted.

Corollary 6 (Spatial weak semigroup regularity). Assume that the setting in Section 3.1 is fulfilled and assume
α ≤ γ and β ≤ γ. Then

sup
ϕ∈C2

Lip(Hρ,V )\{0}

sup
t∈(0,T ]

sup
h∈(0,T ]

(

tmax(ρ−δ+r,0) ‖Pt(Kh(ϕ))− Pt(ϕ)‖G0
3(Hδ,V )

hr ‖ϕ‖C2
Lip(Hρ,V )

)

<∞ (99)

for all δ ∈ [γ,∞), r ∈ [0, 1+α− ρ)∩ [0, 1+ 2β − 2ρ) and all ρ ∈ [γ, α+1)∩ [γ, β + 1
2 ). In particular, if the real

number p ∈ [2,∞) in Assumption 4 satisfies p ≥ 3, then

sup
ϕ∈C2

Lip(Hγ ,V )\{0}

sup
t∈[0,T ]

sup
h∈(0,T ]

(

tr
∥
∥E
[
ϕ(eAhXt)

]
− E

[
ϕ(Xt)

]∥
∥
V

hr ‖ϕ‖C2
Lip(Hγ ,V )

)

<∞ (100)

for all r ∈ [0, 1 + α− γ) ∩ [0, 1 + 2β − 2γ).

Corollary 7 (Temporal weak regularity). Assume that the setting in Section 3.1 is fulfilled and assume α ≤ γ
and β ≤ γ. Then

sup
t1,t2∈(0,T ]

t1<t2

( |t1|max(ρ−δ+r,0) ‖Pt2 − Pt1‖L(C2
Lip(Hρ,V ),G0

3(Hδ,V ))

|t2 − t1|r

)

<∞ (101)

for all δ ∈ [γ,∞), r ∈ [0, 1+α− ρ)∩ [0, 1+ 2β − 2ρ) and all ρ ∈ [γ, α+1)∩ [γ, β + 1
2 ). In particular, if the real

number p ∈ [2,∞) in Assumption 4 satisfies p ≥ 3, then

sup
ϕ∈C2

Lip(Hγ ,V )\{0}

sup
t1,t2∈[0,T ]

t1 6=t2

(

|t1|r
∥
∥E
[
ϕ(Xt2)

]
− E

[
ϕ(Xt1)

]∥
∥
V

|t2 − t1|r ‖ϕ‖C2
Lip(Hγ ,V )

)

<∞ (102)

for all r ∈ [0, 1 + α− γ) ∩ [0, 1 + 2β − 2γ).
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Proof of Corollary 7. First, define real numbers cρ,δ,r ∈ [0,∞), r ∈ [0, 1 + α− ρ) ∩ [0, 1 + 2β − 2ρ), δ ∈ [γ,∞),
ρ ∈ [γ, α+ 1) ∩ [γ, β + 1

2 ), through

cρ,δ,r := sup
ϕ∈C2

Lip(Hρ,V )\{0}

sup
t∈(0,T ]

sup
h∈(0,T ]

(

tmax(ρ−δ+r,0) ‖Pt(Kh(ϕ))− Pt(ϕ)‖G0
3(Hδ,V )

hr ‖ϕ‖C2
Lip(Hρ,V )

)

<∞ (103)

for all r ∈ [0, 1 + α− ρ) ∩ [0, 1 + 2β − 2ρ), δ ∈ [γ,∞) and all ρ ∈ [γ, α+ 1) ∩ [γ, β + 1
2 ). Corollary 6 shows that

these real numbers are indeed finite. In the next step we combine (70) and the definition of cρ,δ,r ∈ [0,∞) to
obtain that

|t1|max(ρ−δ+r,0) ‖(Pt2ϕ)(x)− (Pt1ϕ)(x)‖V
|t2 − t1|r

≤
|t1|max(ρ−δ+r,0)

∥
∥(Pt1K(t2−t1)ϕ)(x)− (Pt1ϕ)(x)

∥
∥
V

|t2 − t1|r
+

∫ t2

t1




smax(ρ−δ+r,0) ‖(Ps L

(0)
(t2−s)ϕ)(x)‖V

|t2 − t1|r



 ds

≤ cρ,δ,r [1 + ‖x‖Hδ
]
3 ‖ϕ‖C2

Lip(Hρ,V ) + (1 + T )

∫ t2

t1




smax(ρ−δ,0) ‖(Ps L

(0)
(t2−s)ϕ)(x)‖V

|t2 − t1|min(1+α−ρ,1+2β−2ρ)



 ds

≤ cρ,δ,r [1 + ‖x‖Hδ
]
3 ‖ϕ‖C2

Lip(Hρ,V )

+ (1 + T )

[

sup
t∈(0,T ]

sup
s∈(0,t)

(

smax(ρ−δ,0) |t− s|max(ρ−α,2ρ−2β) ‖(Ps L
(0)
t−sϕ)(x)‖V

)
]

(104)

for all t1, t2 ∈ (0, T ] with t1 < t2, x ∈ Hδ, r ∈ [0, 1 + α− ρ) ∩ [0, 1 + 2β − 2ρ), δ ∈ [γ,∞), ϕ ∈ C2
Lip(Hρ, V ) and

all ρ ∈ [γ, α+ 1) ∩ [γ, β + 1
2 ). Furthermore, observe that Lemma 4 shows that

sup
s∈(0,t)

[

smax(ρ−δ,0) (t− s)
max(ρ−α,2ρ−2β) ‖Ps(L

(0)
t−s(ϕ))‖G0

3(Hδ,V )

]

≤ sup
s∈(0,t)

[

smax(ρ−δ,0)‖Ps‖L(G0
3(Hρ,V ),G0

3(Hδ,V )) (t− s)
max(ρ−α,2ρ−2β) ‖L(0)

t−s(ϕ))‖G0
3(Hδ,V )

]

≤
[

sup
s∈(0,t)

smax(ρ−δ,0)‖Ps‖L(G0
3(Hρ,V ),G0

3(Hδ,V ))

]

max
(
‖F‖G0

1(Hρ,Hα), ‖B‖2G0
1(Hρ,HS(U0,Hβ))

)

·
[

sup
s∈(0,t)

smax(ρ−α,2ρ−2β)
(

‖(Ksϕ)
′‖G0

2(Hρ,L(Hα,V )) + ‖(Ksϕ)
′′‖G0

1(Hρ,L(2)(Hβ ,V ))

)
]

≤
[

sup
s∈(0,T ]

smax(ρ−δ,0)‖Ps‖L(G0
3(Hρ,V ),G0

3(Hδ,V ))

]

max
(
‖F‖G0

1(Hρ,Hα), ‖B‖2G0
1(Hρ,HS(U0,Hβ))

)

·max

(

1, sup
s∈[0,T ]

‖eAs‖2L(H)

)

·
[

sup
s∈(0,T ]

smax(ρ−α,2ρ−2β)
(

‖eAs‖L(Hα,Hρ) ‖ϕ′‖G0
2(Hρ,L(Hρ,V )) + ‖eAs‖2L(Hβ ,Hρ)

‖ϕ′′‖G0
1(Hρ,L(2)(Hρ,V ))

)
]

≤
[

sup
s∈(0,T ]

smax(ρ−δ,0) ‖Ps‖L(G0
3(Hρ,V ),G0

3(Hδ,V ))

]

max
(
‖F‖G0

1(Hρ,Hα), ‖B‖2G0
1(Hρ,HS(U0,Hβ))

)

·max

(

1, sup
s∈[0,T ]

‖eAs‖2L(H)

)
(

‖ϕ′‖G0
2(Hρ,L(Hρ,V )) + ‖ϕ′′‖G0

1(Hρ,L(2)(Hρ,V ))

)

·
[

sup
s∈(0,T ]

smax(ρ−α,2ρ−2β) max
(
‖eAs‖L(Hα,Hρ), ‖eAs‖2L(Hβ ,Hρ)

)

]

(105)

for all t ∈ (0, T ], δ ∈ [γ,∞), ϕ ∈ G2
1(Hρ, V ) and all ρ ∈ [γ, α + 1) ∩ [γ, β + 1

2 ). Combining (104) and (105)
completes the proof of Corollary 7.
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Corollary 8 (Galerkin approximations). Assume that the setting in Section 3.1 is fulfilled, assume α ≤ γ and
β ≤ γ, let ρ ∈ [γ, α+ 1) ∩ [γ, β + 1

2 ) and δ ∈ [γ,∞) be real numbers and let PN ∈ L(Hρ), N ∈ N, be a sequence
of bounded linear operators with supN∈N ‖PN‖L(Hρ) <∞. Then

sup
ϕ∈C2

Lip(Hρ,V )\{0}

sup
N∈N

sup
t∈(0,T ]

(

tmax(ρ−δ+r,0) ‖Pt(ϕ)− Pt(ϕ(PN (·)))‖G0
3(Hδ,V )

‖I − PN‖L(Hρ+r,Hρ) ‖ϕ‖C2
Lip(Hρ,V )

)

<∞ (106)

for all r ∈ [0, 1 + α − ρ) ∩ [0, 1 + 2β − 2ρ). In particular, if (λn)n∈N ⊂ (0,∞) is a non-decreasing sequence of
real numbers, if (en)n∈N ⊂ H is an orthonormal basis of H with D(A) = {v ∈ H :

∑∞
n=1 |λn|2| 〈en, v〉H |2 <∞}

and Av =
∑∞

n=1 −λn 〈en, v〉H en for all v ∈ D(A), if ρ = γ = 0 and p ≥ 3 and if PN (v) =
∑N

n=1 〈en, v〉H en for
all v ∈ H, N ∈ N, then

sup
ϕ∈C2

Lip(H,V )\{0}

sup
N∈N

sup
t∈(0,T ]

(

tmax(r−δ,0) ‖Pt(ϕ)− Pt(ϕ(PN (·)))‖G0
3(Hδ,V )

(λN )−r ‖ϕ‖C2
Lip(H,V )

)

<∞ (107)

and

sup
ϕ∈C2

Lip(H,V )\{0}

sup
N∈N

sup
t∈(0,T ]

(

tr
∥
∥E
[
ϕ(Xt)

]
− E

[
ϕ(PN (Xt))

]∥
∥
V

(λN )−r ‖ϕ‖C2
Lip(H,V )

)

<∞ (108)

for all r ∈ [0, 1 + α) ∩ [0, 1 + 2β).

Corollary 8 follows directly from Corollary 5 and its proof is therefore omitted. Corollary 8 is a certain
spatial weak numerical approximation result for SPDEs. Further weak numerical approximation results for
SPDEs can be found in [43, 25, 27, 32, 44, 73, 26, 62, 63, 7, 65].

3.2.4 Stochastic Taylor expansions for solutions of SPDEs

A further application of the mild Itô formula (53) is the derivation of stochastic Taylor expansions for solutions
of stochastic partial differential equations. In Kloeden & Platen [59] stochastic Taylor expansions are derived
for solutions of finite dimensional stochastic ordinary differential equations by an iterated application of the
standard Itô formula. Clearly, this strategy can not be accomplished in the infinite dimensional SPDE setting
since the standard Itô formula can, in general, not be applied to the solution process of an SPDE. However,
by using the mild Itô formula (53) instead of the standard Itô formula, this approach can be generalized to
solutions of SPDEs in a straightforward way. The main difference to the finite dimensional setting in Kloeden

& Platen [59] is that the linear operators L
(0)
t , t ∈ (0, T ], and L

(1)
t , t ∈ (0, T ], in (55) and (57) here depend

explicitly on the time variable t ∈ (0, T ] too (compare (55) and (57) here with (1.13) and (1.14) in Chapter 5
in [59]; see also Theorem 3 and Theorem 4 below for more details). Similar and related stochastic Taylor
expansions for SPDEs can be found in Buckdahn & Ma [11], Bayer & Teichmann [4], Conus [15], Jentzen &
Kloeden [54], Buckdahn, Bulla & Ma [10] and Jentzen [49].

For formulating the stochastic Taylor expansions below some notations are introduced (see also Chapter 5 in
[59]). By M := {∅}∪(∪∞

n=1{0, 1}n) the set of multi-indices is denoted. Moreover, define two functions |·| : M →
{0, 1, 2, . . . } and −(·) : M\{∅} → M by |∅| := 0, by |(α1, α2, . . . , αn)| := n and by −(α1, α2, . . . , αn) :=
(α2, α3, . . . , αn) for all α1, α2, . . . , αn ∈ {0, 1} and all n ∈ N. Thus note that |α| ≥ 1 and α1, . . . , α|α| ∈ {0, 1}
for all α ∈ A\{∅}. Furthermore, a finite nonempty subset A ⊂ M of M is called hierarchical set if −α ∈ A for
all α ∈ A\{∅}. Next define a function B : P(M) → P(M) by B(A) := {α ∈ M\A : − α ∈ A} for all A ⊂ M.
Finally, let W 0 : [0, T ] → R be a function and let (W 1

t )t∈[0,T ] be a cylindrical Q-Wiener process defined by
W 0(t) := t and W 1

t :=Wt for all t ∈ [0, T ]. Using this notation the mild Itô formula (58) can be written as

ϕ(Xt) = ϕ(eA(t−t0)Xt0) +

1∑

i=0

∫ t

t0

(
L
(i)
(t−s)ϕ

)
(Xs) dW

i
s (109)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C2(Hγ , V ). Moreover, for two normed R-vector spaces and
n ∈ {0, 1, 2, . . . } we define Cn

b (V1, V2) :=
{
ϕ ∈ Cn(V1, V2) : ‖ϕ‖L∞(V1,V2) +

∑n
k=1 ‖ϕ(k)‖L∞(V1,L(k)(V1,V2)) <∞

}
,

Cb(V1, V2) := C0
b (V1, V2) and C

∞
b (V1, V2) := ∩k∈NC

k
b (V1, V2). We are now ready to present the stochastic Taylor

expansions based on the mild Itô formula (109).
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Theorem 3 (Strong stochastic Taylor expansions). Assume that the setting in Section 3.1 is fulfilled, assume
F ∈ C∞

b (Hγ , Hα), assume B ∈ C∞
b (Hγ , HS(U0, Hβ)) and let ϕ ∈ C∞

b (Hγ , V ). Then

ϕ(Xt) = ϕ
(
eA(t−t0)Xt0

)
(110)

+
∑

α∈A
α 6=∅

∫ t

t0

∫ s|α|

t0

. . .

∫ s2

t0

(

L
(α1)
(s2−s1)

. . . L
(α|α|−1)

(s|α|−s|α|−1)
L
(α|α|)

(t−s|α|)
ϕ
)(
eA(s1−t0)Xt0

)
dWα1

s1 dWα2
s2 . . . dW

α|α|
s|α|

+
∑

α∈B(A)

∫ t

t0

∫ s|α|

t0

. . .

∫ s2

t0

(

L
(α1)
(s2−s1)

. . . L
(α|α|−1)

(s|α|−s|α|−1)
L
(α|α|)

(t−s|α|)
ϕ
)(
Xs1

)
dWα1

s1 dWα2
s2 . . . dW

α|α|
s|α|

for all t0, t ∈ [0, T ] with t0 ≤ t and all hierarchical sets A ⊂ M.

Proof of Theorem 3. Theorem 3 immediately follows from an iterated application of the mild Itô formula (109).

The term ϕ
(
eA(t−t0)Xt0

)
+
∑

α∈A,α 6=∅ . . . , t ∈ [t0, T ], on the left hand side of (110) is referred as strong
stochastic Taylor approximation (or truncated strong stochastic Taylor expansion) of ϕ(Xt), t ∈ [t0, T ], corre-
sponding to the hierarchical set A ⊂ M for t0 ∈ [0, T ]. The expression

∑

α∈B(A) . . . , t ∈ [t0, T ], on the left

hand side of (110) is called remainder term of the strong stochastic Taylor expansions of ϕ(Xt), t ∈ [t0, T ],
corresponding to the hierarchical set A ⊂ M for t0 ∈ [0, T ]. Next observe that, in the case H = R

d with d ∈ N

and A = 0, Theorem 3 essentially reduces to Theorem 5.5.1 in Kloeden & Platen [59]. Let us also add the
following remark on possible generalizations of Theorem 3.

Remark 2. The assumption in Theorem 3 that F , B and ϕ are infinitely often Fréchet differentiable can be
relaxed. To be more precise, to obtain (110) for a given hierarchical set A ⊂ M, it is sufficient to assume

that F ∈ Cb(Hγ , Hα) is maxα∈B(A),α1=0 min
{
2k − 2 −∑k−1

i=1 αi : k ∈ {1, . . . , |α|}, αk+1 = . . . = α|α| = 1
}
–

times, that B ∈ Cb(Hγ , HS(U0, Hβ)) is maxα∈B(A)(2|α| − 2 −∑|α|−1
i=1 αi)–times and that ϕ ∈ Cb(Hγ , V ) is

maxα∈B(A)(2|α| −
∑|α|

i=1 αi)–times continuously Fréchet differentiable with globally bounded Fréchet derivatives.
Moreover, the boundedness assumptions on F,B and ϕ and its derivatives can be reduced if p ∈ [2,∞) in
Assumption 4 is assumed to be sufficiently large.

In the next step Theorem 3 is illustrated with two possible examples. First, in the case of the hierarchical
set A = {∅}, equation (110) reduces to (109), i.e., we have

ϕ(Xt) = ϕ(eA(t−t0)Xt0)
︸ ︷︷ ︸

strong stochastic Taylor
approximation corresponding
to the hierarchical set A={∅}

+

1∑

i=0

∫ t

t0

(
L
(i)
(t−s)ϕ

)
(Xs) dW

i
s

︸ ︷︷ ︸

remainder term corresponding
to the hierarchical set A={∅}

(111)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C∞
b (Hγ , V ). Second, in the case of the hierarchical set

A = {∅, (1)}, equation (110) simplifies to

ϕ(Xt) = ϕ(eA(t−t0)Xt0) +

∫ t

t0

ϕ′(eA(t−t0)Xt0) e
A(t−s)B(eA(s−t0)Xt0) dWs

︸ ︷︷ ︸

strong stochastic Taylor approximation corresponding to A={∅,(1)}

+

∫ t

t0

(
L
(0)
(t−s)ϕ

)
(Xs) ds+

∫ t

t0

∫ s

t0

(
L
(0)
(s−u)L

(1)
(t−s)ϕ

)
(Xu) du dWs

+

∫ t

t0

∫ s

t0

(
L
(1)
(s−u)L

(1)
(t−s)ϕ

)
(Xu) dWu dWs

︸ ︷︷ ︸

remainder term corresponding to A={∅,(1)}

(112)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C∞
b (Hγ , V ). After having presented strong stochastic Taylor

expansions in Theorem 3, we now formula the corresponding weak stochastic Taylor expansions based on the
mild Itô formula (109).
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Theorem 4 (Weak stochastic Taylor expansions). Assume that the setting in Section 3.1 is fulfilled, let n ∈ N,

assume F ∈ C
(2n−2)
b (Hγ , Hα), assume B ∈ C

(2n−2)
b (Hγ , HS(U0, Hβ)) and let ϕ ∈ C2n

b (Hγ , V ). Then

E
[
ϕ(Xt)

]
= E

[
ϕ
(
eA(t−t0)Xt0

)]

+

n−1∑

k=1

∫ t

t0

∫ sk

t0

. . .

∫ s2

t0

E

[(
L
(0)
(s2−s1)

. . . L
(0)
(sk−sk−1)

L
(0)
(t−sk)

ϕ
)(

eA(s1−t0)Xt0

)]

ds1 ds2 . . . dsk

+

∫ t

t0

∫ sn

t0

. . .

∫ s2

t0

E

[(
L
(0)
(s2−s1)

. . . L
(0)
(sn−sn−1)

L
(0)
(t−sn)

ϕ
)
(Xs1)

]

ds1 ds2 . . . dsn (113)

for all t0, t ∈ [0, T ] with t0 ≤ t.

Proof of Theorem 4. Equation (113) immediately follows by taking expectations on both sides of equation (110)

with the hierarchical set A = {α ∈ M : |α| ≤ n,
∑|α|

i=1 αi = 0}.

Using definition (69), the weak stochastic Taylor expansions in Theorem 4 can also be written in the following
form.

Corollary 9. Assume that the setting in Section 3.1 is fulfilled, let n ∈ N, assume F ∈ C
(2n−2)
b (Hγ , Hα),

assume B ∈ C
(2n−2)
b (Hγ , HS(U0, Hβ)) and let ϕ ∈ C2n

b (Hγ , V ). Then

(
Ptϕ

)
(x) =

(
Ktϕ

)
(x)

+

n−1∑

k=1

∫ t

0

∫ sk

0

. . .

∫ s2

0

(
Ks1 L

(0)
(s2−s1)

. . . L
(0)
(sk−sk−1)

L
(0)
(t−sk)

ϕ
)
(x) ds1 ds2 . . . dsk

+

∫ t

0

∫ sn

0

. . .

∫ s2

0

(
Ps1 L

(0)
(s2−s1)

. . . L
(0)
(sn−sn−1)

L
(0)
(t−sn)

ϕ
)
(x) ds1 ds2 . . . dsn

(114)

for all x ∈ Hγ and all t ∈ [0,∞).

3.2.5 Further mild Itô formulas for solutions of SPDEs

This subsection presents two slightly different variants (Corollary 10 and Proposition 4) of the mild Itô formula
in Corollary 2. Both variants assume that the test function ϕ in Corollary 2 fulfills additional regularity. The
first variant (see Corollary 10 below) is a direct consequence of Corollary 2.

Corollary 10 (Another - somehow mild - Itô type formula for solutions of SPDEs). Assume that the setting
in Section 3.1 is fulfilled. Then

P

[∫ t

t0

∥
∥ϕ′
(
(I + eA(t−t0) − eA(t−s))Xt0

)∥
∥
L(Hr,V )

∥
∥AeA(t−s)Xt0

∥
∥
Hr
ds <∞

]

= 1 (115)

and

ϕ(Xt) = ϕ(Xt0) +

∫ t

t0

ϕ′
(
(I + eA(t−t0) − eA(t−s))Xt0

)
AeA(t−s)Xt0 ds

+

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)F (Xs) ds+

∫ t

t0

ϕ′(eA(t−s)Xs) e
A(t−s)B(Xs) dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(eA(t−s)Xs)
(
eA(t−s)B(Xs)gj , e

A(t−s)B(Xs)gj
)
ds

(116)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t, ϕ ∈ C2(Hr, V ) and all r ∈ (−∞, γ).

Proof of Corollary 10. Let r ∈ (−∞, γ) be a fixed real number and define a family X̄t0,t : [t0, t] × Ω → Hr,
(t0, t) ∈ ∠, of adapted stochastic processes with continuous sample paths by

X̄t0,t
u := Xt0 +

∫ u

t0

AeA(t−s)Xt0 ds = Xt0 + eA(t−u)
(

eA(u−t0) − I
)

Xt0

=
(

I + eA(t−t0) − eA(t−u)
)

Xt0

(117)
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for all u ∈ [t0, t] and all t0, t ∈ [0, T ] with t0 ≤ t. The fundamental theorem of calculus then implies

ϕ(eA(t−t0)Xt0) = ϕ

(

Xt0 +

∫ t

t0

AeA(t−s)Xt0 ds

)

= ϕ(X̄t0,t
t )

= ϕ(Xt0) +

∫ t

t0

ϕ′(X̄t0,t
s )AeA(t−s)Xt0 ds

(118)

for all t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C2(Hr, V ). Combining (118) and Corollary 10 then completes the
proof of Corollary 2.

Observe that equations (50)–(52) and equation (115) ensure that all deterministic and stochastic integrals
in (116) are well defined.

Proposition 4 (A further - somehow mild - Itô type formula for solutions of SPDEs). Assume that the setting
in Section 3.1 is fulfilled. Then

P

[∫ t

t0

∥
∥ϕ′
(
Xt0 + eA(t−s)(Xs −Xt0)

)∥
∥
L(Hr,V )

∥
∥AeA(t−s)Xt0

∥
∥
Hr
ds <∞

]

= 1, (119)

P

[∫ t

t0

∥
∥ϕ′
(
Xt0 + eA(t−s)(Xs −Xt0)

)∥
∥
L(Hr,V )

∥
∥eA(t−s)F (Xs)

∥
∥
Hr
ds <∞

]

= 1, (120)

P

[∫ t

t0

∥
∥ϕ′
(
Xt0 + eA(t−s)(Xs −Xt0)

)
eA(t−s)B(Xs)

∥
∥
2

HS(U0,V )
ds <∞

]

= 1, (121)

P

[∫ t

t0

∥
∥ϕ′′

(
Xt0 + eA(t−s)(Xs −Xt0)

)∥
∥
L(2)(Hr,V )

∥
∥eA(t−s)B(Xs)

∥
∥
2

HS(U0,Hr)
ds <∞

]

= 1 (122)

and

ϕ(Xt) = ϕ(Xt0) +

∫ t

t0

ϕ′
(
Xt0 + eA(t−s)(Xs −Xt0)

)[
AeA(t−s)Xt0 + eA(t−s)F (Xs)

]
ds

+

∫ t

t0

ϕ′
(
Xt0 + eA(t−s)(Xs −Xt0)

)
eA(t−s)B(Xs) dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′
(
Xt0 + eA(t−s)(Xs −Xt0)

)(
eA(t−s)B(Xs)gj , e

A(t−s)B(Xs)gj
)
ds

(123)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t, ϕ ∈ C2(Hr, V ) and all r ∈ (−∞, γ).

Proof of Proposition 4. First, observe that the well known identity eAtv = v +
∫ t

0
AeAsv ds for all v ∈ Hγ and

all t ∈ [0,∞) shows

Xt = Xt0 +

∫ t

t0

[

AeA(t−s)Xt0 + eA(t−s)F (Xs)
]

ds+

∫ t

t0

eA(t−s)B(Xs) dWs (124)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t. In the next step let r ∈ (−∞, γ) be a fixed real number and let
X̄t0,t : [t0, t] × Ω → Hr, (t0, t) ∈ ∠, be a family of adapted stochastic processes with continuous sample paths
given by

X̄t0,t
u = Xt0 +

∫ u

t0

[

AeA(t−s)Xt0 + eA(t−s)F (Xs)
]

ds+

∫ u

t0

eA(t−s)B(Xs) dWs

= Xt0 + eA(t−t0)Xt0 − eA(t−u)Xt0 +

∫ u

t0

eA(t−s)F (Xs) ds+

∫ u

t0

eA(t−s)B(Xs) dWs

(125)

P-a.s. for all u ∈ [t0, t] and all t0, t ∈ [0, T ] with t0 ≤ t (see also (35) above). The standard Itô formula in infinite
dimensions (see Theorem 2.4 in Brzeźniak, Van Neerven, Veraar & Weis [9]) then gives

ϕ(X̄t0,t
u ) = ϕ(X̄t0,t

t0 ) +

∫ u

t0

ϕ′(X̄t0,t
s )

[

AeA(t−s)Xt0 + eA(t−s)F (Xs)
]

ds

+

∫ u

t0

ϕ′(X̄t0,t
s ) eA(t−s)B(Xs) dWs

+
1

2

∑

j∈J

∫ u

t0

ϕ′′(X̄t0,t
s )

(

eA(t−s)B(Xs)gj , e
A(t−s)B(Xs)gj

)

ds

(126)
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P-a.s. for all u ∈ [t0, t], t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C2(Hr, V ). This, in particular, shows

ϕ(X̄t0,t
t ) = ϕ(Xt) = ϕ(Xt0) +

∫ t

t0

ϕ′(X̄t0,t
s )

[

AeA(t−s)Xt0 + eA(t−s)F (Xs)
]

ds

+

∫ t

t0

ϕ′(X̄t0,t
s ) eA(t−s)B(Xs) dWs

+
1

2

∑

j∈J

∫ t

t0

ϕ′′(X̄t0,t
s )

(

eA(t−s)B(Xs)gj , e
A(t−s)B(Xs)gj

)

ds

(127)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and all ϕ ∈ C2(Hr, V ) (see also (38) above). Putting the identity

X̄t0,t
s = Xt0 +

∫ s

t0

[

AeA(t−u)Xt0 + eA(t−u)F (Xu)
]

ds+

∫ s

t0

eA(t−u)B(Xu) dWu

= Xt0 + eA(t−s)

∫ s

t0

[

AeA(s−u)Xt0 + eA(s−u)F (Xu)
]

ds

+ eA(t−s)

∫ s

t0

eA(s−u)B(Xu) dWu = Xt0 + eA(t−s) (Xs −Xt0)

(128)

P-a.s. for all s ∈ [t0, T ] and all t0, t ∈ [0, T ] with t0 ≤ t (see also (39) above) into (127) finally shows (123). The
proof of Proposition 4 is thus completed.

Note that equations (119)–(122) imply that all deterministic and stochastic integrals in (123) are well defined.
Finally, observe that the Itô type formulas in Corollary 10 and Proposition 4 can be generalized to the more
general case of mild Itô processes (or mild semimartingales, cf. Remark 1) if additional assumptions on the
semigroup are fulfilled.

3.3 Numerical approximations processes for SPDEs

This subsection demonstrates how different types of numerical approximation processes for SPDEs can be
formulated as mild Itô processes. To this end the following notation is used. Let ⌊·⌋N : [0, T ] → [0, T ], N ∈ N,
be a sequence of mappings given by

⌊t⌋N := max
(

s ∈
{

0, T
N ,

2T
N , . . . , (N−1)T

N , T
}

: s ≤ t
)

(129)

for all t ∈ [0, T ] and all N ∈ N. Both Euler (see Subsection 3.3.1) and Milstein (see Subsection 3.3.2) type
approximations for SPDEs are formulated as mild Itô processes. We begin with Euler type approximations for
SPDEs in Subsection 3.3.1.

3.3.1 Euler type approximations for SPDEs

It is illustrated here how exponential Euler approximations, accelerated exponential Euler approximations,
linear implicit Euler approximations and linear implicit Crank-Nicolson approximations can be formulated as
mild Itô processes.

Exponential Euler approximations for SPDEs Let Y N : [0, T ] × Ω → Hγ , N ∈ N, be a sequence of
predictable stochastic processes given by

Y N
t = eAt ξ +

∫ t

0

eA(t−⌊s⌋N ) F
(
Y N
⌊s⌋N

)
ds+

∫ t

0

eA(t−⌊s⌋N )B
(
Y N
⌊s⌋N

)
dWs

= eAt ξ +

∫ t

0

eA(t−s) eA(s−⌊s⌋N ) F
(
Y N
⌊s⌋N

)
ds+

∫ t

0

eA(t−s) eA(s−⌊s⌋N )B
(
Y N
⌊s⌋N

)
dWs

(130)

P-a.s. for all t ∈ [0, T ] and all N ∈ N. Observe that for each N ∈ N the stochastic process Y N : [0, T ]×Ω → Hγ

is a mild Itô process with semigroup eA(t2−t1) ∈ L(Hmin(α,β,γ), Hγ), (t1, t2) ∈ ∠, with mild drift

eA(t−⌊t⌋N ) F
(
Y N
⌊t⌋N

)
, t ∈ [0, T ], (131)

and with mild diffusion
eA(t−⌊t⌋N )B

(
Y N
⌊t⌋N

)
, t ∈ [0, T ]. (132)
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Proposition 1 hence shows

Y N
t = eA(t−t0) Y N

t0 +

∫ t

t0

eA(t−⌊s⌋N ) F
(
Y N
⌊s⌋N

)
ds+

∫ t

t0

eA(t−⌊s⌋N )B
(
Y N
⌊s⌋N

)
dWs (133)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and from (133) we conclude

Y N
(n+1)T

N

= eA
T
N Y N

nT
N

+

∫ (n+1)T
N

nT
N

eA
T
N F

(
Y N

nT
N

)
ds+

∫ (n+1)T
N

nT
N

eA
T
N B

(
Y N

nT
N

)
dWs

= eA
T
N

(

Y N
nT
N

+
T

N
· F
(
Y N

nT
N

)
+

∫ (n+1)T
N

nT
N

B
(
Y N

nT
N

)
dWs

) (134)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. The mild Itô processes Y N , N ∈ N, are thus nothing
else but appropriate time continuous interpolations of exponential Euler approximations (a.k.a. splitting-up
approximations or exponential integrator approximations; see, e.g., [37, 74, 17, 77] and the references therein).
Note that the mild drift (131) and the mild diffusion (132) of the exponential Euler approximations (134) contain
the correction term eA(t−⌊t⌋N ), t ∈ [0, T ], when compared to the mild drift (48) and the mild diffusion (49) of
the exact solution of the SPDE (47).

Accelerated exponential Euler approximations for SPDEs This paragraph demonstrates that acceler-
ated exponential Euler approximations can be written as mild Itô processes. Let Ỹ N : [0, T ]×Ω → Hγ , N ∈ N,
be a sequence of predictable stochastic processes given by

Ỹ N
t = eAt ξ +

∫ t

0

eA(t−s) F
(
Ỹ N
⌊s⌋N

)
ds+

∫ t

0

eA(t−s)B
(
Ỹ N
⌊s⌋N

)
dWs (135)

P-a.s. for all t ∈ [0, T ] and all N ∈ N. Note that for each N ∈ N the stochastic process Ỹ N : [0, T ]×Ω → Hγ is
a mild Itô process with semigroup eA(t2−t1) ∈ L(Hmin(α,β,γ), Hγ), (t1, t2) ∈ ∠, with mild drift

F
(
Ỹ N
⌊t⌋N

)
, t ∈ [0, T ], (136)

and with mild diffusion
B
(
Ỹ N
⌊t⌋N

)
, t ∈ [0, T ]. (137)

Proposition 1 therefore gives

Ỹ N
t = eA(t−t0) Ỹ N

t0 +

∫ t

t0

eA(t−s) F
(
Ỹ N
⌊s⌋N

)
ds+

∫ t

t0

eA(t−s)B
(
Ỹ N
⌊s⌋N

)
dWs (138)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t and this implies

Ỹ N
(n+1)T

N

= eA
T
N Ỹ N

nT
N

+

(
∫ T

N

0

eAs ds

)

F
(
Ỹ N

nT
N

)
+

∫ (n+1)T
N

nT
N

eA(
(n+1)T

N −s)B
(
Ỹ N

nT
N

)
dWs (139)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. In particular, in the case of additive noise, i.e., B(v) = B(0)
for all v ∈ Hγ , equation (139) reduces to

Ỹ N
(n+1)T

N

= eA
T
N Ỹ N

nT
N

+

(
∫ T

N

0

eAs ds

)

F
(
Ỹ N

nT
N

)
+

∫ (n+1)T
N

nT
N

eA(
(n+1)T

N −s)B(0) dWs (140)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. The mild Itô processes Ỹ N , N ∈ N, are thus nothing else
but appropriate time continuous interpolations of the numerical approximations in [53] in the case of additive
noise (see (3.3) in [53]) and in [49] in the general case (see (21) and (50) in [49]).

Note that the mild drift (136) and the diffusion (137) of the approximation processes (135) do not contain
the correction term eA(t−⌊t⌋N ), t ∈ [0, T ], in mild drift (131) and the mild diffusion (132) of the exponential Euler
approximations (130). The approximation processes (135) thus seem to be more close to the exact solution (47)
than the exponential Euler approximations (130) (compare the mild drifts (136), (131), (48) and the mild
diffusions (137), (132), (49)). Indeed, under suitable assumptions, it has been shown (see [53, 55] for details)
that Ỹ N , N ∈ N, converges to X significantly faster than Y N , N ∈ N. This motivates to call approximations of
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the form (139) and (140) as accelerated exponential Euler approximations. The crucial point in the accelerated
exponential Euler approximations is that they contain the stochastic integrals

∫ (n+1)T
N

nT
N

eA(
(n+1)T

N −s)B
(
Ỹ N

nT
N

)
dWs (141)

for n ∈ {0, 1, . . . , N − 1} and N ∈ N in the scheme instead of simply increments of driving noise process.
This enables them to converge, under suitable assumptions, significantly faster to X than schemes using only
increments of the driving noise process such as (134). In addition, in the case of additive noise, the stochastic
integrals (141) in (140) depends linearly on the cylindrical Wiener processWt, t ∈ [0, T ] and are easy to simulate.
Therefore, the accelerated exponential Euler approximations (140) can in the case of additive noise be simulated
quite efficiently (see Section 3 in [53] and, particularly, see Figure 2 in [55] for details). Further investigations
and related results on approximation methods that make use of stochastic integrals of the form (141) can, e.g.,
be found in [53, 52, 75, 76, 28, 55, 50, 79, 108].

Linear implicit Euler approximations for SPDEs Next it is shown that linear implicit Euler approxi-
mations can be formulated as mild Itô processes. For this we assume η = 0 in the following in order to avoid
trivial complications. Moreover, let S̄N : ∠ → L(Hγ), N ∈ N, be a sequence of mappings given by

S̄N
t1,t2 :=

(

I −A (t1 − ⌊t1⌋N )
)(

I −A (t2 − ⌊t2⌋N )
)−1(

I − T
NA
)(⌊t1⌋N−⌊t2⌋N )N

T

(142)

for all t1, t2 ∈ [0, T ] with t1 < t2 and all N ∈ N. Moreover, let Ȳ N : [0, T ]× Ω → Hγ , N ∈ N, be a sequence of
predictable stochastic processes given by Ȳ N

0 = ξ and

Ȳ N
t = S̄N

0,t ξ +

∫ t

0

S̄N
⌊s⌋N ,t F

(
Ȳ N
⌊s⌋N

)
ds+

∫ t

0

S̄N
⌊s⌋N ,tB

(
Ȳ N
⌊s⌋N

)
dWs

= S̄N
0,t ξ +

∫ t

0

S̄N
s,t

(
I −A (s− ⌊s⌋N )

)−1
F
(
Ȳ N
⌊s⌋N

)
ds

+

∫ t

0

S̄N
s,t

(
I −A (s− ⌊s⌋N )

)−1
B
(
Ȳ N
⌊s⌋N

)
dWs

(143)

P-a.s. for all t ∈ (0, T ] and all N ∈ N. Observe that for each N ∈ N the stochastic process Ȳ N : [0, T ]×Ω → Hγ

is a mild Itô process with semigroup S̄N , with mild drift

1(0,∞)(t− ⌊t⌋N )
(
I −A (t− ⌊t⌋N )

)−1
F
(
Ȳ N
⌊t⌋N

)
, t ∈ [0, T ], (144)

and with mild diffusion

1(0,∞)(t− ⌊t⌋N )
(
I −A (t− ⌊t⌋N )

)−1
B
(
Ȳ N
⌊t⌋N

)
, t ∈ [0, T ]. (145)

Proposition 1 therefore implies

Ȳ N
(n+1)T

N

=
(

I − T
NA
)−1

(

Ȳ N
nT
N

+
T

N
· F
(
Ȳ N

nT
N

)
+

∫ (n+1)T
N

nT
N

B
(
Ȳ N

nT
N

)
dWs

)

(146)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. This shows that the stochastic processes Ȳ N , N ∈ N, are
nothing else but appropriate time continuous interpolations of linear implicit Euler approximations (see, e.g.,
[36, 41, 42, 106, 82, 81, 64, 18] and the references therein) for the SPDE (47). Note that the semigroups (142) of
the linear implicit Euler approximations (143) depend explicitly on both variables t1 and t2 with 0 ≤ t1 ≤ t2 ≤ T
instead of on the difference t2 − t1 only although the semigroup eAt, t ∈ [0, T ], of the underlying SPDE (47)
depends on one variable only.

Linear implicit Crank-Nicolson approximations for SPDEs Finally, in this paragraph it is demon-
strated that linear implicit Crank-Nicolson approximations can be formulated as mild Itô processes too. As in
the case of the linear implicit Euler approximations we assume η = 0 in the following in order to avoid trivial
complications. Let ŜN : ∠ → L(Hγ), N ∈ N, be a sequence of mappings given by

ŜN
t1,t2 :=

(

I −A (t1−⌊t1⌋N )
2

)(

I −A (t2−⌊t2⌋N )
2

)−1(

I − T
2NA

)(⌊t1⌋N−⌊t2⌋N )N
T

(147)
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for all t1, t2 ∈ [0, T ] with t1 < t2 and all N ∈ N. Moreover, let Ŷ N : [0, T ]× Ω → Hγ , N ∈ N, be a sequence of

predictable stochastic processes given by Ŷ N
0 = ξ and

Ŷ N
t = ŜN

0,t ξ +

∫ t

0

ŜN
⌊s⌋N ,t

(
1
2A Ŷ

N
⌊s⌋N

+ F
(
Ŷ N
⌊s⌋N

))

ds+

∫ t

0

ŜN
⌊s⌋N ,tB

(
Ŷ N
⌊s⌋N

)
dWs

= ŜN
0,t ξ +

∫ t

0

ŜN
s,t

(

I −A (s−⌊s⌋N )
2

)−1 (
1
2A Ŷ

N
⌊s⌋N

+ F
(
Ŷ N
⌊s⌋N

))

ds

+

∫ t

0

ŜN
s,t

(

I −A (s−⌊s⌋N )
2

)−1

B
(
Ŷ N
⌊s⌋N

)
dWs

(148)

P-a.s. for all t ∈ (0, T ] and all N ∈ N. Observe for every N ∈ N that the stochastic process Ŷ N : [0, T ]×Ω → Hγ

is a mild Itô process with semigroup ŜN , with mild drift

1(0,∞)(t− ⌊t⌋N )
(

I −A (t−⌊t⌋N )
2

)−1 (
1
2A Ŷ

N
⌊t⌋N

+ F
(
Ŷ N
⌊t⌋N

))

, t ∈ [0, T ], (149)

and with mild diffusion

1(0,∞)(t− ⌊t⌋N )
(

I −A (t−⌊t⌋N )
2

)−1

B
(
Ŷ N
⌊t⌋N

)
, t ∈ [0, T ]. (150)

Proposition 1 hence gives

Ŷ N
(n+1)T

N

=
(

I − T
2NA

)−1
(
(

I + T
2NA

)

Ŷ N
nT
N

+
T

N
· F
(
Ŷ N

nT
N

)
+

∫ (n+1)T
N

nT
N

B
(
Ŷ N

nT
N

)
dWs

)

(151)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. This shows that the stochastic processes Ŷ N , N ∈ N, are
nothing else but appropriate time continuous interpolations of linear implicit Crank-Nicolson approximations
(see, e.g., [97, 106, 6] and the references therein) for the SPDE (47).

3.3.2 Milstein type approximations for SPDEs

The stochastic Taylor expansions in Subsection 3.2.4 can be used to derive higher order numerical approximation
methods for SPDEs. In the sequel this is illustrated for Milstein type approximations for SPDEs (see [34, 60,
80, 71, 56, 3, 2, 107, 5]). For these derivations we assume that the diffusion term B : Hγ → HS(U0, Hβ) is twice
continuously Fréchet differentiable with globally bounded derivatives and that β = γ. First note, in view of the
mild Itô formula (58), that equation (47) can also be written as

Xt = eA(t−t0)Xt0 +

∫ t

t0

(
L
(0)
(t−s)id

)
(Xs) ds+

∫ t

t0

(
L
(1)
(t−s)id

)
(Xs) dWs (152)

P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t where id = idHγ
: Hγ → Hγ is the identity on Hγ . Next the mild Itô

formula (58) is applied to the test function
(
L
(1)
(t−s)id

)
(x) ∈ HS(U0, Hβ), x ∈ Hγ , to obtain

(
L
(1)
(t−s)id

)
(Xs)

=
(
L
(1)
(t−s)id

)(
eA(s−t0)Xt0

)
+

∫ s

t0

(
L
(0)
(s−u)L

(1)
(t−s)id

)
(Xu) du+

∫ s

t0

(
L
(1)
(s−u)L

(1)
(t−s)id

)
(Xu) dWu

(153)

P-a.s. for all t0, s, t ∈ [0, T ] with t0 ≤ s ≤ t. Putting (153) into (152) then gives

Xt = eA(t−t0)Xt0 +

∫ t

t0

(
L
(0)
(t−s)id

)
(Xs) ds+

∫ t

t0

(
L
(1)
(t−s)id

)(
eA(s−t0)Xt0

)
dWs

+

∫ t

t0

∫ s

t0

(
L
(0)
(s−u)L

(1)
(t−s)id

)
(Xu) du dWs +

∫ t

t0

∫ s

t0

(
L
(1)
(s−u)L

(1)
(t−s)id

)
(Xu) dWu dWs (154)

= eA(t−t0)Xt0 +

∫ t

t0

eA(t−s)F (Xs) ds+

∫ t

t0

eA(t−s)B
(
eA(s−t0)Xt0

)
dWs

+

∫ t

t0

∫ s

t0

(
L
(0)
(s−u)L

(1)
(t−s)id

)
(Xu) du dWs +

∫ t

t0

∫ s

t0

eA(t−s)B′
(
eA(s−u)Xu

)
eA(s−u)B(Xu) dWu dWs
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P-a.s. for all t0, t ∈ [0, T ] with t0 ≤ t. The identity (154) corresponds to the strong stochastic Taylor ex-
pansion in Theorem 3 which is described by the hierarchical set A = {∅, (1)}; see Subsection 3.2.4 for de-
tails. Using the approximations eAh ≈ I and Xt0+h ≈ Xt0 for small h ∈ [0, T ] and omitting the integral
∫ t

t0

∫ s

t0

(
L
(0)
(s−u)L

(1)
(t−s)id

)
(Xu) du dWs in (154) then results in the approximation

Xt ≈ eA(t−t0)Xt0 +

∫ t

t0

eA(t−s)F (Xt0) ds+

∫ t

t0

eA(t−s)B(Xt0) dWs

+

∫ t

t0

∫ s

t0

eA(t−s)B′(Xt0) e
A(s−u)B(Xt0) dWu dWs (155)

≈ eA(t−t0)

(

Xt0 + F (Xt0) · (t− t0) +

∫ t

t0

B(Xt0) dWs +

∫ t

t0

∫ s

t0

B′(Xt0)B(Xt0) dWu dWs

)

for t0, t ∈ [0, T ] with small t− t0 ≥ 0. The approximation (155) can then be used to define exponential Milstein
approximations for SPDEs (see equations (156) and (159) below for details).

In the following it is demonstrated how different types of Milstein approximations for SPDEs can be formu-
lated as mild Itô processes. To this end we assume in the remainder of this subsection that B : Hγ → HS(U0, Hβ)
in Assumption 3 is once continuously Fréchet differentiable and that β = γ.

Exponential Milstein approximations for SPDEs This paragraph formulates exponential Milstein ap-
proximations as mild Itô processes. To be more precise, let ZN : [0, T ] × Ω → Hγ , N ∈ N, be a sequence of
predictable stochastic processes given by

ZN
t = eAt ξ +

∫ t

0

eA(t−⌊s⌋N ) F
(
ZN
⌊s⌋N

)
ds+

∫ t

0

eA(t−⌊s⌋N )B
(
ZN
⌊s⌋N

)
dWs

+

∫ t

0

eA(t−⌊s⌋N )B′
(
ZN
⌊s⌋N

)
(∫ s

⌊s⌋N

B
(
ZN
⌊s⌋N

)
dWu

)

dWs

(156)

P-a.s. for all t ∈ [0, T ] and all N ∈ N. Note for every N ∈ N that the stochastic process ZN : [0, T ] × Ω → Hγ

is a mild Itô processes with semigroup eA(t2−t1) ∈ L(Hmin(α,β,γ), Hγ), (t1, t2) ∈ ∠, with mild drift

eA(t−⌊t⌋N ) F
(
ZN
⌊t⌋N

)
, t ∈ [0, T ], (157)

and with mild diffusion

eA(t−⌊t⌋N )

(

B
(
ZN
⌊t⌋N

)
+B′

(
ZN
⌊t⌋N

)
(∫ t

⌊t⌋N

B
(
ZN
⌊t⌋N

)
dWs

))

, t ∈ [0, T ]. (158)

Proposition 1 hence yields

ZN
(n+1)T

N

= eA
T
N

(

ZN
nT
N

+
T

N
· F
(
ZN

nT
N

)
+

∫ (n+1)T
N

nT
N

B
(
ZN

nT
N

)
dWs

+

∫ (n+1)T
N

nT
N

B′
(
ZN

nT
N

)
(∫ s

nT
N

B
(
ZN

nT
N

)
dWu

)

dWs

) (159)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. The mild Itô processes ZN , N ∈ N, are thus nothing else but
appropriate time continuous interpolations of exponential Milstein approximations (see [80, 56, 2]).

Linear implicit Euler-Milstein approximations for SPDEs In this paragraph linear implicit Euler-
Milstein approximations are formulated as mild Itô processes. Let Z̄N : [0, T ]×Ω → Hγ , N ∈ N, be a sequence
of predictable stochastic processes given by Z̄N

0 = ξ and

Z̄N
t = S̄N

0,t ξ +

∫ t

0

S̄N
⌊s⌋N ,t F

(
Z̄N
⌊s⌋N

)
ds+

∫ t

0

S̄N
⌊s⌋N ,tB

(
Z̄N
⌊s⌋N

)
dWs

+

∫ t

0

S̄N
⌊s⌋N ,tB

′
(
Z̄N
⌊s⌋N

)
(∫ s

⌊s⌋N

B
(
Z̄N
⌊s⌋N

)
dWu

)

dWs

(160)
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P-a.s. for all t ∈ (0, T ] and all N ∈ N (see (142) for the definition of the mappings S̄N : ∠ → L(Hγ), N ∈ N).
Observe for every N ∈ N that the stochastic process Z̄N : [0, T ]×Ω → Hγ is a mild Itô process with semigroup
S̄N , with mild drift

1(0,∞)(t− ⌊t⌋N ) S̄N
⌊t⌋N ,t F

(
Z̄N
⌊t⌋N

)
, t ∈ [0, T ], (161)

and with mild diffusion

1(0,∞)(t− ⌊t⌋N ) S̄N
⌊t⌋N ,t

(

B
(
Z̄N
⌊t⌋N

)
+B′

(
Z̄N
⌊t⌋N

)
(∫ t

⌊t⌋N

B
(
Z̄N
⌊t⌋N

)
dWs

))

, t ∈ [0, T ]. (162)

Proposition 1 hence gives

Z̄N
(n+1)T

N

=
(

I − T
NA
)−1

(

Z̄N
nT
N

+
T

N
· F
(
Z̄N

nT
N

)
+

∫ (n+1)T
N

nT
N

B
(
Z̄N

nT
N

)
dWs

+

∫ (n+1)T
N

nT
N

B′
(
Z̄N

nT
N

)
(∫ s

nT
N

B
(
Z̄N

nT
N

)
dWu

)

dWs

) (163)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. The mild Itô processes Z̄N , N ∈ N, are thus nothing else but
appropriate time continuous interpolations of linear implicit Euler-Milstein approximations (see [60, 80, 2, 5]).

Linear implicit Crank-Nicolson-Milstein Milstein approximations for SPDEs Finally, let ẐN : [0, T ]×
Ω → Hγ , N ∈ N, be a sequence of predictable stochastic processes given by ẐN

0 = ξ and

ẐN
t = ŜN

0,t ξ +

∫ t

0

ŜN
⌊s⌋N ,t

(
1
2A Ẑ

N
⌊s⌋N

+ F
(
ẐN
⌊s⌋N

))

ds+

∫ t

0

ŜN
⌊s⌋N ,tB

(
ẐN
⌊s⌋N

)
dWs

+

∫ t

0

ŜN
⌊s⌋N ,tB

′
(
ẐN
⌊s⌋N

)
(∫ s

⌊s⌋N

B
(
ẐN
⌊s⌋N

)
dWu

)

dWs

(164)

P-a.s. for all t ∈ (0, T ] and all N ∈ N (see (147) for the definition the mappings ŜN : ∠ → L(Hγ), N ∈ N) and

note for each N ∈ N that the stochastic process ẐN : [0, T ] × Ω → Hγ is a mild Itô processes with semigroup

ŜN , with mild drift

1(0,∞)(t− ⌊t⌋N ) ŜN
⌊t⌋N ,t

(
1
2A Ŷ

N
⌊t⌋N

+ F
(
Ŷ N
⌊t⌋N

))

, t ∈ [0, T ], (165)

and with mild diffusion

1(0,∞)(t− ⌊t⌋N ) ŜN
⌊t⌋N ,t

(

B
(
ẐN
⌊t⌋N

)
+B′

(
ẐN
⌊t⌋N

)
(∫ t

⌊t⌋N

B
(
ẐN
⌊t⌋N

)
dWs

))

, t ∈ [0, T ]. (166)

Proposition 1 therefore shows

ẐN
(n+1)T

N

=
(

I − T
2NA

)−1
(
(

I + T
2NA

)

ẐN
nT
N

+
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N
· F
(
ẐN

nT
N

)

+

∫ (n+1)T
N

nT
N

B
(
ẐN

nT
N

)
dWs +

∫ (n+1)T
N

nT
N

B′
(
ẐN

nT
N

)
(∫ s

nT
N

B
(
ẐN

nT
N

)
dWu

)

dWs

) (167)

P-a.s. for all n ∈ {0, 1, . . . , N − 1} and all N ∈ N. The mild Itô processes ẐN , N ∈ N, are thus nothing else
but appropriate time continuous interpolations of linear implicit Crank-Nicolson-Milstein approximations for
SPDEs (see [80, 2]).
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[36] Gyöngy, I. Lattice approximations for stochastic quasi-linear parabolic partial differential equations
driven by space-time white noise. II. Potential Anal. 11, 1 (1999), 1–37.
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[83] Ocone, D., and Pardoux, É. A generalized Itô-Ventzell formula. Application to a class of anticipating
stochastic differential equations. Ann. Inst. H. Poincaré Probab. Statist. 25, 1 (1989), 39–71.
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Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 2007.
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