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Summary 
This paper proposes a model that can be used as a framework for 

preprocessing Arabic text on Twitter for data analysis and 

information extraction. The model provides an online collection of 

Arabic text on Twitter and stores it in a structured database. The 

source data are then preprocessed to derive clean, meaningful 

Arabic text from which information can be extracted. The paper 

presents new methods and algorithms for preprocessing 

unstructured Arabic text on social media, and it provides solutions 

that address the difficulties of working with Arabic text on social 

media, including uncleaned, informal, and dialect language. The 

preprocessed Arabic text is stored in structured database tables to 

provide a useful data set to which information selection and data 

analysis algorithms can be applied. The implementation of the 

model yields a useful and full-featured dataset, and the text is 

presented as the source data, the cleaned data and separate Arabic 

words with their stems, roots and morphologies, among other 

forms. In addition, the model shows how information can be 

selected and extracted from this dataset. 
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1. Introduction 

Social media have increasingly grown beyond personal use.  

Use of social media has become a necessary daily activity 

millions of people use social media for different purposes, 

large amounts of data flow through online networks every 

minute, and these data contain valuable information that can 

be extracted if the data are properly analyzed. Twitter is a 

powerful social media network. In the Arabic world, 

Twitter has been used for marketing, advertising, business 

purposes, entertainment, knowledge sharing, news, sports 

and political communication. On Twitter, there are 310 

million users who are active monthly, and 1.3 billion 

Twitter accounts have been created in total; 83% of world 

leaders are on Twitter, and 500 M tweets are sent each day, 

corresponding to an average of 6000 tweets every second 

[1,2]. 

On Twitter, a tweet can contain only 280 characters. Thus, 

users must be very succinct and brief. Twitter also supports 

the distribution of videos and pictures, in addition to many 

other features, such as polls and online video streaming. 

Each user on Twitter follows other users (and can thus see 

their tweets) and has followers (who can see the original 

user’s tweets), and a reply to a tweet is called a mention. 

Twitter is clearly very open to the public, and there is no 

need to have an account to access its information. For 

developers, Twitter provides a well-designed application 

program interface (API). Twitter also has a platform for 

developers that includes communities, customized sets of 

tools and well-written documentation [3]. 

While there are many different tools, libraries and 

applications for making use of English text on social media, 

the same is not true of Arabic text on social media. 

Developing and applying computerized tools for extracting 

knowledge and information from unstructured Arabic text 

on social media platforms is not an easy task. Many 

methods must be developed, including NLP (Natural 

Language Processing), normalization, learning algorithms, 

and application design tools, for application to Arabic text 

on social media. 

Arabic language is an important language; is the native 

language for More than 422 million speakers and the 

language of the holy book for all Muslims (more than 1.62 

billion people) [4, 11]. Arabic consists of 28 letters, 

including three vowel letters, Arabic letter shape changes 

according to its position in the word. Arabic is written from 

right to left.  

Analyzing and processing Arabic language is one of the 

challenges in natural language processing and information 

retrieval. This is due to some of its special characteristics 

such as abundance of vocabulary, structural templates such 

 diacritic, and multiple derivations in ,(فعل، فاعل ، مفعول، )

additional to the special characteristics of Arabic text in 

social media. 

Recently, research works in social media Arabic language 

processing gained increasing importance, and several 

research works and applications have been developed, as 

examples Darwish, Magdy, and Mourad [4] worked in 

retrieving Arabic text from microblogs on Twitter. They 

addressed the challenges associated with cleaning 

microblogs Arabic text. They normalized the Arabic letters, 

handle the elongated and shortened words, removing stop 
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words, stemming, and considering Arabic dialects. Al-

Twairesh, Nora, et al. [5] worked  in sentiment analysis 

using in twitter Arabic text. They applied existing methods 

for cleaning and processing their data. Eshrag Refaee and 

Verena Rieser [6] worked in corpus development. They 

developed Arabic twitter corpus for Subjectivity and 

Sentiment Analysis. They used the Twitter API to collect 

tweets in real time, and they cleaned the extracted data by 

eliminating the Latin characters. Alshutayri and Eric [7] 

devolved corpora for dialect. They created a corpus of 

dialect Arabic text from Twitter using common dialect 

words (seeds). They used Twitter API to connect to Twitter, 

and they then collected the tweets using the seed words. 

Mubarak and Darwish [8] devloped a multi-dialect Arabic 

corpus from Twitter. They used the Twitter API to obtain 

Arabic tweets and then extracted user locations to classify 

the text as being in specific dialects according to these 

locations. They also processed the Arabic characters to 

convert them to normal forms. 

Although interest in preprocessing Arabic text on social 

media has recently increased, standard or integrated work 

on preprocessing Arabic text on social media is still lacking. 

In particular, models, tools and frameworks that can 

produce full-featured datasets are needed. 

This paper proposes a model for preprocessing and 

analyzing Arabic text on Twitter and producing full-

featured datasets 

2. The Proposed Model  

The structure of the proposed model for preprocessing 

Arabic text on Twitter has four stages (Fig. 1): 

1- In the first stage, the model establishes an online 

connection to Twitter’s API and server. 

2- In the second stage, Arabic text is selected directly 

from the Twitter server and stored in a local 

database file. This file contains our source data. 

3- In the third stage, the source data are preprocessed 

to result in the final data set. 

4- In the last stage, the information needed can be 

obtained by applying the appropriate data analysis, 

information extraction or/and mining algorithms. 

 

Fig. 1  A model for processing Arabic text on Twitter 

2.1 The online connections 

The first stage in our model is to connect with Twitter 

OAuth “An open protocol to allow secure authorization in 

a simple and standard method from web, mobile and 

desktop applications” [9] 

The connection algorithm sends a query to the Twitter 

database using Twitter’s API through the Tweepy API 

wrapper. Twitter returns the query as a JSON object. The 

algorithm then decodes the JSON object and converts it into 

a string. (Fig. 2). 

 

 

 

Fig. 2  Connection module 

2.2 Collecting source data 

In this model, Arabic text on Twitter is collected into a 

structured dataset (a database table) to provide additional 

flexibility when analyzing and extracting information from 

the text. This format can also represent very large amounts 

of data. The data collection algorithm functions as follows: 

1- The data are obtained as a Javascript Object 
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Notation (JSON) object. 

2- The Tweepy interface is used to stream the Twitter 

data. 

3- Check each tweet to determine whether the text is 

in the Arabic language. 

4- If yes, the required information is stored in the 

database. 

 

These processes can be continued in an infinite loop, as 

shown in Fig. 3. 

 

 

Fig. 3  Data collection module 

2.3 Preprocessing Arabic text 

Preprocessing formal Arabic text is difficult. Preprocessing 

Arabic text on social media, which is usually informal, is 

even more difficult for many reasons, such as the presence 

of dialect text, common spelling mistakes, extra characters, 

diacritical marks, and/or elongations. Accordingly, to 

preprocess this type of Arabic text, we need to carry out 

additional processing, such as stripping the elongations, 

diacritical marks, and extra characters. We must also 

convert the text to its normal Arabic form and then process 

the language (i.e., carry out natural language processing of 

Arabic text) to provide more information on the contents of 

the text of the tweets. The relevant natural language 

processing techniques include stemming and morphological 

analysis. Accordingly, this model provides three important 

preprocessing modules: 

1- Text cleaning 

2- Text normalization 

3- Natural language processing of Arabic text 

2.3.1 Text Cleaning  

Most Arabic text on social media contains noise, such as 

elongations, diacritical marks, extra symbols, and/or mixed 

language. The first step and the most important step in 

preprocessing Arabic text on Twitter is to clean the tweet 

text by removing such noise. 

Most of the previous algorithms work on the cleaning the 

noises  by trying to expect all possible noises and then, 

looking inside the text for each noise and clean it, which 

makes the cleanliness of the texts depends on the degree of 

anticipation of noises. This way of cleaning cannot provide 

accurate results because; it is not easy to expect all noises, 

beside the possibility of arising new noises. Our cleaning 

algorithm works differently than the previous algorithms, 

since it does not look at any noises; it only selects the Arabic 

characters and ignores any non-Arabic characters or 

symbols. 

As it shown in Fig. 4, the cleaning algorithm reads the 

tweets text character by character and checks whether each 

character belongs to the Arabic alphabet. If a character 

belongs to the Arabic alphabet, it is selected; otherwise, the 

algorithm replaces it with a space.  

This method eliminates all noise, such as additional 

characters, samples, non-Arabic characters and any shapes, 

and provides cleaned tweets containing Arabic text without 

affecting the meaning or the content.  

The following is a sample that show the appearance of the 

text after this cleaning algorithm is applied, and the final 

cleaning result is illustrated in Fig.5 

Text before cleaning: 

# درجة 29مصر | #الارصاد : طقس اليوم معتدل .. والعظمي في #القاهرة   

Text after cleaning: 

 مصر    الارصاد   طقس اليوم معتدل    والعظمي في  القاهرة    درجة

 

Fig. 4  Cleaning algorithm 
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Fig. 5  Sample of cleaning algorithm results 

2.3.2 Text normalization  

This module concerning about the process of putting the 

text in its normal Arabic language form. Some Arabic 

words on social media are written in nonstandard ways; for 

example, some words contain repeated characters, include 

common spelling mistakes, or are written in dialects of 

Arabic.  The normalization algorithm replaces the un-

normal word by normal one using a set of common un-

normal words. 

In this stage, we consider only words that contain repeated 

characters and some common nonstandard words (fig. 6). In 

future work, this set will be expanded and implemented in 

a database table to act as a dictionary of nonstandard and 

dedicated Arabic 

 

 

Fig. 6  Normalization algorithm 

2.3.3 Processing the Arabic language (ANLP)   

To provide a useful and full-featured dataset, the model 

includes a module that carries out natural language 

processing of Arabic text; this module provides word 

stemming, root and morphological analysis functionality. 

The module works as follows: 

1- Text tokenization: At first, the cleaned tweet text is 

fragmented into words and stored in the database 

table. To do so, we adopt the fragmentation 

algorithm used in [10], which considers the spaces 

between words and punctuation, such as stop 

marks, commas, and semicolons. 

2- Stemming: In the second stage, a new light 

stemmer algorithm is designed to provide the word 

stems and roots. This algorithm functions as 

follows (fig. 7): 

 The algorithm provides sets of common 

Arabic names, prepositions, pronouns 

and special roots (roots that have more 

than three characters). 

 The algorithm checks each word. If it is 

in one of these sets, then the algorithm 

retains it unchanged and specifies the 

lack of change in the appropriate field. 

 If the word is not in one of these sets, then 

the algorithm checks to determine 

whether the word has three characters, in 

which case the root and the stem are the 

same and are equal to the word. If the 

word has more than three characters, then 

the algorithm removes the affixes from 

the word (the vowel letters at prefixes, 

suffixes and infixes). Otherwise, the 

algorithm considers this word to be an 

unrecognized Arabic word or a dialect 

word. 

Morphological analysis: The last module generates word 

morphology templates, “ مفعول”, “مفاعيل”, “فعول” ,”فاعل ” 

and ”يفعل”. To do so, we adopt the morphology generation 

algorithm used in [11], which inserts or adds letters to root 

words at certain positions according to a morphology 

template (Fig. 8) 

 

 

Fig. 7  Stemming and root generating 
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Fig. 8  Morphological algorithm 

2.4 The final dataset 

The preprocessing of the source data results in the final 

dataset. The final dataset is designed and structured to 

occupy a database table with almost all of the features (more 

than 20 features are included). Fig (9) show the entity 

relation diagram (ER) of the final dataset. 

As it mentioned in the previous sections the final dataset is 

generated using the following stages: 

1- At first data is connected as a stream of JOSN 

strings, and stored in a database table (see Fig. 3 

and 4). This stage is a continuous stage and the 

collected data are stored temporally in a single 

database table.  

2- At the second stage, data is cleaned and 

normalized, resulting new database table with a 

cleaning tweet as a new field. This new database 

table is used as final storage for twitter data,  

3- At the third stage, the new database table is 

manipulated using Arabic NPL to provide 

additional features. 

4- At the last stage, the final dataset is then presented 

in many ways and tables according to the 

requirements of processing algorithms (Fig. 10) 
 

 

Fig. 9  Entity relation diagram of the model data
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Fig. 10  Screen shot collected diagram representing part of the final data 

3. Results and Discussions 

This model has been developed and tested using VB.net, 

Python, SQLite, MS-Access, SQL-Server and Excel. The 

data presented in this paper were collected online in April 

2017. The implementation of the model provides a useful 

and full-featured dataset; Arabic text on Twitter became 

available in the fields of a database table with other fields, 

such as the name, location, date, time, etc. The final dataset 

can be made available in many ways, such as a single 

database table or broken into three tables (Fig. 10); it can 

also be made available in any format, such as text, Excel, 

SQLite, Access SQL Server and/or Oracle files). 

The preprocessing of tweet text results in cleaned text with 

additional useful fields, such as word fragments, word 

stems, word roots, and word morphologies. Because all of 

these data are available in databases and other formats, the 

implementation of information-extracting models or 

algorithms will be easy. For example, we can implement the 

following: 

 database queries to obtain many types of 

information, such as search results, selecting 

and/or providing reports on specific or general 

information (Fig 11 as example); 

 analysis algorithms; 

 visualization techniques to provide visual 

representations of the data, such as plots and graph 

(Fig 11 and 12 show an example of how the data 

can be classified and visually presented according 

to tweets topics) ; 

 and/or predictive or descriptive algorithms to 

extract hidden patterns from these data to obtain 

more useful results or perform additional studies. 

 

Fig. 11  An example of information retrieval (select the tweets from 

location = “الرياض “) 
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Fig. 12  Virtual representation for tweets topics classification 

4. Conclusions    

This paper illustrates the first stage of a project that aims to 

produce an integrated application for processing and 

analyzing Arabic text on social media. The paper presents 

the general framework of the project, which is expressed in 

a model that collects, preprocesses Arabic text on Twitter. 

The paper shows that the proposed model succeeds in 

addressing the difficulties associated with preprocessing 

Arabic text on social media and can provide a considerable 

Arabic corpus that can be used to extract useful information 

from Arabic text on Twitter. 

The model introduces three new methodologies and 

algorithms for cleaning, normalization and stemming, in 

addition to enhancing and adapting the Arabic text 

fragmenting algorithm and Arabic morphology generating 

algorithm illustrated in [10] and [11], respectively. These 

algorithms can act as tool kits and can be reused or 

embedded in future work. The dataset provided by this 

model has been tested and implemented in several ways, 

and it successfully provides useful information. 

The model shows additional and integrated aspects of 

preprocessing Arabic text on social media compared with 

previous studies. The cleaning process that is presented in 

this paper has not been included in most previous studies, 

even in preprocessing the English text on twitter, according 

to Jianqiang, and Xiaolin [12], six complicated approaches 

were used to reduce the amount of noise in the tweets. 

Which are:  replacing negative mentions, removing URLs, 

expanding acronyms, stemming, removing stop words, and 

removing repeated letters, and according to Han and 

Baldwin [13] most of the previous work did not provide an 

accurate solution. 

Natural language processors did not find enough spaces in 

most of the previous studies except [4], in which the authors 

applied stemming to address some issues in word 

normalization. In addition, this paper presents a number of 

methods of enhancing the dataset by providing additional 

information that is not presented in the previous papers, 

such as roots and word morphologies. 

The model presented in this paper provides a viable solution 

to most of the obstacles that arise in work that considers 

Arabic text on social media, such as subject analysis, 

sentiment analysis, studies of dialect language and/or 

information retrieval. 
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