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A Modeling Approach for:—A Fractional#V
Frequency Synthesizers Allowing
Straightforward Noise Analysis

Michael H. Perrott, Mitchell D. TroftMember, IEEEand Charles G. Sodinkellow, IEEE

Abstract—A general model of phase-locked loops (PLLS) is de- T £
rived which incorporates the influence of divide value variations. ﬁ'_m— 1J—"—”—I—I—"—l e N
The proposed model allows straightforward noise and dynamic
analyses of¥-A fractional- N frequency synthesizers and other Ref(t) E(t) Loop Vi (t) Out(t)
PLL applications in which the divide value is varied in time. Based PFD CPI™ Fiter —
on the derived model, a general parameterization is presented that T
further simplifies noise calculations. The framework is used to an- ﬁ_ﬂ_
alyze the noise performance of a custor®—A synthesizer imple- ] Multi-Modulus
mented in a 0.6m CMOS process, and accurately predicts the Div(t Divider
measured phase noise to within 3 dB over the entire frequency v
offset range spanning 25 kHz to 10 MHz. - T NIK]
Index Terms—Delta, dithering, divider, fractional- N, fre- ':‘L[k]. Mogaétor
quency, modeling, noise, phase-locked loop, PLL, quantization

noise, sigma, synthesizer.
Fig. 1. Block diagram of &-A frequency synthesizer.
| INTRODUCTION of the divide value variations is often treated in isolation of other
HE USE OF wireless products has been rapidly increasiigfluences on the PLL [1], such as noise in the phase detector
in the last decade, and there has been worldwide develegd voltage-controlled oscillator (VCO), and overall analysis of
ment of new systems to meet the needs of this growing markigie synthesizer becomes cumbersome.
As a result, new radio architectures and circuit techniques aren this paper, we develop a simple model for theA syn-
being actively sought that achieve high levels of integration amigesizer that allows straightforward analysis of its dynamic and
low-power operation while still meeting the stringent perfomoise performance. The predictions of the model compare ex-
mance requirements of today’s radio systems. One such tetthmely well to simulated and experimental results of imple-
nique is the use af—-A modulation to achieve high-resolutionmented>—-A synthesizers [9], [10], [13]. In addition, we present
frequency synthesizers that have relatively fast settling times,s&aPLL parameterization that simplifies calculation of the PLL
described by Rilet al.in [1], Copeland in [2], and Miller and dynamics and assessment of the synthesizer noise performance.
Conley in [3], [4]. This method has now been used in a variety To develop th&&-A synthesizer model, we first derive a gen-
of applications ranging from accurate frequency generation [Elal model of the PLL that incorporates the influence of divide
[5]-[7] to direct frequency modulation for transmitter applicavalue variations. The derivation is done in the time domain and
tions [8]-[12]. then converted to a frequency-domain block diagram. We pa-
However, despite its increasing use, a general modelaf rameterize the resulting PLL model in terms of a single func-
fractional-V synthesizers to encompass dynamic and noise ption G( f) and illustrate its usefulness in determining the noise
formance has not previously been presented. The primary @erformance of the PLL. ThRE-A modulator is then included
stacle to deriving such a model is that, in contrast to classigalthe generalized PLL model and its impact on the PLL is an-
phase-locked loop (PLL) systemsyaA synthesizer dynami- alyzed. Finally, the modeling approach is used to calculate the
cally varies the divide value in the PLL according to the outputoise performance of a custafi+-A synthesizer integrated in a
of a ¥-A modulator. Traditional methods of PLL analysis asd.6-um CMOS process and then compared to measured results.
sume a static divide value, and the step toward allowing for dy-
namic variations is not straightforward. As a result, the impact II. BACKGROUND

Fig. 1 displays a block diagram of 8-A frequency syn-
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to produce an error signal. The phase comparison operation is Up(t)
done through the use of a phase/frequency detector (PFD) which Ref(t)
also acts as a frequency discriminator when the PLL is out of R
lock. The loop filter attenuates high-frequency components in

the PFD output so that a smoothed error signal is sent to the ”—d
VCO input. It consists of an active or passive network, and is 1 IoR
typically fed by a charge pump which converts the error signal Div(t)
to a current waveform. The charge pump is not necessary, but

provides a convenient means of setting the gain of the loop filter

and simplifies implementation of an integrator when required. Ref(t
As illustrated in the figure, a key characteristicXfA syn- ettt + j L L +—

thesizers is that the divide value is dynamically changed in time i : T : :

according to the output of 8—A modulator. By doing so, much P —+_—| j ﬂ— ‘F_
higher frequency resolution can be achieved for a given PLL  Up(t) i |' P
bandwidth setting than possible with classical intefyefre- ; : g —
quency synthesizers [1]. Down(t) I_l_

_ e i« At
IIl. TiME-DOMAIN PLL MODEL E(t) ; H Alict H Al | Al | §

We now derive time-domain models for each individual PLL - ' I_I T | I
block shown in Fig. 1. The primary focus of our effort is on g — ;
obtaining a divider model incorporating dynamic changes to its ;
value. However, the derivation of this model requires careful at-
tention to the way we model the PFD. In particular, we will pagig. 2. Tristate phase-frequency detector and associated signals.

rameterize signals associated with a tristate PFD with sequences

that can be directly related to the divider operation. This agyer, the pulsed behavior of the PFD output adds some com-
proach is extended to aRr-based PFD by relating its outputyjexity in deriving the value of that gain, so our derivation will
to that of a tristate PFD. Following a brief derivation of the VCQgnsist of two steps. The first step relates the input phase dif-
model, we then obtain the divider model by relating its opergsrence to theAt, sequence. The second step relates/ig

tion to the VCO model and the PFD sequences discussed ab@gyuence to an impulse approximation of Hg) waveform.

Finally, the charge pump and loop filter models are described,The relationship oAt to the phase differenca,.¢[k] —
and the overall PLL model constructed. Dy;y[k], is defined as

. t
ti-1 tx tiest

A. Tristate PFD

The tristate PFD and its associated signals are shown in Fig. 2.
The output of the detectoE(¢), is characterized as a series offo verify the above definition, one observes from Fig. 2 that a
pulses whose widths are a function of the relative phase diffg@hase error ofr causesit to be’/2.
ence between rising edges Bef(t) andDiv(¢). We param-  Theimpact of the\t; sequence onthe PLL dynamics is cum-
eterize the phase difference betwegef(¢) and Div(¢) with bersome to model analytically since the pulse-width modulated
the discrete-time sequencés.;[k] and ®4;,[k], respectively. PFD output has aonlinearinfluence on the PLL dynamics.
®,.¢[k] is nominally zero, aneby;, [k] is defined in (1). The se- However, a simple approximation greatly eases our efforts—we
ries of pulses that forn’(¢) are parameterized by the followingsimply represent the PFD output as an impulse sequence rather

Aty = o (el — Pa[H]). )

discrete-time sequences. than a modulated pulse sequence. Fig. 3 illustrates this approx-
« #,: time instants at which the rising edges of the referené®ation; pulses ink(t) are represented as impulses with area
clock oceur. equal to their corresponding pulse, as described by
* 1 + Aty: time instants at which the rising edges of the oo
divider output occur. E(t)~ > At6(t—kT). 2)
» Aty time difference between rising edgesRyé{(¢) and k=—o0o0
Div(¢).

We discuss the significance of the above expression when we
Assuming a constant reference frequency, consecutive valygsive the frequency-domain model of the PLL in Section IV.
for ¢ are related for alk as Our justification for the impulse approximation is
heuristic—each PFD output pulse has much smaller width
than the loop filter impulse response, and therefore acts like an
whereT is the reference period. We will make use of thg, pa- impulse when the two are convolved together. Obviously, the
rameterization in deriving the PFD model; the other sequenaascuracy of this approximation depends on how much smaller
will be used when deriving the divider model. the PFD output pulse widths are compared to the dominant
Since phase detection is a memoryless operation, its influerticee constant of the loop filter. Since the PFD pulses must
on the PLL dynamics is sufficiently modeled by its gain. Howbe smaller than a reference period, high accuracy is achieved

ty —ty_1 =1
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Fig. 3. Impulse sequence approximation of PFD output.

when the reference frequency is much higher than the loop
filter (PLL) bandwidth. Fortunately, this condition is satisfied

. . K . . A 2= PAALy " AL PtAty, ¢
when dealing with¥-A synthesizers since a high reference E(t) ﬂ
frequency to PLL bandwidth ratio is required to adequately 0= —|_| |_| U
suppress th&—A quantization noise. For additional discussion -2- . . T ; .
on this issue, see [13]. tiet t tiet Ht
B. XxorBased PFD Fig. 4. xoRr-based PFD, associated signals, &{d) decomposition.

An XOR-based PFD is shown in Fig. 4 [13]-[15], along with_ ) ) o
associated signals that will be discussed later. Assuming fff&l model to that of the tristate topology except that its gain is
PFD is not performing frequency acquisition, the sighigt) is  iIncreased by a factor of 2.
simply passed to the outpu(¢), so that the detector operate%
as anxor phase detector. As such, the detector outputs an
average error of zero whéef(¢) andDiv(t) are in quadrature, ~ For our purposes, only two equations are needed to model
andE(t) is nomina”y a two-level square wave rather than th@e VCO. The first relatedeviationsn the VCO phase, defined
trilevel short-pulse waveform obtained with the tristate desigAS®out(t), to changes in the VCO input voltagg,, (). Since
The combination of having wide pulses and only two outp¥CO phase is the integral of VCO frequency, and deviations in
levels allows thexor-based PFD to achieve high linearity,VCO frequency are calculated &5 Vi (t), wherek’, is in units
which is desirable fol2—A synthesizer applications to avoidof hertz per volt, we have
folding down>—-A quantization noise [13].

To model thexor-based PFD, we simply relate its associ- Do (t) = / 2w K, Vin(t)dt. ©)

e Sl J h it et 0l e TV 41 socond cquaton latessoe/CO phase efned s

. . ’ ' (ﬁvco(t), to deviations in the VCO phase and the nominal VCO
with this PFD, and reveals that the outgitt) can be decom- frequencyfoon:
posed into the sum of a square wa¥&,,...(¢), and a trilevel nom
pulse waveform£(t). The first component is independent of Doeo(t) = 27 faomt + Pout (). 4)
thg inpu_t phase differenc.e_ to fche detector and presents aqurio'ﬁur modeling efforts will be primarily focused on deviations
noise signal to the PLL; its influence can be made negligible he VCO phase, so that (3) is of the most interest. However
with proper design. The second componéen(t), captures the IT. N . pd . h divider derivation that foll ’ ’
impact of the input phase differenbuy, (¢) — beer(£), on the (4) is required in the divider derivation that follows.

PFD output, and can be parameterized according to the widthof pivider
its pulses, where

Voltage-Controlled Oscillator

Modeling of the divider will be accomplished by first re-
_ T 6 _ lating the PFD pulse widthg\t,, to the VCO phase deviations,
Aty = 27r((1)ref[k] i [E] = 7). ®,u:(t), and the divide value sequend®[k]. Given this rela-

As with the tristate detector, the impulse approximation can §@nship, the divider model is “backed out” using the PFD gain
applied to obtain expression in (1).
We begin by noting that the divider output edges occur

whenever the absolute VCO phade..(t), complete2r N [k]
radian increments of phase. As stated in (B).(t) is
composed of a ramp in tim&r f,.t, and phase variations,
which, if we ignoreE,,,...(t), is the tristate expression multi- ®,,..(¢). These statements are collectively illustrated in Fig. 5.
plied by a factor of 2. Thus, if we ignore the phase offset of Note that changes iV [k] occur at the rising edges of the
and the square wauv.,,,; (t), thexor-based PFD has an iden-divider.

E(t)~ Y 28t68(t — kT) + Eqpue(t)

k=—oc
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Dy eo(t) PFD Tristate: 0=1 XOR: a=2 CP II_:ﬁtoepr VCO
B : D1k T | At [imputse | E(t) Vin(t) D,,(1)
gl s LSO o o e [T [ e 0
@, [K] Divider
2nN[k-1] 7 oK
N + =
H ! nom +
1T ! i i niK] "o
: : ! — 2ny_

Unit delay Accumulator

i tAlcr kAt it At

Div(t) —|_|—|_,—‘_|—|— Fig. 6. Time-domain model of PLL.

Carrying out the summation operation, we obtain
Fig. 5. Relationship of divider edges to instantaneous VCO pliase(t).

k
27 fuom Aty — Atg) = 2r(N —1] — Npom
Now, we can relaté\t; to the VCO phase signal and divider ™ Fuom(Abx o) r; m(Nlm = 1] )
sequence using (4) and Fig. 5. The first of two key equations is — (Dot (tr + Aty) — Dous (to + Atg)).

derived from Fig. 5 as
Assuming initial conditions are zero, this last expression be-

(I)VCO(tk + Atk) - (I)VCO(tk—l + Atk—l) = 27TN[/$ - 1] (5) comes

The second key equation is obtained by evaluating (4) at tir@e fuom At

instantg;, + Aty andt;_; + Aty_; and subtracting the resulting k
expressions: = Z 20(N[m — 1] = Noom) — Pout(fx + Atz).  (8)
m=1
Pucoltr + Atx) = Prco(th—1 + Atr—1) The final form of the desired equation is obtained by modi-
= 27 foom (tx + Aty — th—1 — Atg_1) fying (8) according to the following statements:
+ Doup (e + Atg) — Poue(tr1 + Aty 1) * Definen[k] = N[k]—Nuom, Pout[k] = Pout(tk)s from =
which, sincety —tr—1 = T andfaomT = Nnom, is equivalently . ,]A\VS;F()(ii/erfeéout (tr + AtR) ~ Doua(tr).
written as As such, we obtain
DPyco(th + Aty) = Pyco(tr—1 + Atg_1) T 1 K
= 27 Npom + 27 from (Aty — Atg_1) Aty = <%) <Nnom> <27r Z nlm = 1] = oy [k]> :
+ Bour (b + At) = Poue(ti 1 + Aty_1).  (6) m )

) ) ] ] We obtain the desired divider model by replaciisg. with the
We combine the two key equations into one formulation by suprp gain expression in (1) and assuming; k] is zero.
stitution of (6) into (5):

k
1
27TNn0m + 27rfnom(Atk - Atk—l) (I)diV[k] = N. <—27T Z n[m - 1] + (I)Ollt [k]> . (10)
+ (I>011t (tk + Atk) - (I>011t(tk—1 + Atk—l) L. m=1 i . .

—2n N[k — 1] Itis important to note that the only approximation made in de-

o ) riving (10) is that® .. (tx + Aty) &= $oui(tr). Essentially, we
Rearrangement of this last expression then produces are ignoring the nonuniform time sampling of the VCO phase
deviations. As discussed in [13] and verified by actual imple-
27 foom (At — Aty 1) mentations [9], [10], this approximation is quite accurate in

= 27(N[k — 1] = Naom) — (®ou (B + Aty) practice even when the PLL is modulated.

= Pour(ti—1 + Atp1)). (7) E. Charge Pump and Loop Filter

Equation (7) is a difference equation relating all variables of The charge pump and loop filter relate the PFD outp(it)
interest; to remove the differences we sum the formulation owerthe VCO inputV;,(¢). We model the charge pump as a simple

all positive time samples up to samgile scaling operation o (¢t) of valuel. The time domain model
X of the loop filter is characterized by its impulse resporige).
z_:l(%f“‘”“(Atm — Atm—1) F. Overall Model

k We now combine the results of Section IlI-A—E to obtain
= Z (2m(N[m — 1] — Npom) the overall time-domain PLL model shown in Fig. 6. The PFD

m=1 model is obtained from (1) and (2), the divider model from
— (Pout(tm + Aty) — Pout (Ern—1 + Aty—_1))). (10), and the VCO model from (3). As discussed earlier, the
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x0oR-based PFD has a factor of two larger gain than the tris- lx(t)\ X(f)
tate design, which is captured by thdactor in the PFD model.
For convenience in analysis to follow, we also define an abstract _?S'_ ‘
signal,®,,[k], as the output of the divider accumulation action. lx[(] 1 f

Some observations are in order. First, the divider effectively Impulse Train TX()
samples the continuous-time output phase deviation of the Modulator ' | | ' |
VCO, &, (t), and then divides its value y,,.,. The output to f f
phase of the dividerpy;, [], is influenced by theéntegration lx(t) :i_ -17 0 + _i_
of deviations in the divider valueg[k]. The integration of CT
n[k] is a consequence of the fact that the divider output is a Dynamics ,/-\\
phasesignal, whereas:[k] causes an incremental change in f
the frequencyof the divider output. Second, the PFD, charge ‘Baseband’ copy
pump, and loop filter translate the discrete-time error signal has dominant effect ‘
formed by®,.;[k] and®q;,[k] to the continuous-time input of ~, ©n PLL dynamics - - -f,
the VCO, Vi,,(t). These elements, along with the divider, also ~
act as a D/A converter for mapping changesfh] to Vi, (). XE), = X[kl pe—— i(i) x(t) . x(t)

T “| Modulator j T
IV. FREQUENCY-DOMAIN PLL MODEL Approx.

Derivation of a frequency-domain model of the PLL is_ _ , _ o
. ; . . Fig. 7. Pseudocontinuous method of modeling a sampling operation in the
complicated by the sampling operation and impulse tra;gg uency domain.

modulator shown in Fig. 6. We discuss a simple approximation

for the sampling operation and impulse train modulator tha’ ppp Tristate: o=1 L
results in a linear time-invariant PLL model. This method, XORo=2 o R VCO
known as pseudocontinuous analysis [16], takes advantage @[kl THES in® 7K, | Poslt)

: ; . . —_.@_. a H— 1 bl HE ,
the fact that the impulsive output of the PFD is low-pass filterec +\y 2n it
in continuous time by the loop filter. - Divider

_ o Dy [K] 7 =
A. Pseudocontinuous Approximation N, —+ < T

Consider a signat(t) that is sampled with perio@ and then D[k~
converted to an impulse sequerie), as described by nk] R 2n1 2-21‘1
oo - z=ai2nfT

B(t)= > x[k]s(t—kT)
e —oo Fig. 8. Frequency-domain model of PLL.
where z[k] = «(kT). The frequency-domain relationship

copies of X(f) within X(f) except for the baseband copy,
which allows us to approximate the relationship betwgén)
andz(t) in the frequency domain as a simple scaling operation

betweeni(t) andz(t) is found by taking the Fourier transform
of the above expression, which leads to

N 1 & k of 1/T. In so doing, we ignore aliasing effects that will occur
X(f) = T ox <f - T) . if there is frequency content i (f) at frequencies beyond
k=—o0 the range of-1/(27T) to 1/(2T). However, our analysis will

This expression reveals that the Fourier transformz(f), De reasonably accurate when performing closed-loop analysis
X(f), is composed of multiple copies of the Fourier transfor®r most frequencies of interest in our application. The double
of z(t), X(f), that are scaled in magnitude byZ” and shifted outline of the box in the figure is meant to serve as a reminder
in frequency from one another with spacibgZ’. We assume that a sampling operation is taking place.
that the frequency content df( f) is confined to frequencies )
between—1/(27°) and 1/(2I'), so that negligible aliasing B- Resulting Model
occurs between the copies & f) within X (f). The time-domain block diagram in Fig. 6 is now readily
Developing a frequency-domain model relatirfg(f) to converted to the frequency domain by taking thig¢ransform
X(f) is complicated by the many copies &f(f) in X(f) of the discrete-time blocks, the Fourier transform of the
that occur due to the sampling operation. However, if weontinuous-time blocks, and by applying the approximation
assume that(¢) is fed into a continuous-time low-pass filterof the sampling operation discussed above. Fig. 8 displays
with sufficiently low bandwidth, we can obtain a simplehe resulting model. Note that all blocks are parameterized
approximation of the relationship betweéf( f) and X(f). by the common variablg, which denotes frequency in hertz,
Fig. 7 graphically illustrates a frequency-domain view of thander the assumption that all discrete-time sequences interact
sampling operation and the impact of following it with awith the continuous-time blocks as modulated impulse trains
continuous-time low-pass filter of bandwidth less tHa27").  of period 7. Also note that all thesignalsin the PLL are
The low-pass filter significantly attenuates all of the replicatestill denoted in the time domain even though they interact
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Fig. 10. Parameterized model of PLL for dynamic response and noise
V. PARAMETERIZATION OF PLL calculations.

We now parameterize the PLL dynamics depicted in Fig. 8 Bivider/reference jitter®;;c [k], corresponds to noise-induced

terms of a single function which we will caff( /). Using this o . ot L
parameterization, we then develop a general noise modeIforf\r/(‘;fl—r"?‘tIonS in the tran5|t|9n jumes of the Referenc_e or Divider
quency synthesizers in which all the relevant transfer functioOUtput waveforms. A periodic reference sl (#) is caused

are described in terms (/) B)S/ use of thexor-based PFD, or by the tristate PFD when its
' output duty cycle is nonzero. Charge-pump noise is caused by
noise produced in the transistors that compose the charge-pump

e th d L ) defi circuit. Finally, VCO noise includes the intrinsic noise of the
To parameterize the PLL dynamics, itis convenient to defiRg- 5 4nq yoltage noise at the output of the loop filter. For con-

abase functhn that prowdes a simple description of aII_the PlJenience in later discussion, we have lumped these noise sources
transfer functions of interest. It turns out that the following de{-nto two categories, VCO noise and detector noise, as shown in
inition works well for this purpose. Fig. 9.
(f) = AN (11) Fig. 10 displays the transfer function relationships from each
1 A(f) of the above noise sources to the synthesizer output. The deriva-

tion of these transfer functions is straightforward based on Fig. 9
and theG(f) parameterization derived earlier. Note that two
(i) [H(S) <£) < 1 ) (12) d@ff_erent parame_te_rizations are shown to describe the impact of

o Jf Noom / divide value variations on the PLL output phase. The alternate

. . . e : model relates changes in the divide valul], more directly to
ﬁ;;cterfa% )“:)SVJ;:]V; E?j;é?tigure with infinite gain at dG{(f) the PLL output frequency. Its derivation follows by noting that

' the order of linear time-invariant blocks can be switched, and

A. Derivation

whereA(f) is the open-loop transfer function of the PLL:

A(f) =

G(f)y— lasf —0 that
G(f) —0asf — o (13) 21 e—I2mfT
. . : , , _ 1 _ -1 ] _ ¢—i2njT
implying thatG( f) is a low-pass filter with a low frequency gain 1= jor fT
of one. ~N—
One may try to tie an intrinsic meaning € f) in terms of 1—(1—j2afT)
PLL behavior. However, it is meant only as a convenient vehicle Ao 1 7 for f < l_
for compactly describing the PLL transfer functions of interest, J2n fT T
as will be shown later in this section. Note that the validity of the dynamic model, and its alternate,
o , . presented in Fig. 10, has been verified in previous work dis-
B. Application to Noise Analysis cussed in [9], [13]. The validity of the noise model will be ver-

The derived parameterization allows straightforward calculdied in Section VII.
tion of the noise performance of a synthesizer as a function ofCalculation of spectral noise densities using Fig. 10 is
various noise sources in the PLL, which are shown in Fig. Bomplicated by the fact that both discrete-time (DT) and
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continuous-time (CT) signals are present. Three cases are o Classical Synthesizer
significance, and their respective spectral noise calculations are ~ | | ____
as follows [17]: 11
Case 1) CT inpuk(¢) fed into CT filter H(f) to produce a 1 G(f) 1
CT outputy(®): n(t = nlkl [S Foult)
2 RACAN Y 4
Sy(F) = [H(HPS(f). a4) o=t
Case 2) DT input:[k] fed into DT filter H(c?27/T) to pro- . .
duce a DT outpuy[]: >-A Fractional-N Synthesizer
Sy (&™) = |H (2T )25, (27T, (15)

Case 3) DT inputz[%] fed into CT filter H(f) to produce a
CT outputy(t):

Su) = I H(PSH (7). 16)

[ R
freq=1/T D/A and Filter

In Case (3), we assume that the DT input interacts with the CT
filter as a modulated impulse train of peri@d

The above spectral density calculations and Fig. 10 allow [#§- 11- llustration of dithering action df-A modulator.
to accurately calculate the influence of the various noise sources
on the PLL output. A few qualitative observations are also ##fis application due to the precise matching offered by digital
order. Detector noise is low-pass filtered by the PLL dynamic8lfcuits.
while VCO noise is high-pass filtered by the PLL dynamics. The In general, modeling of &—A modulator is accomplished by
overall noise power in the PLL output, whose integral over fré&ssuming its quantization noise is independent of its input [19].
quency corresponds to the time-domain jitter of the PLL outputhis leads to a linear time-invariant model that is parameterized
is a function of the PLL bandwidth. If the PLL bandwidth is venypy transfer functions from the input and quantization noise to the
low, VCO noise will dominate over a wide frequency range duutput. For instance, a MASH-A modulator structure [19] of
to the abundant suppression of detector noise. Likewise, a hRj§erm, inputz[k], and outpuy[k] is described by
PLL bandwidth will suppress VCO noise over a wide frequency

_ _ _ ,—Lym_,
range at the expense of allowing more detector noise through. uz) = 2(z) = (1= =7)"r(z). (17)
Thus, the modulator passes its input to the output along with
VI. £-A SYNTHESIZER MODEL quantization noise;[k], that isshapedy the filter(1 — ~=1)™.

We are now ready to incorporate tHe:A modulator into the Ideally, (%] is white and uniformly distributed between 0 and 1

general PLL model. We do so by first providing a brief desc:rip's—0 that Its speptrum is flat and (.)f magniturjd.2 [20], [21]'

tion of ¥-A modulator fundamentals, and then provide intu- ILis convenient to parameterize thie-2A modulator in terms
ition to the means by which they increase the frequency resofH—FtWO transfer func_ﬂons: The signal tr_ansfer function (STF) of
tion of a synthesizer compared to a classical implementationt _E_A moqlulator 'S defmed_from the |r_1pmtk] to outputy[~],
which the divider value is held constant. Finally, we present\'}ﬁh'le Fhe hoise 'Fransfer function (NTF) is de_fmed from the base
frequency-domain model of tHe—A synthesizer and use it to(;1uant|zat|on noise[k] to the outp.ut. Inspectlon of (17) reveals
calculate the impact of the—A quantization noise on the PLL that a MASH structure of order is parameterized as

output phase. STF:  H(z)

=1

A. ¥—A Modulator NTF: Ha(zx) = (1= 27" amesamrr.

A >-A modulator achieves a high-resolution signal usin
only a few output levels. To do this, the modulator dithe
its output at a high rate such that the “average” value of the To understand the impact of using’aA modulator to con-
dithered sequence corresponds to a high-resolution input sigimal the divide value in a frequency synthesizer, Fig. 11 contrasts
whose energy is confined to low frequencies. Appropriatee way the divide value is varied in classical versug\ frac-
filtering of the output sequence removes quantization noienal-V frequency synthesizers based on the alternate model
produced by the dithering, which yields a high-resolutiom Fig. 10. Note that the divide value variations are cast as con-
signal closely matching that of the input. tinuous-time signals to get the proper scale factor such that a

In XA synthesizer applications, it is important to note thatnit change in divide value yields an output frequency change
theX~—A modulator igpurely digitalin its implementation. Thus, of 1/7 Hz. In the classical case, the divide value is static except
>-A structures that are difficult to implement in the analogvhen the output frequency is changed, and the PLL output fre-
world due to high matching requirements, such as the MASiliency responds to the change according to the low-pass nature
(or cascaded) architecture [18], [19], are trivial to implement iof the PLL dynamicsZ(f). In contrast, &-A fractionalsV

. Application to PLL
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Detector Noise VCO Noise S N 1.8-1.9Ghz
Se (f) S, (f ; :
En ynlf) \\QB::% 20 Mhz "l pep Charge Loop
L S0 ; Pump Filter .
..................... ; : ) | Z-COMM V602MCO6
S (el2"M)= 1 Gain -
’ 4.)~ 12 I-A Noise Adjust :
rk 5-bit H
[k] Sq(e2) 64 Modulus i I 2
; e ok Divider I *
NTF : NEC UPBS81B
Carrier I 6-bit
STF q[k] 0 FIFO Frequency
Nnsglk] nk -
L Ll Hy(2) a ﬂo@ 20 Digital MASH
] . ; 1-z g =-A Converter
T-A oz
0.6 ym CMOS IC
Fig. 12. Parameterized model ofE&-A synthesizer.
puter

synthesizer constantly dithers the divide value at a high rdtig. 13. Block diagram of prototype system.

compared to the bandwidth @¥(f) such thatG(f) extracts

out its low-frequency content. The low frequency content of thehich is also expressed as

I-A output is, in turn, set by thE-A inputnq[k], which can 1 y _

have arbitrarily high resolution. Thus, the-A modulator al- S#...(f) = 7 [1"- G(f)| ((QW)Q(Q Sln(WfT))Q(m_l)) Se(f)-

lows the PLL output frequency to be controlled to a very high (18)
resolutionindependenbf the reference frequency—a high refdf the quantization noise spectra«df] is white, then

erence frequency can be used while simultaneously achieving 1

high-frequency resolution. S.(f) = P

as previously discussed. In many casgs] is not white and
must be computed numerically by simulating thieA modu-
To obtain the frequency-domain model afaA synthesizer, |ator at a given value of ,q[k].
we simply extend the PLL model in Fig. 10 to include theA Equation (18) shows that thE-A quantization noise is
modulator, as shown in Fig. 12. This figure depicts a gener@lguced in order by one due to the integrating action of the
model of a¥-A modulator which is characterized by its STRjiyider. Assumingr[k] is white, the shaped noise rises at
and NTF. The base quantization noi$g] is assumed ideal (i.e., (m — 1)20 dB/decade for frequencies 1/T. Therefore, if
white) in the illustration. the order ofGi(f) is chosen to be the same as the order of the
Fig. 12 offers several insights to the fundamental®’el  y._A the quantization noise seen at the PLL output will roll
frequency synthesis. First, we see that the shapetl quanti- off at —20 dB/decade outside the PLL bandwidth. This rolloff

zation noise passes through a digital accumulator and then gpgracteristic matches that of the VCO noise.
PLL dynamicsG(f), before impacting the output phase of the

PLL. The digital accumulator, a consequence of the integrating VIl. RESULTS

nature of the divider, effectively reduces the noise-shaping order _ )
of theS—A by one. The PLL dynamic(f), act to remove the The above methodology is now used to _analy_ze the noise
high-frequency quantization noise produced by¥he\ mod- Performance of a prototype system described in [9], [13].
ulator. TheX—A quantization noise adds an additional noisE'9- 13 displays a block diagram of the prototype, which
source to those already present in the PLL, but the relationsfSiSts of a custom CMOS fractional-synthesizer IC that

from each noise source to the output phase remains purel{fgudes anxor-based PFD, an on-chip loop filter that uses
function of G(f) and the nominal divide value. switched capacitors to set its time constant, a second-order dig-

ital MASH >-A modulator, and an asynchronous 64-modulus
divider that supports any divide value between 32 and 63.5
) o ) in half-cycle increments. An external divide-by-2 prescaler is
~ As Fig. 12 reveals, a—A synthesizer's noise performance,seq so that the CMOS divider input operates at half the VCO
is impacted by the:-A quantization noise in addition 10 thegeqyency, which modifies the range of divide values to include
intrinsic detector and VCO noise sources found in the classt integers between 64 and 127. A computer interface is used

PLL. Calculation of this impact s straightforward using the preg, get the digital frequency value that is fed into the input of the
sented modeling approach. For example, given the NTF of &0 A modulator.

mth order MASH structure il — =)™, we calculate the im-
pact of its quantization noise on the PLL output using Fig. 18 Modeling
and (16) as

C. Frequency-Domain Model

D. Quantization Noise Impact on PLL

A linearized frequency-domain model of the prototype

2 system is shown in Fig. 14. The open-loop transfer function of
the system consists of two integrators, a polg,aand a zero

at f.. Additional poles and zeros occur in the system due to

S-(f) the effects of finite opamp bandwidth and other nonidealities,

o 92mfT

1 _ ¢—i2=fT

% |(1 _ C—j?ﬂ'fT)m,

Stolf) = 71T G |20

2
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1/T =20 MHz I=15pA K, = 30 MHz/V Tec.@em
D, [K] Ht 1+, K, D, (t) — II¢ — T Cs30pP)
+ j2rfC3(1 + jf/fp) if T=T5.A Ich2 Iéhs i
cbdiv [k] Loop Filter VCO 1/T = 20 MHz
— +_~0P1
1 DPes | — —
Nyou D ! L %
Z—A SS op
Npom = 92 _ | cky  clk;
alkl @,[K] Loop Filter . .
" Z Level Vpias S 1
nda | Al o [z ieke Coverer | == QBTG o %
D s Cy= 30 pF Y Jeer Jo12em)
1/N j
Fig. 14. Linearized frequency-domain model of prototype system. /Niom Ky/if —
Ref .
PFD e 64 quulus
I . Divider
but are not S|_gn|f_|cant for the analy§|s to follow. Tii& f) S A T
parameterization is calculated from Fig. 14 and (11) as qIk] K, = 30 MH2/V
Npom = 92
g K]
Jf Mol ,é Out
1 i
+ . +
G(f) = - 5 |- (19)
if if if
I+5— 1+ = + = Fig. 15. Expanded view of PLL Syst
pr (foQ) 2 ig. 15. Expanded view o ystem.
The parameters of the system were set such that the PLL had a TABLE |
bandwidth of 84 kHz: VALUES OF NOISE SOURCESWITHIN PLL
Noise Source Origin Nature | Calculation Value
fo =84.3kHz 2, Ch. Pump,OP1 | CT | HSPICE | 12E-24 A’/Hz
f. =11.6 kHz 40, 1245 Ch. Pump CT HSPICE | 1.8E-25A’/Hz
i2, Switched Cap | DT | Equation22 | 1.0E-26 A?/Hz
fep =14.2kHz A OPl CT | HSPICE | 1.85E-16 V2/Hz
Q =0.75. (20) Vin VCO CT | Equation21 | 1.4E-16 V?/Hz
qlk] T-A DT | Equation 23 —

Fig. 15 expands the block diagram of the prototype to indi-
cate the circuits of relevance and their respective noise contriburpq input-referred noise of the VCO was calculated from an

tions. A few comments are in order. First, a reference frequen&yen_mop VCO phase noise measurement (shown in Fig. 17) at
1/7 of 20 MHz was chosen to achieve an acceptably low impagty frequency offset as

of 3—-A quantization noise while still allowing low-power im-
plementation of the digital logic. This choice of reference fre-
qguency, in turn, required tha¥,,.,, = 92 to achieve an output
carrier frequency of 1.84 GHz. The value &f, was set to 1)
30 MHz/V by the external VCO. The value 6f; was chosen

as large as practical in order to obtain good noise performanggiere ¢, is 30 MHz/V. The value of théZ"/C noise current
it was constrained to 30 pF due to area constraints on the diep%duced by the switched-capacitor operatigp was calcu-
B. Noise Analysis

the custom IC. lated as
1
<_) ey
Table | displays the value of each noise source shown r
in Fig. 15. Many of these values were obtained through &here & is Boltzmann's constant, ant’x is temperature
simulation of the relevant circuits in HSPICE. Note that ajh degrees Kelvin. Finally, the spectral density of theA
noise sources other thafi] are assumed to be white, so thaguantization noise was calculated as
the values of their variance suffice for their description. This
assumption holds for the input-referred VCO noisg,, in(t), S(f) = 1 (2 Sin(7rfT))2m
provided that the output phase noise of the VCO rolls off at 12
—20 dB/dec [22], [23]; the-20 dB/dec rolloff is achieved in wherem = 2 is the order of th&&—A modulator.
the model sinces..in(t), Which has a flat spectral density, The noise sources in Table | can be classified as either
passes through the integrating action of the VCO. The actudlarge-pump noise, VCO noise, BFA quantization noise,
VCO deviates from the-20 dB/dec rolloff at low frequencies which we denote a&.,(¢), vv.o(t), andg[k], respectively. For
due tol/f noise, and at high frequencies due to a finite noissmnvenience, we will assume that..(¢) is referred to the
floor. However, the assumption ef20 dB/dec rolloff suffices input of the VCO, so that it passes through the transfer function
for the frequency offsets of interest. K, /(jf) before influencing the VCO output phase. Given the

K,
G

2
10log <113C07in ) = —143 dBc/Hz

atf =5MHz

72 —
st -

(22)

(23)
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T

values of these sources, the overall noise spectral density at t Charge Pump ;
synthesizer outpufs, (f) is described as 0l 7 Noisel o 55 -

- lOoglSon® [0 femrn)

S0, (f) =50, (f) + Sa,..(f) + So,(f) (24) o

where Ss_ (f), Ss,..(f), and Ss (f) are the contributions
from i, (1), vveo(t), andq(k], respectivelySs, (f) is given by

S100 Lammmmmradzi g .2

‘Overall | i

Spectral Density (dBc/Hz)

(18) withm = 2. Se_ (f) and S, (f) are calculated from _110_/ i \\ ;» . Phase Noise -
Fig. 10 and (14) as Nzo_iQé N R #10l0g(Say ()
NN 120710109 (S, ) oo iﬁ"_ﬁgj\;\' B
—/r , AR : oise ™
Se.,(f) =12, <%) 1G(f) A0 (closed foop) N 1
, ol 1OIog(S.¢ch(f))‘ |
Sey () =20 | | L= G(HI. (25) RIS N
1)) 105k 100 k ™ 0M  25M
) . Frequency (Hz)
Note that we have assumed thai(t) andv,.. () are white, and
thata = 2 since arxor-based PFD is used. Fig. 16. Calculated noise spectra of synthesizer compared to measured results.

The task that remains is to determine the valuesgt) and
Uyeo(t). Examination of Fig. 15 reveals that charge-pump noise

Measured Synthesizer Noise and Open Loop UCO Noise

is a function of the following noise sources: g0 "P 30%8A Carrier: 1.GaEvd Mz 7/02/57_o02:17:13 - 02:19:10
153 E 3

2 (2 G2 s2 T3 = 3

tep = Ji (LChl’ falizs feli3 LSW) (26) sk o <~ Measured Overal E

o= ~y;  Synthesizer Noise =

while VCO noise is a function of the noise sources 7100 E - [tlosed Joop) 3
110 E e =

—— —— ek S - 3

v. = Js v LU . 27 = g o ]

voo = v ( veom? Op) @7 vy Measured "o Bt 3

s VCO Noise g “’"m\ =

We will quickly infer the value of the functiong;(-) and f,,(-) s {open loop) M SO E

-150 L

in this paper; the reader is referred to [13] for more detail. e o 6 LeB H']*" HIH ] o
Let us first determing’;(-). Examination of Table | reveals T s

th_at 'LEM is arﬂder of magnitude larger thafllgy ifhgy and Fig. 17. Measured closed-loop synthesizer noise and open-loop VCO noise.
i2,. Since the?, noise source is switched alternately between

the positive and negative terminals of OP1, its contribution to _.
iep(t) will be pulsed in nature. At a nominal duty cycle of 50% Fig. 17 shows measured plots &, (f) and the open-loop

we would expect the energy 03— to be split equally between phase noise of the VCO from the synthesizer prototype; the plots
hl

s . : = were obtained from an HP 3048A phase-noise measurement
the positive and negative terminals of OP1. As sugfis then system. It should be noted that the LSB of tieA modulator

iihl_/z. This intuitive argument was verified using a detaileq;55 dithered to reduce spurious content, which was necessary
C simulation of the PLL [24]. Note that a more accurate estiye to the low order of thE—A modulator. The resulting spectra
mate ofiZ,, will take into account any offset in the nominal dutyompare quite well with the calculated curve in Fig. 16 over the
cycle of the phase detector output, and the transient responspré)&uency offset range of 25 kHz to 10 MHz. Above 10 MHz,
the charge pump. _ ___the phase-noise measurement was limited by the sensitivity of
~ Now let us determing/, (-). Since Table | reveals thaf, the measurement equipment. Note that &0 dBc spur at

is of the same order of?,,, we simply add these component$q_\H; offset is due to the 50% nominal duty cycle of the PFD;
to obtainvy,, = vZ, + vZ,. This expression is accurate ahg effort was made to reduce it below this level during the design
frequencies less than the unity gain bandwidth of OP1y8je process since it was acceptable for the intended application of
noise source is passed to its output with a gain of approximatefye prototype.
one in this region. At frequencies beyond OP1'’s bandwidth, the

expression is conservatively high sirmT‘l?, is attenuated in this

frequency range.

Based on the above information, plots of the spectra in (24)In this paper, we developed a general model of a PLL that
are shown in Fig. 16. For convenience, we have also overlappedorporates the influence of divide value variations. A model
measured results from Fig. 17 for easy comparison, which witir >—A fractionalV synthesizers was obtained by simply
be discussed shortly. As shown in Fig. 16, the influence of decorporating a~—A modulator model into this framework.
tector noise dominates at low frequencies, and the influenceTdfe PLL model was parameterized by a single transfer func-
VCO andX-A quantization noise dominate at high frequencieion G(f), which further simplifies noise calculations. The
Note that the calculations ug&( /) described by (19) with the framework was used to calculate the noise performance of a
parameter values specified in (20). custom¥—-A synthesizer, and was shown to accurately predict

N
1]
x

VIII. CONCLUSION
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measured results within 3 dB over a frequency offset rangg4] M. H. Perrott, “Fast and accurate behavioral simulation of fractidvial-
from 25 kHz to 10 MHz. frequency synthesizers and other PLL/DLL circuits,”Rmoc. Design
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