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Abstract: Emergency risk assessment of debris flows in residential areas is of great significance
for disaster prevention and reduction, but the assessment has disadvantages, such as a low
numerical simulation efficiency and poor capabilities of risk assessment and geographic knowledge
sharing. Thus, this paper focuses on the construction of a VGE (virtual geographic environment)
system that provides an efficient tool to support the rapid risk analysis of debris flow disasters.
The numerical simulation, risk analysis, and 3D (three-dimensional) dynamic visualization of debris
flow disasters were tightly integrated into the VGE system. Key technologies, including quantitative
risk assessment, multiscale parallel optimization, and visual representation of disaster information,
were discussed in detail. The Qipan gully in Wenchuan County, Sichuan Province, China, was selected
as the case area, and a prototype system was developed. According to the multiscale parallel
optimization experiments, a suitable scale was chosen for the numerical simulation of debris flow
disasters. The computational efficiency of one simulation step was 5 ms (milliseconds), and the
rendering efficiency was approximately 40 fps (frames per second). Information about the risk area,
risk population, and risk roads under different conditions can be quickly obtained. The experimental
results show that our approach can support real-time interactive analyses and can be used to share
and publish geographic knowledge.

Keywords: virtual geographic environment; debris flow disaster; multiscale parallel optimization;
real-time interaction; emergency analysis

1. Introduction

A debris flow is a typical geomorphic spatiotemporal process with hazard potential in
mountainous areas and is trigged by intense rainfalls with landslides [1–3]. Debris flows create
hazard risks, including human injury and death, property losses, social instability, and environmental
destruction, and hinder the sustainable development of the economy in mountainous areas [4].
For example, the debris flow disasters that occurred in Zhouqu County on 7 August 2010, in Wenchuan
County on 11 July 2013, and in Jiuzhaigou County on 25 July 2016, all resulted in damaged houses,
traffic disruptions, a large number of casualties, and huge economic losses. Therefore, it is important
to implement a rapid risk analysis of debris flow disasters in residential areas that can provide
accurate disaster information. The disaster information consists of two parts: the disaster severity
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information and the disaster damage information. The disaster severity information includes the
arrival time, inundated area, flow depth, and flow velocity. The disaster damage information includes
the population and roads at risk. Such disaster information can provide scientific support for
emergency rescue response and is of considerable significance for debris flow disaster prevention and
reduction [5–7].

Risk assessment of debris flow disasters plays an important role in the analysis of the disaster
area, risk degree, and disaster loss [8,9]. Most of the existing risk assessment methods are based on
the relevant factor theory [10]. Assessment factors, such as the catchment area, relative elevation,
rainfall intensity, and debris flow density, are used to construct the risk assessment function, and these
assessment factors can be obtained from either a statistical analysis of the historical data and monitoring
data that describe the occurrence of debris flow disasters or an interpretation of RS (remote sensing)
images [11,12]. Although these methods can be used to quickly evaluate the risk of the debris flow
disaster, the selection of the risk assessment factors and weight assignments, as well as the accuracy
of the evaluation results are dependent on the experience of experts, and these methods can only
be used to quantify the debris flow risk level for a whole gully [10,13,14]. Numerical simulation
methods can quantitatively analyze the development process and the results of debris flow disasters
in various conditions. Thus, many researchers have applied numerical simulation methods to the
risk assessment of debris flow disasters [7,9,15,16]. However, the above numerical simulations are
separated from the risk assessment analyses. Because the simulation results have to be imported into
some professional software (e.g., ArcGIS) for a spatial analysis, this process requires a long time to
obtain risk assessment results.

Currently, researchers mainly use GIS (Geographic Information Science)-supported numerical
equations to construct a combination of one- and two-dimensional models for the simulation and
analysis of a debris flow routing process [17,18]. However, in this field of research, most GIS software
packages mainly use the CPU (central processing unit) serial computing mode to simulate the debris
flow routing process, which results in a very long calculation time [19,20]. The calculation efficiency will
be sharply reduced if high-resolution DEM (digital elevation model) data is used for high-resolution
simulations. Therefore, to eliminate the limitation of computing power, it is necessary to introduce the
parallel computing mode to the numerical simulation of debris flow disasters [21]. There have been
some studies on numerical simulations of debris flow disasters that are based on parallel computing,
including distributed computing based on sockets [22], parallel computing based on the CUDA
(compute unified device architecture) platform [23,24], and multicore parallel computing based on
OpenMP [25]. The method of multicore parallel computing based on OpenMP has the advantages of
simplicity, portability, flexibility, and cross-platform capability [26]. However, to ensure the accuracy
of the debris flow simulation, the above researches usually use high-resolution grid cell data for
parallel computing, often leading to a low computational efficiency. Therefore, it is critical to determine
how to quickly and accurately obtain disaster information, such as the flow depth, flow velocity,
and inundated area.

Abundant complex disaster information can be obtained through a numerical simulation and
risk assessment of debris flow disasters. However, it is difficult for such disaster information to
effectively support multisensory spatial cognition, communication of multilevel geographic knowledge,
and abstract representation and analysis beyond reality [27]. A VGE (virtual geographic environment)
can be used for multidimensional abstract representations of the real world, multimodal visualizations
with multiple viewpoints and multiple details, and analytical understandings [28]. Users can observe a
geographic phenomenon and its evolution process through a 3D (three-dimensional) virtual geographic
space [28,29]. At present, a VGE has been widely used in multiple fields, such as air pollution diffusion,
dam-break flooding, and digital city modelling, to express and share geographic knowledge [30–32].
However, it has not been applied in the field of emergency analysis of debris flow disasters.

Furthermore, most of the existing 3D visualization platforms are compatible only when installed
with plug-ins or additional software, and thus, it is difficult to achieve cross-platform compatibility,
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real-time updating, and multiuser terminal versatility [33]. However, the 3D, dynamic visualization
of debris flow disasters in an emergency situation has higher cross-platform, real-time, and user
experience requirements for the visualization platform. With the development of HTML5 and WebGL
technologies, users can browse and observe 3D, dynamic scenes in a browser without plug-ins.
Currently, these technologies are supported by most browsers, such as Firefox, Chrome, and Apple
Safari. Cesium is an open-source JavaScript library for world-class 3D globes and maps that are based
on HTML5 and WebGL technologies. This paper will use Cesium to implement the 3D visualization of
debris flow disasters.

Based on high-performance computing and WebGL technologies, our research goal is to
integrate the simulation, analysis and visualization into a VGE framework, providing a tool for
the rapid analysis of debris flow disasters in residential areas. Key technologies, including multiscale
parallel optimization, quantitative risk assessment, and visual representation of disaster information,
are discussed in detail. All of these efforts aim to solve the following problems: low numerical
simulation efficiency, poor risk assessment capability, and difficulty in geographic knowledge sharing.
The remainder of this paper is organized as follows: Section 2 shows the methods of the rapid risk
analysis of the debris flow disaster, Section 3 describes the development of a prototype system and the
implementation of the rudimentary experimentation, and Section 4 provides a conclusion and a brief
discussion of further researches.

2. Methods

2.1. Overall Framework

The overall framework of the VGE is shown in Figure 1. It is divided into four layers: a basic data
layer, a service layer, a presentation layer, and a user layer. The basic data layer provides abundant
data resources to support the VGE system. The service layer is the core of the whole system. Based on
the methods of simulation, risk assessment, and spatial analysis, the service layer can provide a
professional service for the rapid simulation and interactive analysis to obtain disaster information.
The presentation layer supports the multidimensional perception of the virtual geographic scene.
It can improve the spatial cognitive efficiency for a debris flow disaster. The user layer is directly
oriented toward the end user. Users can set the simulation parameters of a debris flow disaster routing
process through an interactive interface and can perform a series of operations, such as querying and
interactive analysis, on the simulation results.

2.2. Multiscale Parallel Optimization

Numerical simulation is an effective method to reproduce the recurrence and redevelopment
of debris flows and can reflect the dynamic routing process and the spatial distribution of the flow
velocity and flow depth of the debris flow in the affected area [34]. The particle model is used to
simulate the debris flow disaster routing process in this paper. The particle model was proposed by
Wang et al., and was based on the Lagrangian-Euler numerical method [35]. The particle model regards
debris flow masses as multiple small particles, and each particle has the same size and shape. On this
basis, Hu et al. used the forward difference method to calculate the flow velocity and the displacement
of each particle at each time interval [10]. Then, the debris flow movement on alluvial fans can be
approximately described by the movement of a large number of particles. Presently, this method has
been used to simulate and analyze the debris flow disaster routing process [7,36].

Due to the real-time interactive analysis in the VGE, the computational efficiency of numerical
simulations needs to improve as soon as possible. According to the 3D visualization rendering
efficiency requirements (no less than 25 frames per second), one simulation step should be completed
within 40 ms [37,38]. The data with different grid cell sizes has a considerable effect on the efficiency
and accuracy of the simulation and, consequently, on the spatial analysis and visualization of debris
flow disasters. Thus, it is better to select data with different grid cell sizes when a parallel simulation
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study of a debris flow disaster is to be performed. To meet the rapid simulation and visual analysis
requirements of a debris flow disaster in an emergency situation, an appropriate grid cell size is selected
on the premise of ensuring the accuracy of a debris flow disaster numerical simulation. We do not
change the model itself. In this paper, we use a parallel computing technology and select appropriate
grid cell sizes to improve the computational efficiency.ISPRS Int. J. Geo-Inf. 2017, 6, 377  4 of 14 
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Figure 1. Overall framework.

The OpenMP framework was used to implement the parallel optimization of simulations with
multiple grid cell sizes, as shown in Figure 2. First, the data, including the DEM, roughness coefficient,
breach coordinates, particle ratio, peak flow, and initial flow depth are initialized. Second, the model
based on CPU serial computing is divided into serial computing and parallel computing parts.
The serial computing part is the main thread, including the calculations of the discharge at the
breach, flow velocity, initial position and flow depth. The parallel computing mainly involves mapping
the computing-intense update of particles for multithreading, including the flow velocity in the
x direction and y direction, the displacement in the x direction and y direction, and the current time.
Finally, after the completion of thread synchronization, the number of particles in each grid cell is
calculated according to the new flow velocities, positions, and coordinates of the particles in the
main thread. Then, the flow depth, the flow velocity, and the inundated area in each grid cell can
be calculated through dispatching multiple threads at each time interval and then used to update
the particle state values for the next time interval. Therefore, these calculation results can be used to
dynamically analyze and visualize the debris flow disaster information.
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2.3. Quantitative Risk Assessment

The risk assessment of debris flow disasters includes a comprehensive analysis of hazard and
vulnerability [7]. Hazard assessment and vulnerability assessment are designed to estimate the damage
capability of the debris flow and the losses that are suffered by risk objects, which are of considerable
significance for disaster prevention and emergency response [39]. Damages from the debris flow
are caused by the impact and silt effects. The flow velocity is the key parameter to determine the
impact effect, and the flow depth reflects the deposition of the debris flow. Losses that are caused by a
debris flow disaster mainly occur in the disaster inundated area and involve the damage degree and
comprehensive value of the risk objects [36]. A quantitative risk assessment method for debris flow
disasters is designed in this paper, as shown in Figure 3.

First, the quantitative risk assessment method is tightly integrated into the VGE framework.
The numerical simulation of the debris flow disaster can be implemented after the parameters are set.
Then, the disaster information, such as the flow depth, flow velocity, inundated area, and maximum
flow depth of each grid cell, can be obtained. Second, after this disaster information is combined
with the risk assessment model proposed by Zou et al. [36], the hazard value and vulnerability
value of each grid cell can be obtained. In addition, these values can be divided into three levels,
namely, low, medium, and high grades, and are obtained using the standard deviation method.
Finally, integrated with the thematic data, including roads, residential areas and public facilities,
the disaster information, such as risk area, risk roads, risk population, and risk infrastructure at
different risk levels, is calculated individually by an overlay analysis.
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2.4. Real-Time Visualization of Disaster Information

A virtual geographic scene, which includes the virtual terrain, simulation results data,
and thematic information, can be used to better understand and analyze debris flow disasters.
Determining how to render these data in real time is very important for the interactive analysis
of debris flow disasters.

First, local data and online data are the main data resources with which the virtual terrain scenes
of debris flow disasters are constructed. The local data includes high-resolution RS data and DEM
data, and these data are organized into a local cache based on a pyramid model using leveling and
block processing. Then, these data are loaded and rendered according to the LOD (level of detail)
requirements of the users. The online data includes a large number of high-resolution global satellite
images and a large amount of map data and rough elevation data. The system can support multiple
map data services such as WMS (web map service), WCS (web coverage service), and TMS (tiled map
service) to obtain and parse these online data and then load and render them in real time. It can also
support 3D visualization and browsing of a virtual earth with different resolutions.

Second, the simulation results of the debris flow disasters are stored in a two-dimensional array of
the grid cell units. Each grid cell at different times contains data on the flow depth, elevation, and plane
coordinates, which can support the rendering of the debris flow scenes. Because some grid cell states
may be not included, there are many “invalid” data points in the array. Thus, to reduce the amount of
data, only grid cells with flow depth data are extracted from the two-dimensional array, organized into
a triangular network structure, and later parsed and rendered. The visualization color of the debris
flow adopts a gray color scheme, which conforms to the public’s perception. Different flow depths are
visualized by different colors through hierarchical mapping, as shown in Figure 4a.



ISPRS Int. J. Geo-Inf. 2017, 6, 377 7 of 15

Finally, thematic data, including roads, residential areas, and public facilities, is loaded as vector
layers, which are used for risk assessment and spatial analysis of debris flow disasters. The risk area
and risk population can be obtained through overlay analysis of the inundated area. The disaster
degree can be determined through the risk assessment model. The color scheme of a risk map can
be partly based on the combination of an early warning color system and the extension of an early
warning color system [40], as shown in Figure 4b. Users can obtain disaster information, such as the
disaster degree, risk roads, and risk population in the debris flow disaster routing process through
an interactive query. All of the efforts aim at real-time visualization and interactive operation of
disaster information.
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3. Results and Analysis

3.1. Case Area

The Qipan gully (30◦45′–31◦43′ N, 102◦51′–103◦44′ E) is approximately 5 km southwest
of Wenchuan County, which is located in the southeast of Sichuan Province, China (Figure 5).
The mainstream of the Qipan gully is 15.1 km long and is the first tributary of the Minjiang River.
Its drainage basin covers an area of 54.2 km2 and has an elevation ranging from 1320 m to 4360 m.
Because of a heavy rainfall from the night of 7–11 July 2013, the Qipan gully suffered a large debris
flow disaster [41].
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3.2. Prototype System Development

The simulation of the debris flow routing process in this paper is carried out by using C++
language and OpenMP parallel computing framework. The 3D scene of the debris flow disaster is
constructed based on Cesium. The vector data in the disaster area is stored in the PostGIS spatial
database and is published by the GIS server GeoServer as a WFS (web feature service) under the
OGC (open geospatial consortium) standard. After being invoked by the system, the service can
be loaded and parsed. This system includes four functions. First, it can integrate the online map
data, which provides basic geographic information services. Second, it can provide a basic spatial
analysis function. Third, it can support rapid simulation and risk assessment of debris flow disasters.
Fourth, it can query the debris flow disaster information in real time. At present, the numerical
simulation of debris flow disasters is oriented to expert users, and other functions of visualization
and spatial analysis are for all of the users. The simulation analysis process is shown below. A visual
interface is first provided for expert users to set the simulation parameters and start the simulation
calculations. Then, a series of simulation results are generated automatically, and the disaster
information, such as the maximum flow depths, maximum flow velocities, and inundated area
can be obtained. Moreover, the risk population, risk roads, and risk residential area can be obtained
through an overlay analysis of the thematic data. All of these data are automatically converted to the
JSON (JavaScript object notation) format and are deployed as visual services. Finally, public users can
interactively query and browse this disaster information on the client.

3.3. Simulation Optimization Analysis

To compare the computational efficiency under different situations, the DEM data is resampled to
generate different grid cell sizes for analysis experiments. When the grid cell size is 40 m, the debris
flow model cannot run normally. Thus, the original terrain with 5 m spatial resolution is resampled
to several typical sizes, such as 10 m, 20 m, and 30 m. The simulation experiments on the debris
flow disaster routing processes are carried out by using CPU serial computing and multicore parallel
computing based on the OpenMP framework; then, the accuracy of the simulation results from grids
with different cell sizes can be compared.

The actual inundated area of the debris flow disaster is extracted from the post-disaster UAV
(unmanned aerial vehicle) image, and the inundated area is approximately 657,316 m2. When the grid
cell sizes are 5 m, 10 m, 20 m, and 30 m, the simulated inundated areas are 635,125 m2, 712,600 m2,
699,600 m2, and 656,100 m2, respectively. The simulation results are quite similar to the measured
results of the actual debris flow.

According to the field survey data of Zeng [42], flow velocities have been obtained at 11 cross
sections in the Qipan gully. The maximum flow velocities of cross sections under different grid cell
sizes are shown in Table 1, and the spatial distribution of the maximum flow velocities under different
grid cell sizes is shown in Figure 6. When the grid cell sizes are 5 m, 10 m, and 20 m, the simulated
flow velocities are consistent with the variation trend in the actual flow velocities. When the grid cell
size is 30 m, then the simulated flow velocities have larger errors.
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Table 1. Maximum flow velocities of cross sections under different grid cell sizes.

Cross
Sections

Actual Flow
Velocities

Simulated
Flow

Velocities
(5 m)

Average
Deviation

Simulated
Flow

Velocities
(10 m)

Average
Deviation

Simulated
Flow

Velocities
(20 m)

Average
Deviation

Simulated
Flow

Velocities
(30 m)

Average
Deviation

K1–K4 7.8–11.6 m/s 7.4–11.5 m/s 3.0% 8.1–12.0 m/s 3.6% 8.8–12.5 m/s 10.3% 11.0–12.5 m/s 24.4%

K4–K6 6.2–7.8 m/s 6.2–7.3 m/s 3.2% 6.1–8.3 m/s 4.0% 5.2–8.2 m/s 10.6% 7.0–12.3 m/s 35.3%

K6–K8 4.6–7.5 m/s 4.7–7.6 m/s 1.8% 5.2–7.5 m/s 6.5% 5.0–8.8 m/s 13.0% 4.8–12.1 m/s 32.8%

K8–K10 4.1–6.6 m/s 4.0–5.5 m/s 9.6% 4.6–6.5 m/s 6.9% 4.4–7.2 m/s 8.2% 6.3–12.1 m/s 68.5%

K10–K11 0–4.28 m/s 0–4.6 m/s 3.7% 0–4.7 m/s 4.9% 0–4.8 m/s 6.1% 0–9.8 m/s 64.5%
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The actual flow depths of four reference points in the Qipan gully have been obtained by way of
field investigation. The maximum flow depths of the reference points under different grid cell sizes
are shown in Table 2, and the spatial distribution of the maximum flow depths under different grid
cell sizes are shown in Figure 7. When the grid cell sizes are 5 m, 10 m, and 20 m, the simulation
results are approximately the same as the actual flow depth. However, when the grid cell size is 30 m,
the simulated flow depths have larger errors.
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Table 2. Maximum flow depths of the reference points under different grid cell sizes.

Reference
Points

Actual
Flow

Depths

Simulated
Flow

Depths
(5 m)

Average
Deviation

Simulated
Flow

Depths
(10 m)

Average
Deviation

Simulated
Flow

Depths
(20 m)

Average
Deviation

Simulated
Flow

Depths
(30 m)

Average
Deviation

A 5–8 m 5.3–7.7 m 4.9% 5.2–7.2 m 7.0% 4.2–7.1 m 13.6% 1.4–4.2 m 59.8%
B 2–4 m 2.2–4.5 m 11.3% 1.8–4.6 m 12.5% 1.7–3.7 m 15.0% 1.5–2.5 m 31.3%
C 4–6 m 3.3–5.9 m 9.6% 3.7–6.5 m 7.9% 3.6–6.5 m 9.2% 1.2–2.3 m 65.8%
D 3–6 m 3.1–6.5 m 5.8% 3.3–6.4 m 8.3% 2.8–7.2 m 13.3% 2.2–6.8 m 20.0%

To analyze the parallel computing performance, the multicore parallel computing time is recorded
separately from the CPU computing time, as shown in Table 3. When the grid cell size is 5 m,
one simulation step is completed in approximately 50 ms, which cannot meet the need of real-time
interactive simulations. When the grid cell size is 10 m, one simulation step is completed in
approximately 15 ms, which can meet the need of real-time interactive simulations. In fact, since the
time of the data reading and writing occupies a large proportion as compared to the calculation time,
the speedup ratio will decrease with the increase in the grid cell sizes. Furthermore, we can use different
grid cell sizes and different computing modes together to analyze the computational performance.
According to the above accuracy analysis results, we can select different grid cell sizes to simulate debris
flow disasters. When the grid cell size is 5 m, the CPU computing time is 43.07 min. When the grid cell
size is 20 m, the parallel computing time is 0.29 min. The maximum speedup ratio is approximately 148.
Thus, the multiscale parallel optimization can greatly improve the computational efficiency.

Table 3. Comparison of parallel computing performance under different grid cell sizes.

Grid Cell Size CPU (min) OpenMP (min) Time of a Cycle Calculation (ms) Speedup Ratio

5 m 43.07 12.16 51 3.54
10 m 5.53 1.71 15 3.23
20 m 0.65 0.29 5 2.24
30 m 0.23 0.10 3 2.30

3.4. Real-Time Interactive Analysis

According to the multiscale parallel optimization experiments, a suitable scale (20 m grid cell size)
has been chosen for the numerical simulation of debris flow disasters. The computational efficiency of
one simulation step can be completed within 5 ms, and the rendering efficiency is approximately 40 fps.
The VGE system can support a real-time interactive analysis of debris flow disasters. The disaster
information including the risk area, risk residential area, and risk roads under different risk grades can
be quickly calculated, as shown in Figure 8 and Table 4.
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Table 4. Statistical results of the risk assessment of the debris flow disaster.

Risk Degree Risk Area Risk Residential Area Risk Roads

Low risk 420,000 m2 30,500 m2 4900 m
Medium risk 120,000 m2 39,400 m2 1800 m

High risk 106,000 m2 36,700 m2 900 m

Meanwhile, the debris flow routing process, inundated area, and flow depth can be displayed
in real time in the virtual geographic scene. Users can visually obtain the risk levels of different
disaster areas and the spatial distribution of buildings, roads and other objects with different risk
degrees. Users can also query the disaster information such as the inundated area, risk population,
and risk roads, as shown in Figure 9. It is convenient for emergency rescuers to obtain decision-making
information quickly.

ISPRS Int. J. Geo-Inf. 2017, 6, 377  11 of 14 

 

Table 4. Statistical results of the risk assessment of the debris flow disaster. 

Risk Degree Risk Area Risk Residential Area Risk Roads 

Low risk 420,000 m2 30,500 m2 4900 m 

Medium risk 120,000 m2 39,400 m2 1800 m 

High risk 106,000 m2 36,700 m2 900 m 

Meanwhile, the debris flow routing process, inundated area, and flow depth can be displayed 

in real time in the virtual geographic scene. Users can visually obtain the risk levels of different 

disaster areas and the spatial distribution of buildings, roads and other objects with different risk 

degrees. Users can also query the disaster information such as the inundated area, risk population, 

and risk roads, as shown in Figure 9. It is convenient for emergency rescuers to obtain decision-

making information quickly. 

 

Figure 9. 3D visualization of disaster information. 

4. Conclusions and Future Work 

Analytical GIS is one of the current focuses of geographic information science  

researches [28,43–45]. A VGE system has been developed to support the rapid risk analysis of debris 

flow disasters in residential areas. A suitable scale has been chosen to implement the multiscale parallel 

computing of debris flow disasters. The computational efficiency and visual rendering efficiency have 

been greatly improved. The risk area, risk residential area, and risk roads under different conditions 

can be quickly obtained. Thus, this system can support real-time simulation, visualization, and 

interactive analysis. The main contributions of this paper are summarized as follows: 

First, a multiscale parallel optimization method was designed to improve the simulation 

efficiency of debris flow disasters. The OpenMP framework was used to implement parallel 

optimization of the debris flow simulation. Several typical grid cell sizes were tested in a sensitivity 

analysis of the inundated area, maximum flow depths, and maximum flow velocities. The 

experimental results show that the appropriate grid cell sizes within a range from 10 m to 20 m can 

be used for simulation analysis. The computational efficiency of one simulation step can be completed 

within 15 ms, and the maximum speedup ratio is approximately 148. Thus, the multiscale parallel 

optimization can support real-time interactive analysis. 

Figure 9. 3D visualization of disaster information.

4. Conclusions and Future Work

Analytical GIS is one of the current focuses of geographic information science researches [28,43–45].
A VGE system has been developed to support the rapid risk analysis of debris flow disasters in
residential areas. A suitable scale has been chosen to implement the multiscale parallel computing of
debris flow disasters. The computational efficiency and visual rendering efficiency have been greatly
improved. The risk area, risk residential area, and risk roads under different conditions can be quickly
obtained. Thus, this system can support real-time simulation, visualization, and interactive analysis.
The main contributions of this paper are summarized as follows:

First, a multiscale parallel optimization method was designed to improve the simulation efficiency
of debris flow disasters. The OpenMP framework was used to implement parallel optimization of
the debris flow simulation. Several typical grid cell sizes were tested in a sensitivity analysis of the
inundated area, maximum flow depths, and maximum flow velocities. The experimental results show
that the appropriate grid cell sizes within a range from 10 m to 20 m can be used for simulation analysis.
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The computational efficiency of one simulation step can be completed within 15 ms, and the maximum
speedup ratio is approximately 148. Thus, the multiscale parallel optimization can support real-time
interactive analysis.

Second, the numerical simulation, risk assessment and 3D visualization of the debris flow disasters
were tightly integrated into the VGE system for real-time interactive operation and risk analysis.
A quantitative risk assessment method was deigned. 3D visualization based on the WebGL technology
was implemented to dynamically display the simulation results on a virtual earth. Users can obtain the
inundated area, flow depth, risk area, and spatial distribution of risk objects at different risk levels and
query the disaster information in the debris flow disaster routing process, such as the risk population,
risk residential area, and risk roads. The average efficiency of visual rendering is approximately 40 fps,
which can support real-time interactive analysis of debris flow disasters in a virtual geographic scene.

Third, a VGE prototype system was provided to support the emergency risk analysis of debris
flow disasters in residential areas. The Qipan gully in Wenchuan County, Sichuan Province, China,
was selected as the case area. This system can support the rapid simulation, interactive analysis,
and dynamic visualization of the debris flow disaster, which can provide scientific evidence for crowd
evacuation, temporary shelter arrangement, and rescue planning in emergency situations. In short,
our study provides a new paradigm that will help to promote the application of spatial information
technologies to emergency disaster simulations and analyses.

Despite the achievements described above, this paper has shortcomings. First, based on multiscale
optimization and parallel computing, the VGE system can support the real-time simulation of debris
flow disasters. However, due to the competition between reading and writing in the protocol
computing of the debris flow disaster simulation algorithm, complete parallel processing cannot be
carried out. According to Amdahl’s law, if there is a serial computing in parallel programs, the speedup
ratio cannot increase with the increase of computational kernel [46]. Thus, how to optimize the parallel
computing algorithm of debris flow disasters should be discussed in the future. Second, several typical
grid cell sizes are selected in this paper to determine a proper grid cell size. Other grid subdividing
methods will be used to obtain an optimal result. Third, our experimental work in this paper was aimed
at the Qipan gully in Wenchuan County, Sichuan Province, China. Thus, if necessary, the framework
and method that is presented in this paper will be used for other regions.
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