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Abstract—NiTi devices are widely used in biomedical fields 
due to the material flexibility and ability to recovery high 
strains. However the fatigue behaviour of these devices is still 
undermined by failure. The particular biomechanical operating 
environment is characterized by multi-axial cyclic loading 
transferred to the implanted device. The computational finite 
elements analysis is a power tool to investigate the state of load 
imposed from point to point in the devices, but the numerical 
results have to be correctly analyzed. In this work the fatigue 
performance of different geometries have been numerically 
studied and analyzed with different fatigue criteria. The 
comparison of the results allowed to highlight similarities and 
differences of the studied approaches and to get some hints for 
the selection of the most suitable criteria for NiTi cardiovascular 
devices. 
Keywords— Nitinol, stent, peripheral, fatigue. 

I. INTRODUCTION 
ickel-Titanium alloys (NiTi) are widely used in 

biomedical fields. In particular, several cardiovascular 
minimally-invasive devices exploit NiTi pseudo-elastic 
behavior. Notwithstanding the high performance of NiTi 
peripheral stents or cardiovascular valves, due to the material 
flexibility and ability of recovery high strains, the fatigue 
behavior is still an open issue[1]. Stents and valve 
implantation foresees a first step of device crimping, then a 
partial recovery of the original shape during self-expansion in 
the site to be treated and finally cyclic loading due to leg or 
heart movements that may induce multi-axial solicitations 
[2]. During these three phases, the material response greatly 
varies from point to point due to the complex geometry of the 
devices [3]. Accordingly, the material is subjected to elastic 
cycles in austenitic phase in some zones, while it is partially 
transformed in martensite in other zones where it may cycle 
elastically from the lower plateau to the upper one or vice 
versa. Finally plasticization of martensitic phase may be 
reached in other areas. Considering also that the interaction 
of mean and alternate strains on the NiTi fatigue life does not 
follow the Goodman relation and it is strongly dependent 
from the specimen production process, it is clear that the 
prediction of cardiovascular device fatigue resistance is not 
an easy task. In this work, we numerically analyzed the 
fatigue performance of two geometries under multiaxial loads 
using different fatigue criteria. 
 

II. MATERIALS AND METHODS 
 
Physiological loads acting on NiTi stents may induce axial, 

bending and torsional cyclic solicitations. Accordingly, 

fatigue analysis requires criteria able to take into account 
multiaxial load conditions. In order to compare failure 
prediction of few multiaxial criteria proposed in the 
literature, two different geometries and different loading 
conditions were considered by finite element analyses. A V-
shape geometry, resembling the basic element constituting a 
stent, was used to have a quick and useful view on the 
performance of the different criteria. Moreover, a stent 
geometries composed by 6 rings, reproducing a commercial 
stent (Maris Plus), was analysed to capture in more detail the 
influence of the complexity of the device geometry on the 
fatigue behaviour. Maximum and minimum displacement (L) 
and angle (A) were applied to get the load ratio R = 
Lmin/Lmax=Amin/Amax equal to 0, -1 and >0 (Fig.1). The 
corresponding alterante and mean component 

;  considered 
are reported in Table 1 for the two geometries.  

 
In this work 5 different fatigue criteria have been 

compared: Coffin-Manson (��1), Tresca strain (Tresca), 
Smith-Watson-Trooper (SWT), Brown Miller (BM), Fatemi-
Socie (FS). 

For each analysis, the results obtained through the different 
criteria have been compared in terms of the location of the 
critical nodes in the geometry and the critical nodes damage 
parameter values.  

III. RESULTS 

A. V-shape geometry 
The results of the different analyses performed on the V-
shape geometry indicate that the most critical zone is the 
peak of the V. The difference between criteria results is in the 
position of the most critical nodes of the inner zone of the 

Numerical comparison of fatigue criteria for 
NiTi cardiovascular devices  

D. Allegretti1, L. Petrini2, W. Wu1, F. Miliavacca1 and G. Pennati1 

1 Laboratory of Biological Structure Mechanics, Dept. CMIC ’Giulio Natta’, Politecnico di Milano, Italy 
2 Department of Civil and Environmental Engineering, Politecnico di Milano, Italy 

N TABLE I 
Loading applied in the analysis  

 mm | 
Degree V-Shape Stent 

R=0 

�L m 10 15 
�L a 10 15 
�A m / 30° 
�A a / 30° 

R=-1 

�L m 0 0 
�L a 15 2,5 
�A m / 0° 
�A a / 15° 

R>0 

�L m 17.5 25 
�L a 2.5 5 
�A m / 45° 
�A a / 15° 

Different loading conditions imposed in the analysis. The 
displacement [�L] is given in mm, the angle [�A] in degree. 
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peak. An example of the results for the load ratio R>0 are 
reported in figure 2. For each criterion the 5 most critical 
nodes have been considered: they are reported in Table 2 by 
the node number and distinguishing the location with respect 
to the geometry by colour, point positioned at the left of the 
peak are in black, at the center are in green and the  right side 
are in red.  

 
B. Stent geometry 
The results of the different analysis performed on the stent 
geometry have been studied with the 5 different fatigue 
criteria. An example of the results for the load ratio R>0 are 
reported in the table 3 and in figure 3. The critical nodes are 
grouped in five main critical zones. For each criterion the 5 
most critical nodes have been considered (Fig.3): they are 
reported in Table 3 by the node number and distinguishing 
the critical zones with respect to the geometry by colour.  
 

 

IV. CONCLUSION 
The comparison of the results allowed to highlight 

similarities and differences of the studied approaches and to 
get some hints for the selection of the most suitable criteria 
for NiTi cardiovascular devices. Finally, the influence of 
plasticity on the fatigue response was numerically 
investigated.  

These analyses represent a preliminary study and a future 
development is the comparison of the presented results with 
planned ad-hoc experimental fatigue tests to validate the 
predictions.  

REFERENCES 
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45(2):312-315, 2005. 

[2] Ansari, F., L. Pack, S. Brooks and T. Morrison. Design considerations 
for studies of the biomechanical environment of the femoropopliteal 
arteries. J. Vasc. Surg. 58:804-813, 2013. 

[3] Meoli, A., E. Dordoni, L. Petrini, F. Migliavacca, G. Dubini and G. 
Pennati. Computational study of axial fatigue for peripheral Nitinol 
stens. J. Mater. Eng. Perform. 23:2606-2613, 2014. 

TABLE II 
V-Shape – R>0 

Tresca BM FS SWT ��1 

23093 
24728 

23202 24510 24619 23202 
24728 24619 24401 24510 24619 
23202 23093 24506 24401 23093 
24619 24728 24619 24728 24728 
22984 23311 24292 24292 23311 
Most critical nodes for each fatigue criteria used in the analysis of the 

V-shape geometry. 

TABLE II 
Stent – R>0 

Tresca BM FS SWT ��1 

111171 
24728 

113547 111171 112359 113547 
111172 111172 111163 

 
112360 111172 

111163 113548 111172 112351 113548 
107275 111171 111164 107275 111171 
107276 113539 111170 112362 113539 

Most critical nodes for each fatigue criteria used in the analysis of the 
stent geometry. 
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Fig. 2.  Results of the V-shape geometry for the load ratio 
R>0. The inner zone of the peak are highlighted. The most 
critical nodes resulted by the analysis done with the different 
fatigue criteria are reported. 

 
Fig. 3.  Results of the stent geometry for the load ratio R>0. 
The most critical nodes resulted with the different fatigue 
criteria are highlighted. 

 
Fig. 1.  Example of displacement applied to the V-shape 
geometry. The deformed (colour map image) and the 
underformed shapes (dashed image) are reported. 
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Abstract— Tracheal tissue is a complex multi-layer structure. 
Accurate information on its mechanical properties are essential 
for a reliable prediction of tracheal deformation, which has a 
significant clinic relevance. The use of a decellularized trachea 
does not ensure stable mechanical properties of the construct. A 
coating process with a porous synthetic membrane based on 
PLLA allowed a precise control of the mechanical proprieties. 
Keywords—Decellularization, mechanical proprieties, hybrid 

tissues, tracheal tissue. 

I. INTRODUCTION 
ecellularized tissues and organs have been 
successfully used in a variety of tissue 

engineering/regenerative medicine applications, 
and the decellularization methods used vary as 
widely as the tissues and organs of interest [1]. The 
efficiency of cell removal from a tissue is 
dependent on the origin of the tissue and the 
specific physical, chemical, and enzymatic 
methods that are used. Each of these treatments 
affect the biochemical composition, tissue 
ultrastructure, and mechanical behaviour of the 
remaining extracellular matrix (ECM) scaffold, 
which in turn, affect the host response to the 
material [2]. Tracheal tissue is a multi-layer 
structure composed of cartilage, trachealis muscle, 
mucosa, submucosa membrane and adventitial 
membrane. An accurate knowledge of its 
mechanical properties is essential for a reliable 
prediction of tracheal deformation, which has a 
significant clinic relevance [3, 4]. 

The use of a decellularized trachea (natural 
scaffold), as a matter of fact, dose not ensure stable 
mechanical properties of the construct, does not 
guarantee a reproducibility of the internal and 
external structure and, eventually, does not allow a 
precise control of its biodegradation kinetics. 

In this work, a coating process with a porous 
synthetic membrane via a combination of Dip-
coating and Diffusion Induced Phase Separation 
(DIPS) was designed and carried out. Experimental 
results show that coating with the synthetic 
material helps to recover the mechanical properties 

lost, owing to decellularization of porcine trachea 
rings [5]. 

II. MATERIALS AND METHODS  
The porcine trachea used in this study were 
supplied from Villabate slaughterhouse. 
A. Decellularization methods 

Sodium Dodecyl Sulfate (SDS) was used as 
detergent for the decellularization. The porcine 
trachea was soaked into SDS bath for 24 h at room 
temperature. THereafter, the sample was 
maintained in a box containing PBS 1X at 4°C 
until it was analysed. 

B. Tracheal tissue coating 
Dip coating consists in the immersion of a 

biological tissue in a PLLA-dioxane viscous 
solution (with 8% wt/wt of dioxane) with 
subsequent extraction at a controlled constant rate. 
Via this technique it is possible to control the 
thickness of the coating layer by varying tissue 
extraction rate, solution temperature and polymer 
concentration (see fig. 1). 

The subsequent pool immersion of the tissue, 
covered by a continuous layer of a viscous polymer 
solution, into a coagulation bath, represents the 
Diffusion Induced Phase Separation (DIPS) step. 

Comparison of mechanical properties of neat, 
decellularized and coated thacheal tissues  

S. Montesanto, O. Fici, M. Cammarata, V. Brucato, V. La Carrubba, G. Baratta, and M. Zingales 

1 Department of Civil, Environmental, Aerospace, Materials Engineering (DICAM)- University of Palermo, Viale delle 
Scienze Ed. 8, 90128 Palermo, Italy 

D 

(a)      

(b)     
Fig. 1.  Schematic of the Dip-coating (a) and DIPS (b) processes. 

ESB-ITA 2016

4



GNB2016, June 20th-22nd 2016, Naples, Italy 2 

The bath contains pure water. Via DIPS, the 
simultaneous solvent (dioxane) diffusion out of the 
polymeric film and counterdiffusion of the 
nonsolvent (water) from the coagulation bath 
towards the polymeric film will induce the phase 
separation process. Fig. 1 reports a schematic of 
the two processes. In this study, extraction rate, 
polymer solution concentration and process 
temperature were taken constant in all experiments: 
the extraction velocity was set to 3cm/min, the 
polymer solution concentration to 8 wt% PLLA 
and the temperature to 30 °C [6]. 

 
C. Mechanical characterization 

Tensile tests were performed to investigate the 
mechanical behaviour of trachea rings obtained 
using porcine tracheas. A force speed of 0.1 g/s 
was set, while the temperature was taken constant 
at the value of 30°C. Bose biaxial instrument was 
utilized in uniaxial mode to determine the 
stress/strain behaviour. 

 

III. RESULTS AND DISCUSSION 
A. Tissue decellularizzation 

SDS is very effective in removal of cellular 
components from tissue (see figure 2). On the other 
hand, however, it tends to disrupt the native tissue 
structure, and it causes a partial loss of tissue 
integrity. However, it does not appear that SDS 

severely removes collagen and/or cartilage from 
the tissue. 

B. Tensile behaviour 
By coupling dip coating and DIPS it is possible 

to produce a 3D biohybrid synthetic/natural 
scaffold able to guarantee enhancement of the 
mechanical properties lost during decellularization 
of the native tissue. 

Mechanical tensile tests on the native trachea, ofn 
the neat polymeric film and on the bioengineered 
(hybrid) tissue are reported in fig. 3, to show the 
recovery of the mechanical properties attained via 
coating with PLLA. The improvement of the 
mechanical performance is evident up to strains as 
high as 1%, comparable with the physiological 
deformations of the examined tissue. 

IV. CONCLUSIONS 
A biohybrid material has been prepared via 

coating of a decellularization tracheal tissue with a 
PLLA membrane. Mechanical preliminary tests 
show that the biohybrid material exhibit 
performances similar to those of native tracheal 
tissue, thus allowing one to recover the property 
loss due to the decellurarization protocol. 
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Fig. 2.  Comparison between a native tissue (right side)  and a  
decellularized tissue (lef side). 

 
Fig. 3.  Comparison of tensile mechanical properties of polymer, hybrid 
tissue and tracheal ring. 
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Abstract—A novel computational approach for analysing the 
mechanical response of aortic segments accounting for patient-
specific data is proposed. A parametric tool, suitable for 
parametric biomechanical analyses, is developed by integrating: 
(i) segmentation techniques to define the geometry from aortic 
patient-specific CT images; (ii) multiscale homogenization 
techniques to describe the non-linear mechanics of biological 
tissues, as depending on micro- and nano-structural parameters 
obtained from histological and biochemical data; (iii) a non-
linear finite-element formulation of the equilibrium problem.  
The proposed model has been applied for reproducing an 
inflation test on aortic segments. Moreover, the influence on 
aortic macroscale response of a localized defect affecting the 
crimp of collagen fibers is analyzed, proving that the adopted 
multiscale structural approach is able to investigate the etiology 
of cardiovascular diseases and physio-pathological remodelling 
mechanisms. 
Keywords—Aortic mechanics, patient-specific computational 

models, Multiscale tissue modelling, Non-linear finite element 
formulation, Cardiovascular diseases. 

I. INTRODUCTION 
ARDIOVASCULAR diseases (CVDs) are the leading cause 
of death worldwide but their etiology is debated and the 

therapeutic approaches are still based on the definition of risk 
parameters mainly evaluated on the own experience of 
clinicians. In this framework, computational models have 
recently provided novel insights into aortic biomechanics, in 
both health and disease scenario [1],[2]. Although several 
reliable methods exist for reconstructing the geometry of 
computational domains from patient-based CT (computed 
tomography) images, a key aspect for accurate analyses is 
represented by the constitutive description of the tissue, 
characterized by anisotropic and non-linear mechanical 
response. Many constitutive formulations are available in  
literature [3],[4], but they generally have  weak relation with 
histological/biochemical parameters. On the other hand, a 
multiscale structurally-motivated approach for tissue 
constitutive description has been recently proposed by some 
of the authors and has been proved, referring to simple study 
cases only, to be effective to reproduce tissue behaviour, by 
introducing parameters that straight describe histological and 
biochemical properties [5]-[9]. In order to allow the use of 
this refined constitutive description, that has never been 
employed in numerical simulations reproducing complex 
patient-specific geometries, a fully-personalized clinical 
application  integrating a computational strategy for non-
linear finite-element (FE) analyses of aortic segments is 
herein presented. In detail, patient-specific geometrical 

modeling is coupled with the aforementioned multiscale 
structural constitutive formulation, resulting in an overall 3D 
macroscale description explicitly depending on dominant 
micro- and nano-scale personalized features. The preliminary 
case study of a thoracic aortic segment undergoing an 
inflation test is numerically addressed, comparing different 
constitutive strategies and proving the capability of the 
proposed integrated computational approach to analyze the 
influence of possible localized tissue defects on aortic 
biomechanics.  

II. MATERIALS AND METHODS 
A general methodology for developing 3D-FE models of 
blood vessels incorporating patient-specific geometry from 
computer tomography (CT) images and histological,  
biochemical and biophysical data is herein described. The 
corresponding schematic is represented in Fig. 1. 

A. Constitutive description 
In the framework of a multiscale strategy and referring to the 
tunica media only, the multi-layered histologic structure of 
the aortic tissue, constituted by the occurrence of media 
lamellar units (MLUs), is modelled as a layered structure 
comprising N perfectly-bonded layers characterized by the 
same thickness. Each MLU is composed by an elastin layer 
(EL) of thickness ��� and an interlamellar substance (IL) of 
thickness ���. In turn, the interlamellar substance has a multi-
layered sub-structure made up of concentrically fiber-
reinforced sub-layers, comprising elastin, muscle cells, and 
crimped collagenous fibers whose main direction is helically 
arranged around the vessel axis. The orientation of collagen 
fibers with respect to the vessel axis is described by the 
wrapping angle���, varying along the vessel thickness. Each 
IL sub-layer is here modelled as a composite material made 
up of crimped collagen fibers, taken aligned in the same 
direction, embedded in a linearly elastic isotropic matrix, 
describing both the elastin network and the muscle cells, 
having comparable stiffness [10]. Collagen fibres in soft 
tissues are bundles of densely packed tilted fibrils, laterally 
linked by means of proteoglycans. In turn, collagen fibrils are 
made up of staggered arrays of tropocollagen molecules, 
mutually interconnected by intermolecular covalent cross-
links. Both micro-scale and nano-scale features of collagen 
fibers are accounted for, via a multiscale homogenization 
process [5]-[9].  

B. Vessel geometry 
The reference vessel configuration �o is reconstructed from 
3D contrast-enhanced CT images (Fig. 1). Such images 
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describe, with a sub-millimetric resolution, the anatomy of 
blood vessels through 3D arrays of grayscale intensities, and 
they contain body projection over coronal, sagittal and axial 
planes. By employing a region- based model which involves 
the Geodesic Active Contours algorithm [11], an image 
segmentation process is applied, providing a description of 
the aortic geometry via a surface mesh. Segmentation errors, 
due to possible coarse resolution of medical devices and/or 
involuntary patient movements, are reduced by applying a 
Taubin smoothing algorithm [12].  Finally, curves resulting 
from the intersection of the smoothed surface mesh with a 
family of planes orthogonal to the mean vessel axis are 
employed for generating the loft surface �o used for FE 
simulations. 

C. Numerical model 
The surface of the aortic segment, resulting from the 
geometric reconstruction, is treated as a Mindlin-Reissner  
shell. In order to avoid locking phenomena related with both 
shell formulation and tissue incompressibility, a mixed 
displacement-pressure finite-element formulation is 
employed, by considering a MITC shell element [13]. In 
detail, shell surface is discretized by means of iso-parametric 
6-nodes 2D-triangular elements with quadratic (resp., linear) 
shape functions for displacements and rotations (resp., for 
pressure). In agreement with a computational 
homogenization strategy, a material map is computed on the 
basis of the homogenization procedure previously recalled. 
By employing an updated-Lagrangian strategy, both 
geometric and material non-linearities are treated via an 
incremental approach, by solving a series of incremental 
linearly-elastic sub-problems, and thereby allowing for a 
step-by-step updating of: (i) geometry; (ii) reference 
coordinate system; (iii) material properties. Figure 2 gives a 
schematic representation of the implemented solution 
algorithm. 

III. RESULTS  
As a case study, a thoracic aortic segment subjected to an 
inflation test up to 180 mmHg is numerically addressed. 
Numerical results are obtained by adopting the above 
introduced multiscale homogenization procedure and by 
describing histochemical properties as referred to a 
homogeneous distribution into the aortic domain 
(homogeneous non-linear model, HNM) and to a localized 
defect (defect non-linear model, DNM). In the latter case, 
values of model parameters coincide with the HNM's ones 
with the exception of an higher initial collagen fiber 
amplitude in a region located below the middle section of the 
aortic segment (Fig. 1). Figure 3 shows that the localized 
defect of collagen fiber crimp in the DNM case induces 
significant differences in the macroscopic strain field of the 
overall aortic domain with respect to the HNM case. 

IV. CONCLUSIONS 
The mechanical response of aortic segments has been 

addressed by proposing a novel integrated computational 
approach able to describe, in a general patient-specific 
framework, both aortic geometry and material properties. A 
geometric reconstruction procedure from 3D computer-
tomography images has been coupled with a multiscale non-

linear constitutive description, accounting for highly-
personalized histological and biochemical features. In detail, 
a multi-step homogenization approach based on a bottom-up 
strategy (from the nano-up to the macroscale) has been 
employed for describing the non-linear and anisotropic 
response of aortic tissues. Dominant nano- and micro scale 
mechanisms have been consistently up-scaled following a 
structurally-motivated multiscale strategy, which allows to 
couple in a non-phenomenological scheme the tissue 
macroscale mechanics with both histological subscale 
arrangement and biochemical environment. 
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Fig. 1  Patient-specific aortic models. From left to right: CT images; geometric reconstruction; numerical model integrated 
with a multiscale homogenization approach to describe the tissue mechanical behavior; computational mesh. 

 
 

 
Fig. 3  (left) Distribution of the circumferential strain ��  at p = 180 [mmHg] in HNM and DNM cases. (right) Average 
circumferential strain vs. the pressure p in the defect zone ���  and in the surrounding tissue ���  for the DNM case. 

  

 
Fig. 2 Flowchart of the implemented solution algorithm. CT: computer tomography; LRS: local reference system; FE: finite 
element. 
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Abstract—Developing cell culture substrates that mimic the 
mechanical properties of the native cellular micro-environment 
is critical to engineer physiologically relevant in-vitro organ 
models. Moreover, considering that tissue ageing and fibrotic 
processes are generally associated with an extracellular matrix 
(ECM) stiffening, cell culture substrates capable of reproducing 
this healthy-to-aged/fibrotic transition in-vitro are fundamental 
for the realization of pathophysiologically relevant organ 
models. Here, we present transglutaminase-gelatin hydrogels 
with stiffenable properties as cell culture substrates for 
engineering tissue ageing or fibrotic models in-vitro. 
Keywords—nano-indentation, gelatin, transglutaminase, 

hydrogels, fibrotic models, in-vitro organ models. 

I. INTRODUCTION 
The classical tissue engineering approach based on the 

successful interaction between cell, scaffold and bioreactor, 
represents an attractive strategy for the development of in-
vitro organ models [1]. An ideal scaffold should mimic most 
of the properties of the native extracellular matrix (ECM) to 
provide cells with an appropriate microenvironment 
promoting their growth, differentiation and function. Among 
the ECM cues, biomechanical properties play a critical role in 
regulating pathophysiological cell behaviour and directing 
the development of tissue fibrosis, which is generally 
associated with an enzyme-mediated ECM hardening [2]. 
Tissue ageing is also associated with ECM hardening. For 
example, ageing in the cardiovascular system is characterized 
by an enhanced collagen and calcium deposition in the ECM 
and an increased protein cross-linking [3], while fibrosis may 
be observed in hepatic or pulmonary tissue affected by 
hepatitis [4] or lung disorders [5], respectively.  

 Based on the hypothesis that tissue stiffness increases as 
ageing/fibrosis progresses, dynamic scaffolds that mimic the 
elasticity of healthy and aged/diseased tissue ECM in-vitro 
need to be engineered to temporally manipulate their 
mechanical properties on demand [6].  

Gelatin (a commercially available biomaterial derived 
from collagen) is often used as the organic component of 
scaffolds because of its biocompatibility [7]. However, due to 
its rapid degradation in typical cell culture environments (T = 
37 °C), gelatin-based scaffolds are often covalently 
crosslinked using various chemical reagents (e.g. 
glutaraldehyde, formaldehyde [7]) or enzymes (e.g. 
transglutaminase [8]) to improve their stability and enhance 
the mechanical properties. In particular, transglutaminase is a 
calcium-independent enzyme that catalyses the formation of 
covalent cross-links between glutamine and lysine residues in 
proteins. Since it is commonly used in food manufacturing 
processes approved for human consumption by the U.S. Food 
and Drug Administration, this enzyme seems to be a 

promising cross-linking agent with respect to glutaraldehyde 
and formaldehyde, that may reduce gelatin biocompatibility 
if not completely washed out prior to cell seeding, and cannot 
be used in presence of cells.  

Here we present the use of microbial transglutaminase 
(mTG) as a biocompatible second step enzymatic crosslinker 
for gelatin hydrogels to engineer pathophysiological in-vitro 
models that can be dynamically stiffened during cell culture 
from healthy towards aged/fibrotic environments at a user-
defined time. 

II. MATERIALS AND METHOD 

A. Hydrogel Preparation  
Since we are interested in characterizing mTG-mediated 

hardening at 37 °C (physiological temperature), gelatin 
hydrogels need to be stabilized via pre-crosslinking. Two 
series of pre-crosslinked mTG-gelatin samples were obtained 
adding 1 and 10 units of mTG (Activa WM, kindly gifted by 
Ajinomoto) per gram of gelatin to 5% w/v Type A gelatine 
solution (G2500, Sigma-Aldrich). The latter was then cast 
into custom cylindrical moulds (13 mm diameter – 8 mm 
height) and incubated at 37 °C (Day -1), obtaining 1 and 10 
unit/gram (U/g) mTG-gelatin samples, respectively.  

After 24h (Day 0), the hydrogels were carefully removed 
from the moulds and each sample was placed in different 
wells of a 12-well plate. Here, the hydrogels were submerged 
in 5 mL of mTG solutions at different concentrations 
(prepared in 1x phosphate buffered saline, PBS) to 
exogenously provide 10 and 100 units of mTG per gram of 
gelatin to crosslink (U/g). Finally, samples were incubated at 
37 °C to be stiffened towards aged/fibrotic models. Samples 
immersed in 1x PBS (i.e. provided with no exogenous mTG 
or 0 U/g mTG) were used as controls.  
  

B. Mechanical Testing 
Nano-indentation tests were performed using a PIUMA 

Nanoindenter (Optics11) with a 61.5 �m spherical tip. Each 
hydrogel was  glued on a Petri dish using cyanoacrylate 
(Attack, Loctite) and submerged with deionized water before 
testing. At least 10 indentations were performed on different 
surface points of each sample, using a constant strain rate of 
� = 0.05 s-1. Hydrogels were tested at day 1 and 7 after 
incubation in mTG solution. Experimental data were 
analysed with the nanoepsilon dot method, deriving elastic 
moduli as the stress-strain slope within 0.10 strain [9]. 

Enzymatically Stiffenable Gelatin Hydrogels for 
Engineering Pathophysiological Organ Models  
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C. Statistical Analysis 
Statistical analyses were performed with GraphPad Prism 

(Graph Pad Software Inc.). Data obtained for 1 and 10 U/g 
mTG-gelatin hydrogels were analysed separately with a 2-
way ANOVA to investigate the effect of both exogenous 
mTG concentration and incubation time on the elastic 
modulus of each group of samples. Multiple comparisons 
were performed with Sidak test, in order to investigate either 
the effect of incubation time on resultant E for each 
exogenous mTG concentration or the effect of mTG 
concentration at the same time point. Statistical significance 
was set to p < 0.05. 

III. RESULTS 
Figure 1A shows mTG-gelatin hydrogels removed from the 
moulds (day 0): 10 U/g hydrogels appear opaque and more 
stiff with respect to 1 U/g ones that are transparent and soft. 

After 24 h of incubation in mTG, the elastic modulus (E) 
of 1 U/g gels significantly increases with exogenous mTG 
concentration (Fig. 2). Although higher in controls with no 
mTG (0 U/g), as expected, at 24 h the modulus of 10 U/g 
samples immersed in mTG solution is generally lower than 
that of 1 U/g gels and reaches a plateau at 10 U/g mTG. 

 The differences measured via nanoindentation are also 
appreciable in Fig. 1. At day 1 (Fig. 1B), control samples 
appear softer with respect to day 0 (Fig. 1A), while the other 
gels tend to shrink and become more opaque with increasing 
exogenous mTG concentration. On the contrary, differences 
are less evident in 10 U/g gels, except for the control that 
seems to be less shrunk and opaque than those exposed to 10 
and 100 U/g exogenous mTG. 

After 7 days of incubation, the E continues to increase 
significantly for both 1 and 10 U/g samples immersed in both 
10 and 100 U/g mTG solutions with respect to 24 h (Fig. 3A-
B), while it decreases in case of controls (p < 0.05 only in 
case of 10 U/g gels), suggesting that hydrolysis prevails over 
the enzymatic crosslinking. 

The interaction between the two factors (i.e. exogenous 
mTG and incubation time) was significant for both 1 and 10 
U/g pre-crosslinked samples, with incubation time effect 
depending on the level of mTG concentration. In particular, 
the elastic modulus increases with time only in presence of 
mTG, while it decreases between day 1 and day 7 in absence 
of the enzyme (Fig. 3A-B). Moreover, the E increases 
increasing the exogenous mTG concentration (p < 0.05 only 
in the case of 10 U/g gels at day 7, between 10U/g and 
100U/g exogenous concentrations). 

IV. CONCLUSION 
Pathophysiological in-vitro models are important to 

understand the processes underneath aging and several 
diseases, such as fibrosis. Given the critical role of the 
biomechanical environment in regulating cell behaviour and 
directing the development of tissue fibrosis, mTG-gelatin 
hydrogels were designed to reproduce the typical stiffness of 
healthy soft tissues and to subsequently be stiffenable via 
enzymatic activity to recreate aged or fibrotic environments, 
in an in-vivo like manner. 

We demonstrate that mTG can be used as a second step 
crosslinker to increase the elastic modulus of gelatin 
substrates, thus reproducing the transition from healthy to 
aged/fibrotic environments in-vitro. Microbial 
transglutaminase is an attractive biocompatible agent [8] for 
altering the mechanical properties of amino-containing 
scaffolds during cell culture to engineer fibrotic/aged organ 
models in-vitro.  

Thanks to exogenous mTG administration, the elastic 
modulus of 1 U/g samples can be varied from about 4 to70 
kPa. These values cover the range of typical 
pathophysiological elastic moduli of soft tissues [10].  
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Fig. 1. mTG-gelatin hydrogels: a) day 0 (1 U/g and 10 U/g represent the internal concentrations of mTG); b) day 1 (U/g values on the rows represent mTG 
internal concentrations, while U/g values on the columns are the exogenous mTG concentrations administered to mTG-gelatin samples). 

 

 
Fig. 2.  Elastic moduli of 1 and 10 U/g mTG-gelatin samples immersed in mTG solutions after 1 and 7 days.  
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Fig. 3.  ANOVA interaction plot of a) 1 U/g and b) 10 U/g mTG-gelatin samples. For each exogenous mTG concentration, significant differences between E at 
day 1 and 7 are denoted with an asterisk (p < 0.001). 
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Abstract—Malignant melanoma is a highly aggressive skin 
cancer whose rate of mortality dramatically decreases if 
detected in the initial phases of its development. For this reason, 
early recognition of melanoma is of upmost importance. 
Enhancement in the imaging technique such as confocal laser 
scanning microscopy (CLSM) enabled the obtainment of high-
resolution images but up to date, a definitive diagnosis can be 
achieved only after excisional biopsy and subsequent histological 
analysis. Literature studies assessed alteration in the mechanical 
properties of the biological tissue when a pathological condition 
occur. In this context, we propose a combined approach 
comprising an experimental analysis and a computational 
modelling. The latter will be devoted to the obtainment of 
transverse displacement from CLSM images while the former 
will be devoted to the development of a multiscale approach to 
fully characterize the skin and skin lesion. Such a combined 
approach will allow further understanding on biomechanical 
changes that occur in presence of skin lesions.  
Keywords—skin lesion, multiscale, skin biomechanics  

I. INTRODUCTION 
ALIGNANT melanoma is a highly aggressive skin 
tumour whose incidence has dramatically risen in the 

last decades causing the 75% of skin cancer-related deaths 
[1]. The 5-years survival rate ranges from 15% if lately 
detected to 99% if early detected [2]. For these reasons, the 
early recognition of melanoma is of upmost importance. 
Currently, the diagnosis is performed using the so-called 
ABCDE rule, which is based on the visual evaluation of 
dermatoscopic features (Asymmetry of the lesion, Border 
irregularity, Color variegation, Diameter dimension and 
Evolution). Suspicious melanoma undergo to excisional 
biopsy and subsequent histological analysis. Improvements in 
diagnostic imaging technique allowed the obtainment of 
higher resolution with respect to classical dermatoscopy 
analysis. Confocal laser scanning microscopy (CLSM) is able 
to provide the visualization of the upper layers of the skin 
layers with a cellular resolution. Nevertheless, biopsy and 
histological analyses are mandatory to provide a final 
diagnosis. In this context, exploring new methodologies to 
investigate the changes occurring when such a pathological 
conditions initiate could suggest new clinical pathways. 
Starting from these considerations, our study aims at 
evaluating if mechanical alterations that occur when the 
pathology develops can be used to help the clinical decision. 
Several literature study in fact assessed a modification of the 
mechanical properties of biological tissues during the 
development of the metastasis of cancers such as carcinoma 
[3], [4] or melanoma [5]-[7]. 
In this view, a combined approach including an experimental 

analysis and a computational study is proposed to 
characterize the mechanical properties of the superficial 
layers of the skin and skin lesion . In the latter CLSM images 
of the skin and skin lesions are obtained before and after the 
application of a mechanical stimulus. The depth-dependent 
behaviour of the skin layers is investigated by calculating the 
transverse displacement after the stimulus. The former is 
aimed at reproducing the experimental condition to identify 
the different layers material parameters for skin and skin 
lesions that allow reproducing the transverse displacement 
experimentally obtained.  

II. MATERIAL AND METHODS 
 
To fully characterize the skin and skin lesions, a combined 
approach is proposed comprising an experimental and a 
computational analysis. The former is devoted at the 
evaluation of the response of the skin and skin lesion when a 
displacement field is applied. The latter is aimed at the 
assessment of the different mechanical properties of the skin 
layers and to establish if the skin and skin lesions exhibit a 
different behaviour.   
 

A. Experimental set up 
The experimental set up consisted of a CLSM Vivascope® 

1500 (MAVIG VivaScope Systems, Munich, Germany), a 
tissue ring, an adhesive plastic window, an adhesive tape 
(Opsite Flexigrid, Smith & Nephew, London, UK) and a 
(pliers) support. The schematic of the experimental set up is 
illustrated in figure 1. The CLSM probe is coupled to the 
tissue ring on which a disposable adhesive plastic window is 
glued. This plastic window adheres to the skin. In this way, a 
displacement is applied to the CSLM probe, which in turn 
transmits it to the skin. In vivo CLSM images were acquired 
on the dorsal forearm of healthy Caucasian volunteers. Image 
stacks (500 x 500 µm, depth 152 µm) were acquired in 
undeformed and deformed (i.e., the CLSM probe is submitted 
to a displacement of 250 �m along the X direction) 
configurations (Fig. 1). For both configurations, the stacks 
were reconstructed and the displacement field was computed 
through a registration strategy, which estimated the best 
alignment of the deformed and undeformed images [8]. The 
depth-dependent displacement was computed to evaluate if 
different behaviors are evident in the different layers for the 
skin and skin lesion. 

Biomechanical evaluation of skin lesions: a 
combined approach 
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B. Computational model 
To obtain the mechanical information of the different skin 

layers, a multi-scale approach was adopted ranging from 
macroscale, microscale up to cellular scale. The schematic of 
the multi-scale approach is illustrated in figure 2.  

Starting from CLSM subject specific model of the skin and 
skin lesions have been created. 

1. Tissue macroscale model 
The subject specific 3D FE tissue macroscale models were 

developed using Abaqus 6.13 ® (SIMULIA, Dessault 
Systèmes, France). Each layer was modelled as an isotropic 
hyperelastic material using the Neo-Hooke constitutive 
equation and incompressibility was assumed. For each layer 
the thickness is measured from CLSM images and assumed 
constant. A displacement type boundary condition is applied 
in correspondence of the area of the adhesive plastic window, 
a shear stress is applied to simulate the effect of the fluid 
under the same plastic window. The model is complemented 
with appropriate boundary conditions to simulate the effect of 
surrounding tissue. The material parameters of the different 
layers are initially set according to literature data and then 
iteratively varied until the numerical transverse displacement 
matches the experimental one.  

2. Tissue microscale model 
Once the material parameters in the tissue macroscale models 
are obtained, the corresponding subject specific 3D FE tissue 
microscale models accounting for the upper layers of the skin 
(i.e., stratum corneum, epidermis, basal membrane and 
dermis) are set up. These models were developed using 
Abaqus 6.13 ® and the material behaviour of each layer is 
describe as an incompressible isotropic hyperelastic material 
as in the tissue macroscale models. At this level, the peculiar 
morphology of the basal membrane is taken into account. The 
geometry of the basal membrane is reconstructed from 
CLSM images using Rhinoceros (Seattle, WA, USA). To 
obtain the material parameter of the membrane a traction test 
in numerically performed on a specimen comprising the 
subject specific basal membrane the epidermis and the 
dermis. This information is then added to the tissue 
microscale models. Each subject specific model is then 
complemented with displacement boundary conditions 
obtained from the corresponding tissue macroscale model.  

3. Cellular model 
The cellular scale model was developed using Chaste 

(Cancer, Heart And Soft Tissue Environment, University of 
Oxford), an open source code which allows the modelling of 
the interactions among different types of cells. The aim of the 
model is to reproduce the cellular composition of different 
regions of interest modifying the ratio of melanocytes- and 
keratinocytes. Two families of cells have been defined, the 
leukocytes and melanocytes each with a cellular dimension of 
8 �m. The cellular interaction are set according to literature 
indications. A displacement boundary condition is applied.  

C. Results 
For the sake of brevity, we report the comparison of the 

transverse displacement computed for skin and skin lesion 
from the CLSM registration and that numerical simulated 

using the tissue macroscale model (Fig. 3). A good 
agreement has been achieved between the experimental (dots) 
and the computational (line) for both the skin lesion (a) and 
the skin (b). In addition, it worth noting that while in the case 
of skin the slope of the displacement show only a variation 
from the stratum corneum to the lower layers, in the skin 
lesion the changes in the slope are observed in the epidermis, 
the DEJ and the dermis. These changes depend on the 
variation of the mechanical properties: the estimated Young’s 
modulus in case of skin lesion at the derma-epidermal 
junction the is five-fold greater than case of normal skin. The 
analysis of the deformation field for skin (c-d) and skin 
lesions (e-f) also showed a higher gradient of the deformation 
in the skin lesion in correspondence of the DEJ. 

III. CONCLUSION 
The combined approach here proposed allowed to obtain the 
experimental transverse displacement in skin and skin lesions 
of healthy volunteer. The multiscale model provided 
important information on the modification of the mechanical 
properties in the skin lesion with respect to the normal skin. 
Such a methodology represents an interesting and suitable 
tool to be applied in the investigation of the melanoma to 
obtain further understanding of such pathology as well as 
indications to support clinical diagnosis. 
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Fig. 1. Schematic of the experimental set up. The CLSM probe is attached to the skin through a tissue ring and an adhesive plastic 
window (left). The adhesive plastic window was cut so that only half was attached to the skin surface and on the opposite side, an 
adhesive tape was attached onto the skin surface and held through a support to obtain an encastre (right). 

Fig. 2. Schematic of the multiscale model. From the left to the right: tissue macroscale (green), tissue microscale (red) and cellular scale 
model (blue).Geometrical data from CLSM and data from literature are integrated in the models. The figure underlines the communications 
of parameters between the three models. 

Fig. 3. Results of the computational model. Top: comparison of the transverse displacement for the skin (a) and skin lesion (b) obtained from 
the CLSM images (dots) and from simulation (line). Bottom: maps of the deformation for the skin (c-d) and the skin lesion (e-f).  
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Abstract—The aim of this study was to measure, for the first 
time, the full-field three-dimensional strain distribution inside 
prophylactic-augmented vertebrae in the elastic regime and to 
failure. Eight porcine vertebrae were prophylactically 
augmented using two different cements.  They were micro-CT 
scanned (40 micrometer voxel) in the unloaded state and at 5%, 
10% and 15% compression. Internal strains were computed 
using digital volume correlation (DVC). For both cement types, 
the highest strains were measured in the regions adjacent to the 
injected cement mass, whereas the cement-interdigitated-bone 
was less strained. While this was already visible in the elastic 
regime (5%), it was a predictor of the localization of failure, 
which became visible at higher degrees of compression (10% 
and 15%) when failure propagated across the trabecular bone, 
sometimes reaching the cortex.  Localization of the high strains 
and failure was consistent between specimens, but different 
between the two cement types: for one cement (having a lower 
young modulus) this was located at mid-height, at the same level 
as the cement mass; for the other one (having a higher young 
modulus) strain concentration and failure were cranial or 
caudal to the cement mass. This study demonstrated the 
potential of DVC in measuring the internal strain (elastic 
regime) and failure in prophylactic-augmented vertebrae.  
While the cement-interdigitated region becomes stronger (less 
strained), the adjacent non-augmented trabecular bone is 
affected by the stress concentration induced by the cement mass, 
and tends to fail.  This approach can help establishing better 
criteria to improve the vertebroplasty and augmentation. 
Keywords— Prophylactic vertebral augmentation, Digital 

volume correlation, Bone fracture, Full-field three-dimensional 
strain measurement. 

I. INTRODUCTION 
HERE are cases in which vertebrae are at high 
risk of fracture, such as in with low bone 

mineral density or metastatic lesion. One 
prophylactic strategy that has recently been 
proposed to reduce fracture risk in weak vertebrae 
is the mechanical reinforcement of the vertebral 
body by injection of a foreign augmentation 
material. Past studies only investigated structural 
failure [1-3] and the surface strain distribution [4].  
To elucidate the failure mechanism of the 
augmented vertebral body, information is needed 
about the internal distribution of strains. With the 
recent and rapid progress of high-resolution micro-
CT imaging in conjunction with in situ mechanical 
testing, digital volume correlation (DVC) emerged 
as a novel tool for the measurement of 3D 

deformation fields throughout entire bone volumes 
[5]. The aim of this study was to improve the 
understanding of the failure mechanism inside 
prophylactic-augmented vertebral bodies under 
compression.  DVC was used for the first time to 
measure the full-field internal strain distribution 
inside the vertebral body, in the injected cement, 
and in the cement-bone interdigitated region of 
vertebrae that were prophylactic-augmented with 
two different cements, including both the elastic 
regime (axial components of strain), and the 
internal micro-failure mechanism.    

II. MATERIALS AND METHODS 
Eight single thoracic porcine vertebrae were 

divided in two groups: 
• Augmentation with Cal-CEMEX Spine 

(Tecres, Italy) was performed on 4 intact vertebrae.  
• Augmentation with Mendec Spine (Tecres, 

Italy) was performed on 4 intact vertebrae.  
Destructive tests were performed with a step-

wise axial compression (0%, 5%, 10% and 15% 
compression). MicroCT images were acquired at 
each step (typically 40 micron resolution). DVC 
analysis (LaVision, UK) was performed on the 
microCT-reconstructed volumes to obtain the full-
field displacement and strain distribution, in order 
to identify the onset and progression of bone-
biomaterial failure in the natural and prophylactic 
augmented vertebral body.  

III. RESULTS 
In all of the augmented specimens, the micro-CT 

images (Fig. 1) showed a main micro-damage, at 
15%.  For both cement types, the cement region 
appeared to be undamaged, even at the final 
loading stage (15%); failure tended to initiate in the 
trabecular bone adjacent to the cement-bone 
interdigitated region. In the majority of the Mendec 
specimens (3 out of 4, Fig. 1) the main micro-
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damage was localized in the trabecular bone at 
mid-height, at the same level of the cement mass.  
Such a collapse seemed to initiate from the cement-
bone interface, then gradually spread across the 
trabecular bone anteriorly and finally in the 
transverse plane reaching the cortical bone.  Only 
for specimen Mendec-4 collapse initiated at the 
two extremities (Fig. 1, 15%), which ended with a 
trabecular crushing in most of the cranial and 
caudal region, far away from the augmented 
region. The specimens augmented with Cal-
CEMEX showed a main micro-damage localized in 
the trabecular region just cranial or caudal to the 
cement mass (Fig. 1, 15%).  Only in Cal-CEMEX-
3 the micro-damage was at the same height of the 
cement mass, towards anterior (Fig. 1, 15%).  
Similar to the Mendec specimens, such a collapse 
initiated from the cement-bone interface, and 
gradually developed across the trabecular 
anteriorly or posteriorly in the transverse plane, in 
some cases affecting the cortical bone (Cal-
CEMEX-2 and Cal-CEMEX-3). 

At the first compression step (5%) the 
localization of high-strain regions varied between 
specimens (Fig. 3-4).  Conversely in the final 
loading step (15%) the cement regions seemed to 
be less strained in all specimens, and the largest 
strains were generally observed adjacent to the 
cement-bone interdigitated region.  In the Mendec 
specimens, the highest strains observed at 10% and 
15% compression were at mid-height, at the same 
level of the cement mass (Fig. 2). Conversely, in 
the Cal-CEMEX specimens the largest strains were 
just cranial and caudal of the cement mass (Fig. 3).  
The highest strain was localized in a single region 
within the augmented vertebral body for most 
specimens; the only exceptions were Mendec-3 and 
Cal-CEMEX-4, where two distinct strain peaks 
were observed, adjacent to the cement mass.  For 
the specimens augmented with both cement types, 
the regions of high strain seemed to match very 
well the localization of micro-damage visualized in 
the micro-CT images (Fig. 1). Strains were 
markedly lower away from the most stressed 
regions where damage initiated. The strain 
distribution in the augmented vertebrae in the 
elastic regime (5%) seemed to predict the location 
of the micro-damage initiation before it actually 
became identifiable (at 10% and 15%) in the most 

of the specimens (Fig. 2 and 3).  Only the 
specimen Mendec-1 showed a relocation of the 
highest axial strain from the posterior (5%, Fig. 2) 
to the anterior region (15%). 

IV. CONCLUSION 
Both the micro-CT images, and the DVC strain 

analysis highlighted that: the cement mass was less 
strained than any other regions in the vertebra and 
was never the point of failure initiation.  This can 
be explained with the additional stiffening and 
reinforcement associated with the infiltration of the 
cement inside the trabecular bone. The highest 
strains and failure were localized in the bone 
adjacent to the cement-bone interdigitated region.  
This can be explained by the stress concentration 
between two regions: the cement-interdigitated 
bone, which has become stiffer and stronger, and 
the adjacent non-augmented trabecular bone 
(where some trabeculae might also have been 
damaged by the injection process). The specimens 
augmented with the two cement types seemed to 
have different failure mechanisms: this could be 
possibly associated with the different stiffness of 
the two cements. In conclusion, this study has 
demonstrated the potential of digital volume 
correlation in measuring the internal strain (elastic 
regime) and failure in prophylactic-augmented 
vertebrae.  It has been shown that failure starts 
inside the augmented vertebral body, next to the 
injected cement mass.  This can help establishing 
better criteria (in terms of localization of the 
cement mass) to improve the clinical protocols for 
vertebroplasty and augmentation. 
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Abstract—In this study we use an image-based hemodynamic 
model of human aorta to investigate the influence of different 
strategies of applying boundary conditions (BCs) on low-density 
lipoproteins (LDL) transport and wall transfer. Findings from 
simulations clearly show that the imposition of idealized, rather 
than PC-MRI measured velocity profile as inflow BCs in 
subject-specific computational models of mass transport could 
largely affect the location and extension of regions of LDL 
polarization at the luminal surface of the aorta. 
Keywords— Low-density lipoproteins transport, arterial mass 

transport, computational hemodynamics, atherosclerosis. 

I. INTRODUCTION 
HE complex hemodynamics observed in the human aorta 
make this district a site of election for an in depth 
investigation of the relationship between fluid structures, 

transport and patho-physiology. In fact, it is well known that 
hemodynamics play an important role in the mass transport 
of blood specimen, and in turn, in their transfer to the 
vascular wall and ultimately in the localization of vascular 
disease in areas of complex arterial flow. In particular, the 
accumulation of lipoproteins in the arterial intima is a 
hallmark of atherosclerosis. Low-density lipoproteins (LDL) 
are the most abundant atherogenic lipoproteins in plasma and 
high plasma levels of LDL are causally related to the 
development of atherosclerosis [1].  
In the last decade the coupling of medical imaging and 
computational fluid dynamics (CFD) has contributed to 
enhance the comprehension of the aortic hemodynamics, with 
the possibility to obtain highly resolved blood flow patterns 
in anatomically realistic arterial models. In particular, in the 
context of a subject-specific oriented approach, PC-MRI has 
emerged as able to provide the anatomical and hemodynamic 
inputs to even more realistic, fully personalized flow 
simulations [2]. Moreover, personalized computational 
modeling of mass transfer has been proposed as a powerful 
way of addressing abnormalities in mass transfer patterns, 
which could be in themselves atherogenic [3]. In this regard, 
a recent study investigated the effects of geometric features 
of human aorta on the flow pattern and the luminal surface 
LDL concentration. More in detail, it was investigated the 
role played by aortic torsion, branching, taper, and curvature 
on LDL transport and luminal surface distribution in four 
aortic models with different geometry [4].  

In this study we analyze the influence of different 
possible strategies of applying PC-MRI measured data as 
inflow boundary conditions (BCs) to confidently model LDL 

transport and transfer in image-based hemodynamic models 
of human aorta. In detail, the influence on LDL transport of 
assumptions regarding the velocity profile at the inlet section 
of the ascending aorta. We impose PC-MRI measured 3D 
velocity profiles (i.e. locations-dependent direction and 
magnitude of velocity vectors at the inlet section) at the inlet 
of the computational model and compare the obtained results, 
in terms of low-density lipoproteins transport, to the results 
of two equivalent computational models with the same 
instantaneous flow rate prescribed as measured 1D velocity 
profiles (i.e. magnitude of velocity vectors normal to the inlet 
surface) and flat velocity profile inlet BCs. Technically, 
steady-state flow simulations were carried out at three 
representative phases of the cardiac cycle for the three inlet 
velocity profiles considered. The LDL distribution at the 
aortic luminal surface was computed and the results were 
compared.  

The study here presented would contribute to clarify which 
is the impact of the conditions applied at inflow boundaries 
on aortic LDL transport. In particular, the comparison of 
LDL transport at the aortic luminal surface as obtained 
prescribing idealized vs measured velocity profiles as inflow 
BCs, will contribute to clarify which is the level of detail 
obtained from measured phase velocity, sufficient to 
satisfactorily simulate mass transport/transfer in personalized 
computational hemodynamics models of human aorta. 

II. METHODS 
The geometry of an ostensibly healthy human aorta was 

reconstructed from 4D PC-MRI images. PC-MRI slices were 
used to generate the model of aorta into the Vascular 
Modeling Toolkit environment by applying a multiple step 
procedure for the extraction of the surface mesh of the 
thoracic aorta from PC-MRI data [5]. The finite volume 
method was applied to perform numerical simulations under 
steady flow conditions. The general purpose CFD code 
Fluent (ANSYS Inc., USA) was used on computational 
mesh-grids with high quality prismatic cells near the wall at 
the inlet surface and structured tetrahedral elsewhere, semi-
automatically generated using ICEM (ANSYS Inc., USA). 
The domain was equipped with straight flow extensions at 
the outlet faces and divided into about 4·106 cells. Blood was 
modeled as an isotropic, incompressible, homogeneous, 
Newtonian viscous fluid with density equal to 1060 kg/m3 
and dynamic viscosity equal to 3.5 cP. The LDL diffusion 
coefficient in blood was set to 5.94·10-9 m2/ s. Arterial walls 
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were assumed to be rigid with no-slip condition at the wall. 
At the outlet sections of the model measured flow rate ratios 
were imposed as outflow BCs, as detailed in [5].  

Steady state LDL transport in flowing blood can be 
described by the convective-diffusion equation for the LDL 
concentration C: 

 

                                 � � �� � ����� � ��     (1) 
 

where u is the velocity vector and DL is the diffusivity of 
LDL in flowing blood, set to 4.8·10-12 m2/s [4].  
Flow simulations were carried by applying conditions at 
boundaries as measured at three different phases of the 
cardiac cycle (i.e. acceleration phase, systolic peak and 
deceleration phase, Figure 1), for a total number of nine 
simulations. According to a previous strategy [2], the 
following BC strategies were applied at the inlet section of 
the ascending aorta. The first strategy consists in the 
application of the measured PC MRI velocity profiles at the 
inlet section. Technically, at the inlet section of the model 
the measured three components of the velocity were extracted 
from the phase images. Using phase-contrast flow data, two 
different inflow conditions were generated, by imposing at 
the inlet of the ascending aorta: (1) PC-MRI measured 3D 
velocity profile at systolic peak, and at two phases of the 
cardiac cycle, one along the acceleration phase and the other 
along the deceleration phase; (2) PC-MRI measured 1D 
velocity profile at the same phases of cardiac cycle, obtained 
considering the measured velocity component orthogonal to 
the inlet section of the anatomic model (i.e., the axial velocity 
component). The second strategy is a widely applied 
approach and consists in the application of the measured 
velocity waveform at the inlet surface in terms of idealized 
flat velocity profile, where the velocity magnitude of flat 
profile was obtained by averaging 1D velocity profile, at each 
one of the three considered phases of cardiac cycle.  
The equation (1), governing mass transport, was solved 
coupled to the Navier-Stokes equations by imposing the 
following BCs: 
 

                                 BC inlet:    � � ��               (2)  
 

                                 BC outlet:  � � ��
��               (3)  

 

                                 BC wall:    �� ��
�� � ����          (4)  

 

where C0 is the LDL concentration in the bulk flow (set equal 
to 2.86·10-9 mol/m3 [4]), Cw is the concentration of LDLs at 
the luminal surface of the artery, vw is the filtration velocity 
of fluid across the vessel wall (set equal to 4·10-8 m/s [4]), 
and suffice n indicates the direction normal to the boundary. 
LDL transport was computed for the three inflow conditions 
cases and the impact of the choice of idealized rather than 
measured velocity profiles as inflow BCs was investigated 
focusing on LDL transfer to the aortic luminal surface. 

III. RESULTS 
 As main finding of the study the uptake of LDL at the 
aortic wall (normalized with respect to the initial LDL 
concentration C0 at the aortic inlet section) is reported. In 
detail Figure 1 presents the LDL accumulation profiles at the 
luminal surface obtained by imposing in silico (FLAT panel) 
and in vivo (1D and 3D panels) velocity profiles as inflow 

BCs for the three simulated phases of the cardiac cycle. 
Notably, differences in LDL patterns at the luminal surface 
are present, depending on the applied velocity profile at the 
inflow. In detail, the surface area subjected to elevated LDL 
accumulation is markedly wider than the 3D and 1D cases, 
when flat velocity profile is prescribed at the aortic inflow 
section. The FLAT case presents three luminal regions at the 
aortic arch subjected to severe polarization of LDL, more 
evident during the acceleration phase of the cardiac cycle 
(inner lateral edge of the brachiocephalic artery, intrados of 
the ascending aorta and inner wall of the descending aorta). 
The same regions were identified in [4], as interested by 
elevated LDL accumulation. LDL polarization at these 
luminal regions sensibly decreases in 1D and 3D simulation 
cases. Results obtained for 3D and 1D cases show a more 
uniform LDL distribution at the wall along the aortic arch, 
with a weak increase in LDL polarization at the inner wall of 
the descending aorta. In general, Figure 1 confirms that light 
or negligible differences can be appreciated in LDL transport 
between 1D and 3D cases at the three cardiac phases here 
investigated. 

IV. CONCLUSION 
The findings of this study show that the imposition of 

idealized velocity profile as inlet BCs in subject-specific 
computational hemodynamics models of mass transport in 
the human aorta could largely affect the location and 
extension of regions of LDL polarization at the luminal 
surface. We conclude that the plausibility of the assumption 
of idealized velocity profiles as inlet BCs in personalized 
model of the aortic hemodynamics could not, or could 
loosely, hold true. This finding needs further investigation, 
because of the fact that it is derived from steady-state flow 
analysis. The same analysis will be extended to unsteady-
state simulations, applying the same scheme as proposed in 
previous works [2]. Ultimately, the approach here proposed is 
intended to be applied to elucidate the role played by the 
aortic helical flow in mass transport [6], in particular in 
testing the hypothesis that the promoted-by-helicity mixing 
of blood could be beneficial in suppressing severe LDL 
polarization at peculiar aortic regions, thus being part of the 
physiologic atheroprotective mechanism. 
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Fig. 1.  Comparison of the normalized LDLs concentrations at the luminal 
surface for the simulated inflow boundary conditions. 
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Abstract—Tendon ruptures remain a clinical challenge and 
require the replacement of the damaged tissue. The current use 
of autografts is an established approach but related to a low 
biocompatibility and biomechanical properties. This study 
aimed to identify a novel decellularization protocol for equine 
tendons to obtain a suitable substitute for the regeneration of 
injured tendons. Samples were analyzed by biochemical and 
biomechanical tests. 1% TBP+3% PAA was identified as the 
proper decellularization protocol, then tested for cell viability. 
Keywords—xenograft, biomaterials, decellularization, equine 

tendon biomechanics. 

I. INTRODUCTION 
RAUMATIC tendon ruptures or losses require a surgical 
replacement of the damaged tissue. Currently, tendon 

autografts are the common choice to reconstruct the tendon 
integrity but with several limitations [1], [2]. In the recent 
years, tissue engineering widely investigated the use of 
scaffolds that might be seeded with host cells to promote 
tissue and functional integration [3]. Several decellularization 
techniques of xenografts by using chemico-physical agents 
have been studied, since bioengineered graft with 
biochemical and biomechanical properties similar to the 
native tendon should be compatible with the receiving host 
[2]. In this context, equine species is the most suitable source 
in terms of tissue supply, whereas the tri(n-butyl) phosphate 
(TBP) and peracetic acid (PAA) are the most efficient agents 
to optimize cell removal, maintaining all functional 
requirements. Our study wants to identify a proper 
decellularization protocol to obtain an extracellular matrix as 
suitable substitute able to deliver reseeded cells for the 
regeneration of injured tendons. The main goal was to 
remove intrinsic cells from equine superficial digital flexor 
tendons (SDFT) by means of the 1% TBP associated or not to 
low concentrations of PAA. Thus, we evaluated the 
biochemical and biomechanical properties of decellularized 
tendons and we compared them to fresh-stored SDFT to 
determine any effect of the treatments on the tissue. Finally, 
we tested the best decellularization protocol in supporting the 
attachment and growth of the NIH-3T3 murine fibroblasts. 

II. MATERIALS AND METHODS 

A. Preparation of equine SDFT 
Equine SDFT were harvested from adult horses and 10 cm 

length portions were excised, washed in phosphate-buffered 
saline (PBS) and dry-stored at -80 °C. Then, specimens were 
thawed at room temperature (RT) in saline solution, 
sectioned into slices and frozen until processing.  

B. Decellularization methods 
Tendon slices of each donor were treated by one of the 

following protocols starting from 1% TBP: (1) 0% PAA, (2) 
1% PAA, (3) 3% PAA and (4) 5% PAA. An untreated slice 
of each donor was used as control (native tendon, NT). Slices 
to treat were immersed in PBS, then decellularized in 1% 
TBP buffered in 1M Tris-HCl (pH=7.8) under agitation. 
Following, slices were rinsed and stored to remove residual 
detergents. After this passage, specimens were immersed in 
0.0025 % DNAse-I in PBS under agitation and later washed 
in ddH2O and PBS. The last step was a different incubation 
in 0%, 1%, 3% or 5% aqueous solution of PAA. Finally, 
slices were rinsed in ddH2O and PBS, then stored in PBS or 
dry-stored for several analyses. 

C. Biochemical characterization 
DNA assay allowed to measure DNA content and post-

decellularization cellular component by means of a cell 
proliferation assay (CyQuant® kit–LifeTechnologies, Monza, 
Italy) and fluorescence spectroscopy (Perkin Elmer Victor 
X3 microplate reader). The quantification of sGAG was 
performed on decellularized and native tendons using the 1,9-
dimethylmethylene blue dye-binding assay (Sigma-Aldrich, 
Milan, Italy). The sGAG concentration was determined by 
reading the absorbance at 500 nm (Perkin Elmer Victor X3 
microplate reader). In order to quantify the collagen content, 
we firstly removed proteoglycans and prepared the 
supernatant obtained from the collagen residue. The optical 
densities, obtained from the supernatant by absorption 
spectroscopy, were interpolated in a curve of absorbance, 
using collagen type I from rat-tail soluble in acetic acid. Data 
obtained were expressed as total acid-soluble collagen. 

D. Biomechanics 
Biomechanical testing was performed starting from 

rectangular specimens obtained from the decellularized and 
native tendons, using an electromagnetic testing machine 
(MTS Synergie, Eden Prairie, MN, USA), equipped with a 
load cell of 1 kN. The mean dimensions of the samples were 
39±8 mm length, 14±2 mm width and 2.4±0.6 mm thickness. 
Tension protocol consisted of multi-ramp stress-relaxation 
tests, followed by the strain-controlled tension up to failure at 
1%/s strain rate. For stepwise stress relaxation tests, three 
tension steps up to 2% strain were applied, at 1%/s strain 
rate, followed by 1000s of stress relaxation. The pure elastic 
response (Er) was calculated from the equilibrium data of the 
stress relaxation tests. The tendon hyperelastic response, the 
elastic modulus at high strains (EM) and the failure stress and 
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strain were derived from the failure tests. Experimental data 
were fit to a viscoelastic model by means of a Prony series to 
evaluate the first four relaxation time constants. 

E. Repopulation of the decellularized matrix 
Tendons decellularized by means of TBP + 3% PAA were 

sterilized into 70% ethanol, washed in PBS and left unseeded 
as negative control or seeded with NIH-3T3 murine 
fibroblasts and cultured in complete medium. 150 µL of the 
cell suspension was deposed onto the surface to seed the 
tendon. Then, the medium was added and both the unseeded 
and seeded tendon matrices were statically cultured for 7 
days. The cell viability of seeded fibroblasts was evaluated 
performing a Live&Dead Viability/Cytotoxicity test (Life 
Technologies, Monza, Italy). 

III. RESULTS 

A. Biochemical analysis 
The DNA content data, measured to analyze the capability 

of the decellularization protocols on cell removal, show that 
all treated samples reduce the DNA content if compared to 
the NT, supporting previous histological cell count. 
Moreover, an important decrease in DNA content was found 
in the groups treated with TBP + 3% PAA and TBP + 5% 
PAA (cell removal of 98% and 99%, respectively) and it 
responds to the minimal criteria (50ng/mg dry weight in Fig. 
1A) to satisfy the purpose of tissue decellularization [2]. 
Figure 1B shows a significant decrease of sGAG content in 
tendon treated with TBP + 5% PAA but no significant 
differences were detected in the samples decellularized 
with TBP + 1% PAA, TBP + 3% PAA and TBP, with 
respect to NT. Figure 1C reports a significant decrease of the 
collagen content in tendon treated with all the protocols with 
respect to NT but a higher collagen content for the TBP 
group compared to the other protocols. 

B. Biomechanical tests 
The results of stress-relaxation tests conducted on native 

and decellularized samples with TBP + 1% PAA, TBP + 3% 
PAA, TBP + 5% PAA and TBP are reported in figure 2.A. 
The results of the failure tests report a hyperelastic response, 
particularly figure 2.B shows the EM at high strains. The 
tendons treated with all the decellularization protocols did not 
show significant changes in EM compared to the NT but only 
a significant difference was found between TBP + 1% PAA 
and TBP + 5% PAA, indicating a stiffer behavior of tendons 
treated with TBP + 1% PAA. The EM value for NT was 
181±78 MPa. According to this, there was not a significant 
difference in failure stress and strain values measured after 
the decellularization with respect to the NT (one-way 
ANOVA coupled with Bonferroni’s post hoc test). The 
average values of the relaxation constants at 2% of strain are 
shown in figure 3 and were not dependent on the 
decellularization protocol. 

C. Cell colonization of the decellularized matrix 
Accordingly to biochemical and biomechanical results, 

TBP + 3% PAA was considered the best decellularization 
protocol and used to reseed the equine tendons with NIH-3T3 
fibroblasts. After 7 days of culture, the Live&Dead assay 

demonstrated a preserved viability of the seeded cells (Fig. 
4), with a percentage of living cells of 80±9 %. This analysis, 
in addition to the collagen content in reseeded matrix, 
showed metabolic activity, NIH-3T3 viability and well 
distribution on the surface of the construct. 

IV. DISCUSSION AND CONCLUSION 
The present study wants to identify a proper 

decellularization protocol for large equine tendons by means 
of specific combination of TBP and PAA, biochemical and 
biomechanical tools. The results of the current study 
indicated that the TBP + 3% PAA and TBP + 5% PAA 
treatments reduced the resident cell amount by obtaining 
DNA values lower than the minimal criteria for clinical use 
[3]. The percentage of cell removal obtained by these two 
treatments was the most effective data obtained until now in 
the field of tendon decellularization protocols, to the best of 
our knowledge. These data strictly correlated with the sGAG 
analysis, in which well-preserved sGAG content was found 
in tendons treated with TBP + 3% PAA without any 
significant difference compared to the NT. Total collagen 
content was lower in all the tested decellularization protocols, 
since the exposure to PAA could affect the collagen content. 
All the tested decellularization protocols produced acellular 
scaffolds with mechanical properties similar to the NT for 
EM, failure stress and strains. High concentrations of PAA 
affected the pure elastic response of the tendon as evaluated 
by the stress-relaxation tests. Nevertheless, the tendons 
treated with TBP + 1% PAA demonstrated a greater stiffness 
in the whole viscoelastic behavior, whereas higher 
concentrations of PAA restored the viscoelastic response of 
the NT behavior. The maintenance of proper biomechanical 
features is mandatory either for the tissue engineering 
approaches to develop a tendon substitute. In terms of cell 
viability, our results demonstrated a good fibroblast 
cytocompatibility of the decellularized matrix with TBP + 
3% PAA. According to the results of the current study, the 
TBP + 3% PAA seems to be the most suitable 
decellularization protocol for large tendon grafts, being 
highly effective in cell removal, matrix structure and cell 
reseeding. Our protocol led to the generation of 
biocompatible, acellular tendon scaffolds that will be suitable 
as substitutes for tendon tissue engineering. 
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Fig. 1.  Effects of the decellularization protocols on DNA (A), sGAG (B) and collagen content (C). Comparisons among groups were analyzed 
with one-way analysis of variance (ANOVA) coupled with Bonferroni’s post hoc test (* p<0.05, ** p<0.01; a, *** p<0.001). 

 
Fig. 3.  Relaxation time constant values of the first four terms of Prony series for each 
decellularization protocols. 

 
 

Fig. 4.  Two representative panels of the Live&Dead of the reseeded matrix, with a percentage of living cells of 80±9 % and 
dead cells of 20±9 % (scale bars 200 µm). 

 
Fig. 2.  Histogram of the relaxation moduli for the three ramps (A) and elastic modulus (B) comparing NT 
and the decellularization protocols. Comparisons among groups were analyzed with one-way analysis of 
variance (ANOVA) coupled with Bonferroni’s post hoc test (*p<0.05). 
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Abstract—Nowadays, intravitreal injections are one of the 
most common techniques for the treatment of ocular diseases. 
To predict the transport mechanism of the injected drug, the 
fluid-dynamics inside the posterior chamber has to be known. 
This study aims at implementing a full CFD modeling of the 
vitreous domain. The main novelty of this work is the 
optimization of the boundary conditions. Results of the full CFD 
model suggest that effects of the physiological environment and 
the saccade must be taken into account. 
Keywords—computational fluid-dynamics, ocular drug 

delivery, vitreous, saccade. 

I. INTRODUCTION 
ANY ocular diseases can be treated by means 
of specific drugs, delivered by several clinical 

methods. One of the possible drug delivery method 
consists in the intravitreal injection, which 
overcomes the limits of topical and intravenous 
drug delivery techniques but can lead to other 
ocular complications. The vitreous humor is a gel-
like structure that acts as delivery medium in the 
posterior chamber of the eye. Several studies 
showed a liquefaction process after the age of 50 
years, inducing an increase of the liquid volume 
[1]. Numerical models are powerful tools able to 
study the intravitreal fluid-dynamics, which is 
fundamental to predict the drug delivery 
mechanism. To the best of our knowledge, few 
literature studies have been devoted to the 
evaluation of the ocular fluid-dynamics. One study 
defines the flow of aqueous humor inside the 
vitreous and reports that the drug distribution is 
strictly related to the diffusion coefficients and the 
size of molecules [2]. By contrast, other works 
consider the effect of saccadic movements on the 
drug distribution injected intravitreally and report 
that convection transport is dominant for different 
diffusivities and injection locations [3], [4]. The 
goal of our study is to implement a novel CFD 
model able to compute the overall ocular fluid-
dynamics, accounting for both the physiological 
environment and the ocular saccadic movement 
due to the extraocular muscles. In our opinion, this 

approach will allow us to define a powerful tool to 
predict the fluid-dynamics and the consequent drug 
delivery in case of ocular diseases. 

II. MATERIALS AND METHODS 
A. Geometrical model 

The model geometry represents the effective 
anatomy and shape of the human posterior 
chamber, which is bounded by the hyaloid 
membrane, the lens and the retina-choroid-sclera 
(RCS) membrane (Figure 1.A). The values of the 
radii of curvature of the retina and lens are equal to 
0.85 cm and 0.55 cm, respectively. The retina and 
lens have two centers of curvature with respect to 
the hyaloid membrane, the posterior one of 0.61 
cm, and the anterior one of 0.24 cm.  

B. Governing equations 
The fluid-dynamics of the vitreous is modelled by 

means of the Navier-Stokes and the continuity 
equations for a 3D unsteady incompressible 
Newtonian flow: 

               (1)�
  (2) 

where  is the fluid density,  the fluid velocity 
vector,  the hydraulic pressure and  the fluid 
viscosity. The vitreal density and viscosity are 
equal to 995.32 kg/m3 and 7.3164·10-4 Pa·s 
respectively, because we considered the high 
liquefaction for age-related diseases and the 
specific ocular temperature (T=34°C) [5]. 

C. Boundary conditions 
We identified two kinds of boundary conditions, 

one related to the physiological surrounding around 
the posterior chamber and the other connected to 
the ocular saccadic movements. In particular, we 
imposed i) no aqueous permeation through the 
lens, ii) pressure at the posterior hyaloid surface 
equal to the physiological intraocular pressure 
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(IOP) and iii) normal velocity across the porous 
RCS membrane and defined as follows: 

 
                     (3) 

where  is the hydraulic conductivity (5·10-10 
cm/Pa·s) [2] and  (1200 Pa) is the venous 
pressure downstream. Then, we implemented the 
real saccadic movement to all the external 
boundaries, connected to the rotation imposed by 
the extraocular muscles (Figure 2). This eye 
angular displacement relation consists in a fifth 
polynomial function with 50° of saccade 
amplitudes, the maximum angular displacement 
that a human eye can reach [3]. 
D. Mesh and computer code 

Structured meshes (Figure 1.B), used to 
discretize the computational domains, and all the 
simulations were performed using the commercial 
software Comsol Multiphysics 5.2 (COMSOL Inc., 
Burlington, MA, USA).  

III. RESULTS 
A. Effects of the physiological environment 

We firstly simulated the effect of the 
physiological environment without considering the 
saccadic rotation. The results report an internal 
pressure equal to 2000 Pa in the entire posterior 
chamber and a steady permeating flow across the 
SCR membrane, with a mean velocity magnitude at 
the retinal surface and inside the vitreous chamber 
are 4·10-7 cm/s and 1.08·10-6 cm/s, respectively. 
The total volumetric flow through the retinal 
surface is 0.18312 �L/min. These results match 
with the data proposed by Stay et al. 
B. Effects of the saccadic movements 

In a second model, we considered only the ocular 
saccadic movement due to the extraocular muscles 
stimuli. The overall fluid-dynamics is quite 
different if compared to the previous one, 
particularly the mean velocity magnitude at the 
retinal surface and inside the vitreous chamber are 
definitely higher (3.705 cm/s and 0.612 cm/s, 
respectively). Figure 3.A-B shows the velocity 
distribution on the equatorial plane at specific time 
steps (the acceleration time tP and the saccade 
duration D). Figure 4.A-B underlines the changes 
in wall shear stress distribution on the vitreous 
chamber wall. Shear stress values increase when 
the velocity of the movement is maximum (t=tP) 

and decrease when the angular velocity tends to 
zero, due to the change in the angular motion 
direction (t=D). The maximum values of shear 
stress and velocity and the overall distribution are 
in accordance with previous studies [3].  
C. Full CFD model 

The full CFD model aimed at the description of 
the overall fluid-dynamics, considering the 
boundary conditions imposed in the previous 
models at the same time. The velocity distribution 
on the equatorial plane does not show huge 
differences if compared to the previous simulation 
(Figure 3.C-D), confirmed by the mean velocity 
magnitude at the retinal surface and inside the 
chamber (3.667 cm/s and 0.608 cm/s, respectively). 
Even if we do not report significant changes in 
wall shear stress on the lens and retinal surface 
(Figure 4.C-D), a higher volumetric flow rate (3.7 
�L/min) due to the simultaneous presence of IOP, 
ocular saccadic rotation and Darcy’s flow across 
the retina is noticed. Streamline analysis for the 
averaged flow field shows two main stagnant 
regions on the equatorial plane (Figure 5). 

IV. CONCLUSION 
The present study aims at implementing a fully 

CFD model of the posterior chamber of the eye. It 
overcomes the limitations of literature works and 
represents a generalized tool to predict the ocular 
fluid-dynamics. Our approach will be useful to 
study the transport mechanisms after intravitreal 
injections of drugs and the changes in fluid-
dynamics due to specific diseases (e.g. glaucoma, 
age-related macular degeneration) and surgery (e.g. 
vitrectomy), by tuning the model parameters. 
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Fig. 5.  Streamlines of averaged flow in equatorial 
plane of vitreous chamber computed by the full CFD 
model. 

 
Fig. 4.  Comparison of the wall shear stresses in presence of only 
the 50° saccadic movements (A, t = tP – B, t = D) and those 
obtained by the full CFD model (C, t = tP – D, t = D). 

 
Fig. 3.  Effects of the 50° saccadic movements in terms of velocity 
magnitude on the equatorial plane of the vitreous chamber at time tP 
(A) and D (B). The full CFD model does not show significant 
changes (C, t = tP - D, t = D). 

 
Fig. 2.  The time law of the real saccadic rotation 
consists in four successive motions for each period, 
where a saccade to the left is followed by a return to the 
starting position and continues to the right at the same 
way. 

 
Fig. 1.  Geometrical simplification of the ocular posterior chamber (A). Structured mesh used to discretize the whole CFD 
domain (B). 
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Abstract—The purpose of this work is to define a full 
framework for the analysis of the Multilayer Flow Modulator 
(Cardiatis, Isnes, Belgium) device in the repair of thoraco-
abdominal aneurysms that provides reliable and accurate 
results to the surgeons. The framework includes an in-vitro 
study, a geometrical analysis and an in-silico investigation. In 
this work, the focus is given on the geometrical analysis. 
Therefore, geometrical indices to measure anatomical changes 
of the lumen and the aneurysm sac before and after the 
intervention are introduced. Results of the study for four 
patients with a two years follow-up are presented. 
Keywords—medical image processing, geometric analysis, 

TAA aneurysms, multilayer flow modulator. 

I. INTRODUCTION 
pen surgery of thoraco-abdominal aortic aneurysm 

(TAAA) is the gold standard approach for treating such 
pathology but, endovascular aortic implantation can be 
considered a valuable alternative for patients who are not 
eligible for such an invasive procedure. The multilayer flow 
modulator (MFM) is an uncovered, self-expanding mesh of 
braided cobalt alloy representing a new paradigm to treat 
aortic aneurysms. Its main feature is to change the blood flow 
within the aneurysm, modifying turbulent to laminar flow 
and supporting the formation of organized, stable thrombus 
inside the aneurysm sac. As a consequence, the wall shear 
stress (WSS) is reduced protecting against the rupture. 
Thanks to device porosity, another important feature consists 
in the ability of maintaining perfused the side branches [1].  

Clinical articles containing the firsts follow-up data of 
patients with Cardiatis can be found [2]. Engineering studies 
of the same subject are not in literature. In this context, a full 
engineering framework for the analysis of the MFM device 
represents an innovation. The study is intended to help 
clinicians understanding the feasibility of the intervention in 
TAAA using this novel device and interpreting the post-
operative (short and long term) outcomes.  

The overall project is divided into three tasks: in-vivo 
analysis, in-vitro experiments and numerical simulations. In 
detail, in vivo-analysis puts forth the aim of reconstructing 
aneurysms geometry and analyzing its changes in time, after 
the implantation of the MFM stent. In-vitro experiments aim 
at analyzing the performance of the stent in terms of porosity 
measuring the pressure drop through the surface of the stent. 
In-silico analyses integrate the previously mentioned studies 
simulating the hemodynamics around the stent for the 
quantification of WSS and flow behavior. In this paper main 
focus is given on the preliminary results of the in-vivo 
geometric procedure.  

II. METHODS 
Through bioimaging techniques and geometrical analysis, 

starting from Computed Tomography (CT) images, we define 
a pipeline for the analysis of the geometric and 
morphological changes of the aneurysmatic lumen and 
thrombus induced by the implanted MFM device. The dataset 
is composed by CT images of four patients undergoing 
endovascular treatment at IRCCS AOU San Martino-IST, 
Genova. For each patient one pre-operative CT (Pre) and 
three post-operative CTs in the firsts two years of follow-up, 
at established times, were collected: immediately after 
intervention (Post), after 1 year (1y) and after 2 years (2y). 
International Review Broad approval was obtained for the 
conduct of this study, and the board waived the need for 
patient consent.  

A. Segmentation and surface registration 
Different segmentation processes are employed in order to 

extract the lumen, the MFM and the aneurysm region. A 
semi-automatic gradient-based level set method [3] is used to 
extract the lumen. A threshold technique (Hounsfield units 
>1000) is employed to recognize the stent region. A semi-
manual technique is chosen to discern the aneurysm external 
wall. In particular, the manual contour of a reduced number 
of slices is extracted; then a 3D surface interpolation using 
radial basis functions is performed [4]. Later, the Iterative 
Closest Point algorithm [5] is used to register the follow-up 
surfaces to the pre-operative reference one.  

B. Geometric analysis 
Once segmented, we distinguish between the aneurysm, 

the total flow in the aneurysm sac and the residual blood 
flow, i.e. the blood that still flows outside the implanted stent. 
For each patient under study, we aim at verifying the 
presence or absence of blood flowing inside the aneurysm 
and the growth and the morphological changes of the 
aneurysm sac. To this end, geometric measurements on 
sections and volumetric indices are evaluated. Once observed 
that side branches remain perfused, they are eliminated from 
the reconstructed anatomical surface and only the principal 
lumen is considered [6]. Then, centerline of the vessel is 
computed and sections are generated, at given distances, 
perpendicular to this centerline. We remark that, thanks to the 
surface registration step, the sections are extracted at the 
same positions in all the pre-operative and post-operative 
surfaces allowing a direct comparison between different time 
instants. For each section we evaluate area, maximum and 
minimum diameter and a shape index that ranges from 0 to 1 
where 1 signify a completely circular shape [7]. These 
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measurements are taken both for the lumen and for the total 
aneurysm sac. 

We also evaluate some volumetric indices. First of all, we 
consider the total aneurysm volume (    ) and the percentage 
of aneurysm growth in comparison with the pre-operative 
configuration (   ). Residual flow volume (  ) and the 
percentage of total flow growth in comparison with the pre-
operative blood-flow configuration (    ) are also estimated. 
Finally, we have introduced the RTR ratio (see Eq. (1)), 
which is a 3D size index related to the percentage of 
intraluminal thrombus in the aneurysm sac.  

 
 
 
 

 
                

where     is the volume of blood inside the MFM. A value of 
100 % indicates a complete thrombization of the aneurysm. 
�

III. RESULTS 
In Fig. 1 the geometric 3D reconstructions of the four 

patients are reported. We take the configuration Post as an 
example. Red color refers to the circulating flow, yellow to 
the MFM and green to the intraluminal thrombotic zone. In 
Fig. 2 the results obtained from the analysis on sections are 
presented. Considering the lumen section area, for Patient 1 
we observe that after 1 year the blood flows completely 
inside the stent while after 2 years there is a new increment.  
 

 
 

The total aneurysm remains stable until 2 years when a 
sudden growth is detected. Patient 2 is characterized by a 
gradual increase in time of both lumen and aneurysm area 
sections. For the Patient 3 after 1 year, the lumen areas have 
decreased in the proximal region but increased in the distal 
one. Aneurysm important growth is observed only after 2 
years. Trend reversal is observed for Patient 4: both the 
lumen section areas and the aneurysm section areas 
decreased.  

In Table I results of the volumetric indices are reported. 
Considering the aneurysm sac, for the first and the second 
patient, a nearly linear growth is observed. Patient 3 has a 
little growth of the aneurysm while for Patient 4 a volume 
reduction is detected. After 1 year, RTR index of Patient 1 
has increased until 94 % indicating a nearly full thrombosed 
sac. For Patient 2 and Patient 4 RTR index does not change in 
time, but the latter is fixed at a higher value (�90 %). In 
Patient 3 an important thrombization process is observed in 
the first year (RTR from 48 % to 69 %) followed by a 
stabilization. 

In Fig. 3 a signed distance computed between the Pre and 
the 2y configuration is presented to graphically illustrate the 
aneurysm zones where the maximum volumetric changes 
occurred.  
 

IV. CONCLUSIONS AND FUTURE DEVELOPMENTS 
We have defined a new pipeline for the geometric analysis 

of aneurysms treated with the MFM device. The dataset is 
composed of four patients affected by TAAA of different 
geometrical shape. They are also characterized by an 
extremely different behaviour in terms of MFM implantation 
response. Therefore, our pipeline has been proved and is able 
to provide multiple and accurate results for any aneurysm 
shape and for any morphological change in time.  

This is a first step within a larger project for the study of 
MFM feasibility.  
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TABLE I 
VOLUMETRIC INDICES  
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 RTR 
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Pre 2.8     

Post 3.9 38 % 0.5 17 % 77 % 

1y 3.8 37 % 0.1 -14 % 94 % 

2y 5.2 79 % 1.0 42 % 71 % 
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tie

nt
 2

 

Pre 1.1     

Post 1.1 11 % 0.4 -12 % 61 % 

1y 1.6 47 % 0.5 24 % 58 % 

2y 2.1 94 % 0.8 53 % 58 % 
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 Pre 3.8     

Post 3.9 3.2 % 1.4 40 % 48 % 

1y 4.3 13 % 0.95 17 % 69 % 

2y 4.8 26  % 1.0 24 % 70 % 
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nt
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Pre 2.1     

Post 2.1 0.1 % 0.2 -10.8 % 87 % 

1y 1.95 -6.7 % 0.185 -11.7 % 88 % 

2y 1.9 -9.5 % 0.135 -12.9 % 90 % 
Volumetric indices for all patients in pre-operative and post-operative 

configurations are calculated.  
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Fig. 1.  3D reconstructions concerning the configuration Post are depicted.  
 

 
Fig. 2.  Geometric indices on sections: total lumen area and total aneurysm area, for the four patients in all time configurations are considered. 

 

 
 
Fig. 3.  For all patient signed distance between the pre-operative and the last (2y) configuration is depicted.  
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Abstract—Recent findings have shown that nuclear 
distortions may alter the import flux of transcription factors 
toward the nucleus and control the expression of genes and the 
protein synthesis. A possible mechanism of such a 
mechanosensory system resides in the nuclear pore complex 
(NPC). NPCs are generally considered sites of active 
transcription. Here we hypothesized that cell-stretching forces 
can mechanically activate the pore, thus allowing faster 
diffusivity of molecules. To this purpose, we recreated the two 
extreme nuclear deformation conditions (spread and round). 
Cell nuclei were imaged by confocal microscopy and by 
scanning transmission electron tomography (STEM) to asses 
nuclear and pore features. We also developed a multyphysics 
model accounting for the change in permeability in response to 
deformation. We found an increase in the nuclear envelope (NE) 
surface by up to 50% in deformed cells. Non-significant 
differences in both shape and size of the reinforcement ring of 
single NPCs with NE deformation. The computational 
simulations show that NE-NPC structure predominates 
compared to the NPC structure.  
Keywords—Nuclear Pore Complex, Nuclear Envelope, 

Diffusion, Permeability. 

I. INTRODUCTION 
 basic recent understanding in stem cell differentiation is 
that the cell is able to translate its shape (e.g. roundish or 

deformed) into a fate decision. However, the mechanisms by 
which phenotype expression is regulated by cell shape are 
complex and poorly understood. Our hypothesis is that cell 
deformation induces nuclear deformation, which in turn 
causes strains in the nuclear envelope (NE). This induces a 
change in porosity and in permeability of the NE that affects 
the flux of transcription factors involved in stem cell 
differentiation [1]. To demonstrate this hypothesis, we set-up 
a numerical model of the interaction between the nuclear pore 
complex (NPC) and the NE. 

  

II. MATERIAL AND METHODS 
Firstly, we recreated the two extreme deformation 

conditions for the NE. We isolated mesenchymal stromal 
cells (MSC) from the bone marrow of adult rats. To recreate 
the deformed configuration, we processed the cells for 
microscopical analysis when they were in adhesion to a flat 
culture substrate. On the contrary, to recreate the roundish 
configuration, we fixed and processed the cells in suspension. 
In both configurations, we acquired images of the whole 
nuclei by scanning confocal microscopy, to measure the NE 

deformation. In addition, we reconstructed 3D portions of the 
NE by scanning transmission electron tomography (STEM), 
see Fig. 1 and Fig. 2, to measure geometrical parameters of 
the NPC size/shape.  

Secondly, in order to couple a change in permeability of 
the NE at the microscale with a change in configuration of a 
single NPC at the nanoscale (in response to the deformation 
applied to the NE), we fed the measured data into a 
computational model of the NPC-NE mechanical interaction. 

 

III. RESULTS 
Our preliminary results show an increase in the NE surface 

by up to 50% together with a significant change of the local 
NE curvature in deformed cells, compared to roundish ones. 
However, we found non-significant differences in both shape 
and size of the reinforcement ring of single NPCs with NE 
deformation. 

   

IV. CONCLUSION 
The computational simulations show that the highly 

different mechanical response of the NE structure, compared 
to the NPC structure, predominates in determining the change 
in porosity of the NE in response to the applied strains. This 
result is consistent with experimental published evidences 
showing a dramatic change in NPC density and shape in cells 
lacking lamin, an essential nuclear protein anchoring the 
NPCs to the NE [2]. 
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Fig. 1.  Single tomographic slice through the nuclear envelope of a MSC cell grown in suspension. The highlighted distance 
(green) in the nuclear envelope (asterisks) corresponds to a nuclear pore complex. 
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Fig. 2.  Slice segmentation (blue-left image) and corresponding 3D reconstruction (blue-right image) of the nuclear 
envelope of a MSC. In the images it is possible to properly differentiate the location of four Nuclear Pore Complexes. The 
scale bar in both images corresponds to 150 [nm]. 
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Abstract—We present a novel microfluidic device for the 
induction of complex multiaxial deformation patterns onto a 
stretchable porous elastic membrane. Here we report 
mathematically informed design, fabrication and validation of 
the device, which is currently under investigation for 
prospective application as a (co-)culture platform for excitable 
cells. 

Keywords—Microfabrication, Multiaxial cell stretching, 
Biomechanical optimization, Multiphysics in silico modelling. 

I. INTRODUCTION 
N vitro cell/organ-on-a-chip models of biological 
microenvironments represent an emerging tool to study 

complex biological systems mimicking in vivo conditions [1]. 
This approach, coupling co-culture protocols, biomechanical 
engineering optimization and microfluidic technologies, 
allows to provide a high degree of control over the 
experimental parameters exploiting the power of modern 
microscopy tools, often not applicable in in vivo experiments 
[2].  

Although microfluidic stretchable devices have been 
already developed and successfully used to study cell 
response under different mechanical stimuli [3], [4], a 
multiaxial dynamic control of cell strain is still under 
exploitation. In this perspective, a novel multiaxial 
microfluidic stretchable device is presented, which has been 
designed and fabricated by soft-lithographic techniques.  

Realistic three-dimensional simulations of the device have 
been conducted via dedicated numerical modeling. The 
synergistic use of advanced theoretical modeling of cells and 
tissue electro-mechanics, microfabrication technologies and 
actuated 3D multilayer cultures allow for a better control of 
the microenvironment and represent an advanced tool for in 
in vitro research studies. 

II. MATERIALS AND METHODS 

A. Chip design  
The device consisted of two superimposed 3 x 3 mm2 
chambers separated by a porous membrane. Vacuum-driven 
actuators were purposely designed for multiaxial stretching 
of the porous membrane. Chip design also included 
microfluidic channels for selective perfusion of the upper and 
lower chambers.  

B. Theoretical modelling and numerical simulation 
Design optimization was performed by Finite Elements 

Analysis. Accurate solution of micro-features (up to 10 µm) 
was ensured via mesh sensitivity analysis performed over 

three discretization levels. The finest mesh level consisted of 
�4�105 tetrahedral quadratic elements and �1.5�106 degrees 
of freedom. The numerical solution was obtained by using 
Comsol Multiphysics 5.2 (COMSOL Inc., Burlington, MA) 
on a HP Z-800 multiprocessor workstation (192 GB RAM). 
The computational time was �15 min using �30 GB RAM.�� 
C. Device fabrication 

The device was fabricated by replica molding of 
polydimethylsiloxane (PDMS) starting from a silicon master 
with the desired relief pattern. Master molds were fabricated 
with SU8-2075 negative photoresist (Microchem, Newton, 
MA) following a standard photolithographic process 
according to the manufacturer’s instructions. The two halves 
of the chip (representing the upper and lower microchannel 
layers) were individually prepared by casting PDMS (10:1 
v/v pre-polymer to curing agent ratio) on the microfabricated 
mold, followed by thermal curing. 

The porous membrane was prepared by a soft-lithographic 
technique casting PDMS (15:1 v/v ratio) onto a photo-
lithographically obtained silicon master containing arrays of 
circular pillars.  

The two chip halves with interposed porous membrane 
were accurately aligned and bond together by oxygen plasma 
activation.  

D. Device actuation 
Actuation of the device was performed by applying 

controlled vacuum levels (in the 0-600 mbar range at 50 mbar 
steps) at each actuator inlet using a multichannel 
programmable pressure controller (Elveflow OB-1 
controller).  

Membrane stretching was observed under a fully motorized 
inverted optical microscope (Nikon Ti-E) equipped with a 
high speed camera (Andor NEO 5.5) and control software 
(NIS-Elements AR). 

Displacement field was calculated by particle tracking 
algorithm that was applied to the micrograph sequences using 
membrane pores as an interpolating mesh. 

Equibiaxial loading patterns were studied and compared 
with the results of in silico analysis. 

III. RESULTS AND DISCUSSION 

A. Device performance 
Figure 1 shows the optimized geometry resulted from in 

silico analysis (Fig. 1A) and the corresponding 
microfabricated device (Fig. 1B). Thickness of the porous 

A microfluidic stretchable device for generation 
of multiaxial deformation patterns 
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membrane (10 µm) and geometry of vacuum actuators were 
designed as a result of in silico optimization. 

Figure 2 reports a representative example of design 
validation. Figure 2A shows the results of numerical 
simulations for an applied vacuum level of 600 mbar, while 
Figure 2B illustrates the experimentally calculated 
displacement field derived from particle tracking applied to 
micrograph datasets. Good agreement (less than 5% error) 
between experimental and in silico data was reported. 

The strain field (calculated from displacement datasets) 
gave a central circular region of ca. 1 mm diameter 
characterized by a relatively constant strain level (ca. 7%), in 
agreement with the in silico model. 

IV. CONCLUSION 
A novel microfluidic stretchable devise has been designed 

and successfully fabricated on the base of in silico 
optimization analysis. Good agreement between experimental 
and finite element analysis results has been achieved in the 
case of equibiaxial loading patterns.   
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Fig. 1.  3D schematization of chip geometry obtained by in silico optimization (A) and microfabricated PDMS 
microfluidic devise (B). 

 
 
 
 

 
Fig. 2.  Color map of membrane displacement for an applied vacuum level of 600 mbar: (A) finite element simulation and 

(B) experimental results. Displacements are expressed in �m. 
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Abstract — Lumbar spinal stenosis can be surgically treated 

with traditional or minimally invasive decompression 
techniques. This study was focused on the comparison between 
different techniques, by means of in vitro testing on human 
spinal specimens. A spine tester was used to apply pure 
moments along three axis. The range of motion (ROM) and the 
neutral zone of the intact and decompressed specimens (after 
each resection step) was calculated. The unilateral laminotomy 
exhibited only small variations with respect to the intact spine. 
Also the minimally invasive laminectomy caused only minor 
changes of the flexibility. Two levels decompression caused 
greater differences on the ROM and the spinal instrumentation 
was always effective for the stabilization. 
Both minimally invasive and standard decompression 
techniques caused minor destabilization at the treated level. 

Keywords — Spine biomechanics, Lumbar spinal stenosis, 
laminotomy, flexibility tests. 

I. INTRODUCTION 
UMBAR spinal stenosis (LSS) is usually described as a 
reduction of the spinal canal volume, which can also trap 

the nerve roots causing pain and radicular symptoms [Aebi et 
al. 2008]. This pathology is often caused by disc 
degenerations and protrusion, osteophytes formation or 
hypertrophy of the flaval ligament. The clinical options are 
conservative treatments followed by decompressive 
techniques when the first strategy fails. Several surgical 
techniques can be employed (depending on the type of 
stenosis) in order to enlarge the spinal canal allowing the 
decompression of the nerve roots. 
-Laminectomy: is the traditional technique used to cut the 
whole lamina, the spinous process and the involved ligament 
(usually flaval, supraspinous and interspinous); 
-Laminotomy: is a minimally invasive technique that consists 
in the removal of part of the lamina, preserving the 
supraspinous and interspinous. The flaval ligament normally 
is removed; 
-Facetectomy: this technique is the partial or total removal of 
the facets. 
All the techniques can be performed monolaterally or 
bilaterally. Even if the rate of success of the surgical 
procedure is high, clinical studies identified a risk of 
instability suggesting the instrumentation with spinal fixators 

problems [Aebi et al. 2008]. 
The goal of this study was to perform an in vitro 
characterization of the spine, following minimally invasive or 
traditional surgical decompression techniques. The flexibility 
of the intact, destabilized and subsequently instrumented 
spine was calculated.   

II. MATERIAL AND METHODS 
Six human specimens of healthy lumbar spines were tested. 
The study was performed using a spine tester, able to 
reproduce pure unconstrained moments along three axis in 
order to simulate flexion-extension, lateral bending and axial 
rotation. Therefore, 7.5 Nm were applied in all the directions 
of movement without preload. A motion capture system was 
used to acquire the movement of each motion segment and 
consequently calculate range of motion (ROM) and neutral 
zone (NZ) of each specimen. 
Several decompression techniques were reproduced, using an 
incremental damage approach (Fig. 1). After the two steps, 
equally performed on all the specimens the samples were 
divided in two groups: 

1-  Intact specimen (n=6); 
2-  Unilateral laminotomy for bilateral decompression at 

L3-L4 (UNI-1L, n=6); 
3a- Minimally invasive laminectomy at L3-L4 (BI-1L, 
n=3) and spinal fixation at L3-L4; 
3b- Unilateral laminotomy for bilateral decompression at 
L4-L5 (UNI-2L, n=3); 
4b- Minimally invasive laminectomy at L4-L5 (BI-2L, 
n=3) and spinal fixation at L3-L4. 

A neurosurgical drill was used to create the decompressions 
and flexibility tests were performed after each resection. 
A statistical analysis was conducted on the steps having 6 
samples. 

III. RESULTS  
Unilateral laminotomy for bilateral decompression (UNI-1L) 
at L3-L4 had only a slight influence on the ROM, for all the 
typical movements of the spine (Fig. 2). The statistical 
analysis showed a not significant 8% increase of the ROM in 
flexion-extension. Conversely, the variation of the NZ 
resulted significant, with an increase of about 30%. In 
addition, the lateral bending showed significant differences 
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for both ROM and NZ. The axial rotation revealed a 
significant variation of ROM and NZ only on the left side. 
Performing a minimally invasive laminectomy at the same 
level (BI-1L) did not cause significant changes. 
The surgical techniques performed on two level led to higher 
variations. 
The posterior instrumentation with spinal fixators greatly 
stabilized the spine, increasing the stiffness of the construct.   
 

IV. DISCUSSION 
This biomechanical study supported the finding that 
decompression techniques are able to preserve the 
physiological stability of the treated levels, considering either 
ROM or NZ. The limited number of samples did not allow a 
statistical analysis of all the surgical techniques. However, 
various interesting clinical findings can be drawn. First, the 
bilateral decompression obtained following unilateral 
laminotomy resulted slightly relevant thus, its role in 
inducing iatrogenic instability is negligible. The minimally 
invasive laminectomy did not produce a substantial 
instability. Also in literature the effect of minimally invasive 
decompressions was judged marginal [Ivanov et al 2007]. 
Extending the decompressions on the second level (L4-L5) 
induced higher changes, probably due to the higher flexibility 
of the lower lumbar segment. Therefore, a decompression 
performed at this motion segment may be more critical 
increasing the risk of destabilization. 

V. CONCLUSION 
The results of the biomechanical testing showed that the 
unilateral laminotomy for bilateral decompression caused 
only minor destabilization at the treated level, considering 
ROM and NZ. Also the minimally invasive technique had a 
small effect on the biomechanics. Thus, it can be stated that 
both techniques are safe and equally effective from a 
biomechanical perspective. 
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Fig. 2 Statistical comparison of the range of motion (ROM) and of the neutral zone (NZ) between the intact specimens and 
those subjected to unilateral laminotomy at L3-L4 (“UNI-1L”), in flexion-extension, left lateral bending and left axial 
rotation. “*” indicates a statistically significant difference (p<0.05) between the intact and the decompressed condition 
(n=6). 

 
Fig. 1 Decompression and stabilization procedures performed on the specimens: unilateral laminotomy at L3-L4 (“UNI-
1L”, n=6 specimens); bilateral laminotomy at L3-L4 (“BI-1L”, n=3); unilateral laminotomy at L3-L5 (“UNI-2L”, n=3); 
bilateral laminotomy at L3-L5 (“BI-2L”, n=3). 
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Abstract—The strain distribution was never studied in spine 
segments (vertebrae and intervertebral discs) due to its complex 
geometry and structure.  DIC allowed measuring the 
displacements and strains on the surface of a specimen in a 
contactless way and providing full-field view.  After a validation 
to estimate the DIC measurement uncertainties, a speckle 
pattern was prepared on porcine spine segments and then the 
spines were tested in a loading machine until failure.  DIC 
measured displacement and strain, simultaneously, on the 
surface of vertebrae and intervertebral discs.  Failure strain on 
vertebrae around 10000 microstrain and on intervertebral discs 
around 70000 microstrain, proved the measurement reliability 
and a new way to test spines and increase the present 
knowledge. 
Keywords—Spine, experimental tests, imaging, Digital Image 

Correlation 

I. INTRODUCTION 
PINE is one of the most complex and vital structure in 
the human skeletal apparatus [1].  Diseases related to 

spine could involve in pain and immobility, with a series of 
complications that reduces the life quality [2].  Due to these 
reasons, knowing the biomechanics of spine is really 
important in a society that increases the longevity year after 
year. Until now, the combination of soft tissues 
(intervertebral discs) and hard tissues (vertebrae), that 
composes the spine, made impossible the evaluation of 
displacements and strains under physiological loading 
conditions with traditional measurement techniques (e.g. 
strain gauges).  In the last years Digital Image Correlation 
(DIC) changed the scenario of the traditional measurement 
techniques in biomechanics [3] allowing the computation of 
displacements, and through differentiation, strains in a 
contact-less way and providing a full-field view of the 
examined surface.   
This work want to explain a protocol of validation of DIC 
system, in order to define the measurement uncertainties, and 
a strain measurements procedure on multi-vertebrae segment, 
in a contactless way and full-field view, using DIC.  

II. MATERIAL AND METHODS 

A. The validation and optimization of DIC 
A commercial 3D-DIC system (Q400, Dantec Dynamics, 

Denmark), with two 5Mpix cameras and 35mm lens, was 
used to measure the strain.  Before starting to use DIC as a 
reliable tool, an estimation of the strain uncertainties was 
performed.  A flat aluminium beam was covered with 
optimized speckle pattern [4] to allow a univocal 

identification of the surface.  Two images of the beam 
(resolution of 30 µm/pixel) were acquired by the system in a 
zero-displacement and zero-strain condition (fixed and 
unloaded).  A region-of-interest (ROI) similar to the frontal 
projection of a three-multi-vertebrae segments was defined 
on the beam, in order to have the spatial condition as similar 
as the spine test.  A three-parameters factorial design was 
implemented to investigate the effect of the key parameters 
of DIC (facet size, grid spacing and filtering on displacement 
field) on the strain measurements; in terms of systematic and 
random error, respectively, the average and standard 
deviation of the measurement point over ROI, and so as to 
minimize the strain measurement uncertainties.   

B. The preparation of specimens 
Segments of three/four vertebrae were extracted from 

porcine lumbar spines.  All the soft tissues and spinal 
processes of external vertebrae were removed with surgical 
tools and without damage the specimen.  In order to create a 
speckle pattern in the best way possible on soft 
(intervertebral discs)[5] and hard (vertebrae) tissues the 
specimens were stained with methylene-blue-saturated water 
solution for 6 times every 15 minutes, to prepare the dark 
background.  Instead, the white speckle pattern was created 
through an airbrush airgun [4, 6] using a water-based paint, to 
minimize interactions, which could damage the bone tissue 
(Fig. 1).  Finally, to enable mechanical testing in loading 
machine parallel basis were prepared potting external 
vertebrae in poly-methyl-methacrylate till half of their height.  

C. In vitro loading tests 
The spine segments were tested in pure axial loading and in 

isostatic conditions.  In order to avoid transmission of any 
additional load a homemade setup was built using low-
friction linear bearings and ball joint.  The load was applied 
through a loading machine in position control, using a 
monotonic ramp, running at 1mm/s, until failure.  Images of 
specimens under loading were recorded at 6.8 Hz.  Using the 
optimized parameters setup, the displacements and strains 
were evaluated on the entire frontal surface of the specimens.  

III. RESULTS 

A. The optimized DIC parameters 
The better compromise between measurement uncertainties 

and spatial resolution was obtained with a facet size of 33 
pixels, a grid spacing of 19 pixels and a filter of displacement 
over a 5x5 data grid.  The resultant systematic and random 
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errors were, respectively, of 10 microstrain and under 100 
microstrain.  The above-mentioned key parameters will be 
used for the strain measurement on spine as well, obtaining 
an equivalent measurement surface for each measurement 
point, similar to the one of strain gauge.  

B. The results of loading tests 
Displacement and strain were evaluated on the entire 

frontal surface of the multi-vertebrae specimen, in both the 
tissue (intervertebral discs and vertebra) up to failure.  The 
axial strain (Fig. 2) in the vertebrae, prior to failure, was 
under 10000 microstrain; while in the intervertebral discs, 
where started the failure, the strain exceeded 70000 
microstrain.    

IV. DISCUSSION 
The evaluation of the measurement uncertainties 

guaranteed the setting of the best parameters setup and to 
know the reliability of the measurement tool before starting 
to use it on complex specimens, such as biological ones.  
Strains were evaluated on the entire ROI without any loss of 
information, showing the suitability of the speckle pattern 
prepared in a non-conventional way [3].  Moreover, no 
variations, in terms of measurement uncertainties, were 
reported respect the traditional speckle pattern [4].  The 
evaluated failure strains were in agreement with the literature 
[7, 8] but, according to the authors’ best knowledge, no-one 
performed this kind of measures, strain on soft and hard 
tissue simultaneously, before.   
 

V. CONCLUSION 
This study showed the capability of DIC in strain 

measurement on complex specimens, in term of material 
properties and geometry, to study and examine in depth the 
biomechanics of spine.  The assertion of these potentialities 
could open the way to further application of DIC to study the 
behaviour of human spines.   
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Fig. 1.  Left, a three-vertebrae segment spine with white-on-black speckle pattern.  Right, 
overview of the testing setup. 

 
Fig. 2.  Axial strain distribution in vertebrae and intervertebral discs.  On the left the strain under a load 
of 1522N and on the right the strain under a load at 3418N, just prior to failure.   
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Abstract—Standard of care in precapillary (group I) 
pulmonary hypertension (PH) includes serial right ventricular 
(RV) catheterizations in order to monitor RV performance and 
pulmonary bed pressures, unfortunately with associated costs 
and side effects related to invasive procedures. Our aim was 
two-fold: 1) to develop a biventricular finite-element model 
coupled to a lumped-parameter circulatory system of PH; 2) to 
assess accuracy of proposed computational model in predicting 
hemodynamic impairment due to PH and abnormal motion of 
interventricular septum.  
Keywords—finite-element method, lumped-parameter model, 

pulmonary hypertension. 
 

I. INTRODUCTION 
 
Pulmonary hypertension (PH) is a pathological condition in 
which the mean pulmonary artery pressure is higher than the 
normal condition [1]. Specifically, PH is defined when right 
ventricular (RV) pressure exceeds 25 mmHg at rest [2]. This 
condition may ultimately lead to right ventricle failure 
(RVF). Conceptualized hemodynamically, RVF occurs at the 
point at which cardiac output (CO) and blood pressure drop 
despite an increased RV end-diastolic pressure (Ref). 
Although PH can be seen at echocardiography [3], pressure 
measurements by Swan-Ganz catheterization of right side 
represent the gold standard for the diagnosis of PH and to 
assess disease severity [4, 5]. 

II. METHODS 

Patient Study Group 
We retrospectively identified 10 patients with Group I PH 

underwent right-sided cardiac catheterization to monitor the 
progress of pulmonary disease. Standard echocardiography 
and delayed enhanced (DE) CMR were performed within 2 
weeks from RV catheterization in order to collect 
hemodynamic and morphological data. Specifically, left 
ventricular (LV), ejection fraction, cardiac output (CO), 
cardiac index (CI) and pulmonary capillary wedge pressure 
(PCWP) were collected from standard 2D or Doppler 
echocardiography. While, RV end-diastolic and end-systolic 
volume, RV stroke volume, RV cardiac output, RV ejection 
fraction were measured from DE-CMR.     

Lumped-Parameter Modelling of PH 
To simulate the hemodynamic impairment due to PH, we 

used the CircAdapt open-source cardiovascular tool 
(www.circadapt.org/) as a lumped-parameter model of heart 
and circulation. The CircAdapt is configured as a network 

composed of several module types representing myocardial 
walls, cardiac valves, large blood vessels, and peripheral 
vasculature to enable real�time simulation of hemodynamic 
under normal and pathological conditions 

Both RV and LV end-diastolic and end-systolic volumes as 
collected by DE-CMR were used as input parameters in the 
lumped-parameter model. We interactively adjusted the 
pulmonary vascular resistance (PVR) and myocardial 
contractility parameters (i.e. passive stiffness and active 
contraction) to match both LV and RV ventricular volumes. 

For each patient, the model output consisted in the RV and 
LV pressure-volume loops, which were used as boundary 
conditions for the biventricular finite-element model. 
Additionally, standard hemodynamic parameters such as the 
CO were computed with CircAdapt and then compared to 
those derived by RV catheterization.   

 

Finite Element (FE) analysis 
Numerical simulations were performed according to our 

previously described biventricular model [6, 7]. The 
substantial difference with this model was the use of the 
Holzapfel’s constitutive formulation and a thermal-
mechanical analog approach to describe active myocardial 
contraction [8]. This allowed us to avoid numerical issues 
that are often observed with the Fung’s law. LV and RV 
geometries were obtained via parameterized geometric 
surfaces initialized by morphological measurements collected 
by DE-CMR. The biventricular model represented the end-
systolic ventricular-chamber configuration and then meshed 
with brick elements in ABAQUS FE code (Simulia, Inc., 
Providence, RI). Cardiac myofiber angles at epicardium and 
endocardium were 60° with respect to the circumferential 
direction of LV wall. We fully constrained the displacement 
of the ventricular basal line because the mitral valve annulus 
and aortic valve annulus are much stiffer than the 
myocardium.  

For each patient, RV and LV pressure loading profiles 
computed with the lumped-parameter simulation of PH were 
applied to the endocardium using the hydrostatic fluid cavity 
modeling capabilities of ABAQUS/Standard. Thus, the 
passive heart behavior was calibrated by iteratively adjusting 
the material parameters C of Holzapfel’s law in order to 
match the measured values of RV and LV end-diastolic 
volumes. Similarly, the active heart behavior was tuned by 
scaling the fictitious temperature field. Septal motion was 
compared to that observed in 4 healthy patients investigated 
previously [6, 7]. 

Modelling Right Heart Failure in Patients with 
Pulmonary Hypertension   

F. Scardulla1, P. Mercadante1, S. Pasta2,3, D. Bellavia3 and C. Scardulla3 

1 DICGIM, Universitá di Palermo, Palermo, 90128, Italy  
2 Fondazione Ri.MED, Via Bandiera n.11, 90133, Palermo, Italy 

3 IRCCS ISMETT, Via Tricomi n.5, 90128, Palermo, Italy 

ESB-ITA 2016

40



GNB2016, June 20th-22nd 2016, Naples, Italy 2 

III. RESULTS AND DISCUSSION 
Linear regression analysis was used to assess associations 

between catheter- and lumped-derived parameters (see Table 
1). Primary dependent (i.e. predicted) variables were CI and 
PCWP. Hemodynamic parameters predicted by lumped-
parameter modeling were comparable to those actually 
measured in cath-lab (p<0.05 for all). Specifically, the 
lumped-parameter model was able to predict cardiac index 
with high accuracy (R2=0.82, p<0.001), although prediction 
of PCWP was just moderate. It is worthy of consideration 
that CI is considered as a prognostic indicator to assess the 
severity of PH [1]. Although a large cohort is needed, the 
lumped-parameter modeling appears promising to distinguish 
the less from the most “malignant” PH. Additionally, this 
tools is based on non-invasive measures as compared to that 
achieved by catheterization.  

  
TABLE I: DESCRIPTIVE STATISTICS OF COLLECTED MEASUREMENTS 

 
Variables Lumped 

Model  
Outcome:  
CI (Cath) 

Outcome:  
PCWP (Cath) 

Stroke Volume (mL) 54.2±15.2 0.68 (0.01) 0.03 (0.7) 

Cardiac Output (Lit./min) 4.1±1.1 0.74 (<0.001) 0.02 (0.72) 

Cardiac Index (Lit/min/m2) 2.4±0.6 0.82 (<0.001) 0.02 (0.72) 

RV Systolic Pressure (mmHg) 64.2±12.9 0.01 (0.97) 0.14 (0.36) 

Systolic Pulmonary Artery Press. (mmHg) 62.5±12.8 0.01 (0.79) 0.03 (0.71) 

Diastolic Pulmonary Artery Pressure (mmHg) 37.1±10.1 0.12 (0.37) 0.52 (0.04) 

 
Numerical simulations revealed that RV experiences severe 

myocardial stress during cardiac beating (see Figure 1). 
Specifically, end-systolic myocardial stress was as high as 
221 kPa at apex. This pronounced stress is caused by the fact 
that the RV volumes were markedly high (180.4± 60.1ml) 
since the increase of intraventricular pressure due to the 
pulmonary disease leads to an adverse remodeling 
characterized by ventricular dilatation. Indeed, RV is a 
compliance chamber that is not able to adequately contrast 
the high pressure demand. This mechanism ultimately leads 
to failure of RV chamber. In healthy patients, the mean value 
of RV end-systolic myocardial stress was 24.3±6 9.7kPa, and 
this is significantly lower than that shown by patients with 
PH. Using a similar biventricular finite-element model, Wenk 
and collaborators [9] found that RV end-systolic myocardial 
stress in patients with dilated cardiomyopathy was 58.5 kPa, 
although RV volume was reported as morphologically 
normal. Similarly, end-diastolic RV myocardial stress in PH 
was found higher than that showed by healthy patients (150 
kPa for PH compared to 13 kPa for normal hearts). 

Most importantly the interventricular septum exhibited an 
abnormal motion throughout cardiac beating. As PH became 
more severe, the pattern of septal motion was characterized 
by a normal left-ward shift towards RV during diastolic 
filling followed by an abnormal right-ward shift towards LV 
during ejection and isovolumic relaxation phases. This was 
likely caused by the time courses of simulated ventricular 
pressures. In simulation of PH, RV pressure exceeded LV 
pressure during systole, with pressure decay delayed with 

respect to that of LV. This time course was not observed for 
healthy patients where interventricular septum did not move 
over LV. A similar mechanism of abnormal motion for the 
interventricular septum can be seen clinically in PH [2] and 
corroborated by Lumens and collaborators [10]. 

IV. CONCLUSION 
In this study, an approach for modeling the interaction 
between the heart and the circulatory system was developed 
by coupling a patient-specific biventricular finite-element 
model to that of a lumped-parameter that represents the 
systemic and pulmonic circulatory system. Thus, this 
approach was adopted to study the mechanism of PH by 
comparing hemodynamic data to those derived by right side 
catheterization and by assessing cardiac mechanics. Results 
showed a good agreement between lumped- and catheter-
related hemodynamic measures and the ability of our 
biventricular model to capture the systolic abnormal motion 
of interventricular septum observed clinically. This may 
allow less invasive clinical procedure and rapid 
computational prediction for the diagnosis of PH. Further 
studies on large patient cohort are warranted to refine model 
and confirm results. 
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Fig. 1. End-systolic myocardial wall stress showing abnormal motion of interventricular septum (left); pressure-time and 
pressure-volume loop obtained by the lumped-parameter model (right). 
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Abstract— Usage of polymeric microspheres in biomedical 
applications is dramatically increasing in the last years. Their  
massive use is promoted by the maturation of methodologies for 
their preparation, that allow the control of their shape and size. 
Here we present a study were a test bench is proposed for the 
characterization of the mechanical properties of polymeric 
microspheres. In detail, compression tests are performed on 
three types of gelatine microspheres characterized by three 
different values of concentration of genipin (0.1%, 0.5%, 1%). 
Microspheres mechanical properties are evaluated by using 
nanoindentation and applying the Hertz model, assuming  
microspheres incompressibility and a Poisson’s coefficient equal 
to 0.5. The values of Young’s modulus obtained for the three 
types of microspheres are 2.56 ±0.95 GPa (0.1% of genipin), 1.87 
±0.91 GPa (0.5% of genipin), and 3.44 ±0.66 GPa (1% of 
genipin), respectively, confirming that their mechanical 
behavior depends upon the concentration of the genipin used for 
their preparation. The obtained results, obtained by applying 
the Hertz theory, satisfactorily agree with the experimental 
data, indicating that the Hertz model is adequate to describe the 
mechanical properties of the investigated microspheres.  
Keywords—Nanoindentation, micro-compression, 

microspheres. 

I. INTRODUCTION 
OLYMERIC microspheres are largely adopted in 
biomedical applications as, e.g., embolic agents to treat 
hyper-vascular tumors [1], or in tissue engineering [2]. 

The class of polymeric microspheres used for biomedical 
applications are mainly composed by hydrophilic polymers, 
because of their biocompatibility. In particular, the injection 
of gelatin microspheres is very promising, because of their 
poor antigenic properties and higher absorbability, when 
compared with other biocompatible polymers as collagen [3]. 
In this study the mechanical properties of a new design of 
polymeric microspheres to be used as carriers for local 
release of drugs and grow factors, are investigated. The 
rationale of the study is that, since the microspheres have to 
be injected into the target tissue, the rheological behavior of 
suspensions or dispersions of such microspheres, and their 
effectiveness in properly delivering drugs, will depend upon 
their mechanical properties [3][4]. Technically, 
nanoindentation is applied on microspheres of size in the 
range 30-70 �m. To measured load-displacement data, the 
Hertz model is applied to estimate the Young’s modulus. 
Once fully validated, the protocol here proposed for the 
mechanical characterization of polymeric microspheres used 
for drug delivery will allow: (1) to support their design phase 
and (2) to improve their effectiveness in targeting the release 
of drugs. 

II. MATERIAL AND METHODS 
The water-in-oil emulsion method was applied to gelatin type 
A derived from the porcine skin to produce three types of 
microspheres characterized by a different percentage of 
genipin (Figure 1), and with an average radius equal to (mean 
± SD) 44.12±11.12 �m for group 1, 51.78±10.45 �m for 
group 2 and 50.88±9.30 �m for group 3. Genipin in three 
different values of concentration (w/v) %: 0.1% (group 1) 
,0.5% (group 2), and 1% (group 3), was used as natural cross-
linker (the presence of genipin affects the structural 
characteristics of the polymer and the degradation kinetics as 
well).  
Nanoindentation combined with the Hertz model was applied 
to estimate the mechanical properties of the microspheres. In 
nanoindentation, when the contact between the specimen and 
the indenter tip is detected, its displacement is measured as 
the load is applied. From the measured load-displacement 
curve (Figure 2) it is possible the estimation of the Young’s 
modulus of the specimen. 
In detail, the Nanoindenter XP (Agilent/MTS company), 
characterized by a theoretical force resolution of 50 nN and a 
theoretical displacement resolution lower than 0.01 nm, was 
adopted and a specific protocol was developed for 
characterize the microspheres through a micro-compression 
test. In detail, here a flat end punch with a diameter of 500 
�m was selected for indentation. The compression test is 
characterized by three steps: loading, hold and unloading. 
During the loading and unloading phases the velocity of the 
indenter punch was set at a constant value of 10 nm s-1. The 
hold phase consisted of a stabilization period along which the 
maximum value of the load was maintained for a period of 5 
s. The maximum value of the load was obtained in 
correspondence of an indentation depth equal to the 5% of 
the initial radius of the microsphere. The initial radius of each 
microsphere was evaluated before the beginning of the test, 
using the optical system embedded in the Nanoindenter XP. 
Load and displacement signals were acquired at a sampling 
rate of 5 Hz. 
On measured load-displacement curves as obtained from the 
compression tests, the Hertz model [5] was applied and the 
Young’s modulus was estimated according to: 

 
3 3

*
2

4 4
3 2 3 21
R E H R HF E

�

� � � �
= =� � � �

� � � � �
 (1) 

where F is the load, H is the displacement, E is the Young’s 
modulus, � is the Poisson’s ratio and R is the radius of the 
microsphere. The value of the Poisson’s ratio was assumed to 
be equal to 0.5 [2][6]. The linear least squares method has 
been applied to estimate the value of E on the experimental 
data. By applying the Hertz contact model we implicitly 
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made the assumptions that: (1) microspheres are spherically 
shaped; (2) deformation is symmetric; (3) microspheres are 
made of a purely elastic and isotropic polymer; (4) only small 
deformations affect indented microspheres. 

III. RESULTS 
Typical compression load-displacement curves as obtained 
from nanoindentation are presented in Figure 2. The curves is 
characterized by an hysteresis loop typically characterizing 
viscous-elastic materials. 
For each group of polymeric microsphere 40 tests were 
carried out.  Outliers have been excluded by applying the 
modified Thompson’s Tau method.  
The Young’s modulus was estimated by using the Hertz 
contact model, applied to the linearized experimental data 
measured along the loading phase. We obtained three average 
values of Young’s modulus equal to 2.56 ±0.95 GPa, 1.87 
±0.91 GPa, and 3.44 ±0.66 GPa (mean ± SD) for group 1, 2 
and 3 respectively. 
 The percentage of genipin influences the mechanical 
properties of the microspheres. Indeed the analysis of 
variance (ANOVA) applied to the tests carried out on 
microspheres shows a correlation (p<0.05) between their 
mechanical properties and the percentage of genipin used 
during the production of the microspheres. The progressive 
increase in the percentage of genipin in microspheres 
composition is not related to a linear increase of the Young’s 
modulus. Load-displacement curves obtained for 
microspheres belonging to group 1 show a mean peak load 
value higher than group 2 (Figure 3), indeed the experimental 
curves obtained for the group 1 are characterized by an 
higher slope respect the curve belonging to group 2.  
Since the level of (imposed) deformation is the same in all 
the experiments, the estimated Young’s Modulus of 
microspheres of group 2 is lower than group 1. 
Individual Young’s modulus from single microspheres were 
used as input variable in the Hertz model and theoretical 
results were compared with experimental data relative to the 
sole loading phase of the curve. The explanatory results 
displayed in Errore. L'origine riferimento non è stata 
trovata. are representative of all the nanoindentation tests 
performed on single microspheres and indicate that there is a 
satisfactory agreement between the Hertz model for contact 
and the experimental data. 

IV. DISCUSSION 
Application of polymeric microspheres in medicine has 
increased in the past years thanks to the development of 
novel methods for their preparation that allow a fine control 
of their size and shape. The degradation rate of the gelatin 
microspheres, that regulates the rate of drug delivery, 
depends strongly on their mechanical properties. Usually, this 
kind of microspheres are injected in the target tissues by 
using a solution or an appropriate gel in which they are in 
suspension. The rheological property of such suspensions of 
microspheres are affected by the mechanical properties of 
these microspheres. Hence, from the characterization of the 
mechanical behavior of polymeric microspheres it is possible 
to obtain knowledge which is fundamental for improving 
microspheres design and, ultimately, drug delivery. 

 As for the analysis here presented, for the three 
preparations of microspheres the average values of the 
standard error (and of R2) with respect to the load-
displacement curves estimated by applying the Hertz contact 
model are equal to 1.55 mN (R2= 0.98), 1.59 mN (R2= 0.99), 
and 2.10 mN (R2= 0.99) , for group 1 group 2 and group 3, 
respectively. These data confirm that the selected Hertz 
model satisfactorily fits the experimental data as obtained 
from the application of a nanoindentation strategy, making 
the estimated mechanical properties reliable. 
The estimation of a  Young’s modulus value for 
microspheres belonging to group 2 lower than group 1 can be 
explained in terms of the procedure applied for microspheres 
fabrication. Since it is expected an higher value for the 
Young’s modulus, by increasing the percentage of genipin in 
fabricated microspheres, the counter-intuitive here presented 
results could be ascribed to fabrication parameters setting 
which could influence the ultimate mechanical features of 
microspheres. In particular, two of this parameters could 
markedly influence the crosslinking phase of the fabrication 
process, i.e., the stirring speed and the crosslinking time, 
because they determine size distribution, independent and 
individual growth of the microspheres, and the degree of 
crosslinking. We conjecture that the setting adopted for these 
parameters in the fabrication of microspheres belonging to 
group 2 has lead to an impairment of the mechanical 
properties for this group, also in the presence of an higher 
percentage of genipin, with respect to group 1.  Several 
limitations could weaken the findings of this study. In 
particular, the defined deformation at 5% of the initial 
diameter, which limits the validity of these results only for 
small deformation. Moreover, nanoindentation tests were 
carried out in dry condition, while the physiological 
environment is an aqueous environment. Further analysis is 
needed to clarify if dry tests can be representative of the in 
vivo behavior of the microspheres.  
In conclusion, the preliminary findings presented here 
confirm the potential (1) of using nanoindentation and (2) of 
applying the Hertz model for a mechanical characterization 
of gelatin microspheres. The presented approach could be 
easily extended to characterize the mechanical behavior of 
microspheres obtained using, e.g., chitosan, or blends of 
gelatin and chitosan. 
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Figure 1: Representative images of group 1 (a) group 2 (b) and group 3 (c), taken by the optical microscope built in the 

Nanoindenter XP. (Resolution: 0.2 �m/pixel).  
 

 
Figure 2: Typical Load-Displacement curve as obtained from nanoindentation tests on gel microspheres of group 1 (a), 

group 2 (b) and group 3 (c). 
 

 
Figure 3: Experimental curves obtained by the microindentation tests.  On the left curves obtained for microspheres with 

0.1% of genipin. On the right curves obtained for microspheres with 0.5% of genipin 
 
 

 
Figure 4: Comparison of the loading phase as obtained from the experimental data (blue curve) and from the Hertz model 

(red curve), for group 1 (a), group 2 (b), group 3 (c).   
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Abstract—In particular situations, such as in presence of 
congenital malformations, pathologies or traumas, skull can 
present bone defects or empties, which can be characterized by 
complex geometries that vary from case to case. For repairing 
these defects/empties, patients must undergo cranioplasty 
procedures, during which a proper prosthesis is anchored to the 
skull, replacing the missing bone parts. Nowadays, starting from 
diagnostic images, patient-specific prostheses can be 
manufactured, made of biocompatible materials. Among 
metallic materials, titanium alloys are the most suitable for this 
application.  

The aim of this study is to present a methodology to 
manufacture craniofacial prostheses in titanium alloy using non-
conventional forming processes. In details, the complete 
procedure starts from the design of both the prosthesis and the 
anchoring system, choosing the optimal material and the best 
manufacturing process according to the geometry of the defect, 
the available time and the cost. 

In order to demonstrate the potency of this approach, two 
case studies were reported. 
Keywords—craniofacial titanium prostheses, non-

conventional forming processes, realization procedure. 

I. INTRODUCTION 
HE skull is one of the most complex bones and it plays a 
key role because it protects the brain, the organ that 

makes us human, and has a strong aesthetic impact [1]. So, it 
sums both functional and aesthetic aspects. Unfortunately, 
because of congenital malformations, pathologies or traumas, 
the skull can present defects or empties, which are repaired 
with cranioplasty interventions [2]. In particular, during this 
surgical procedure, a prosthesis made with biocompatible 
material [2], such as titanium and its alloys [1],[3], is 
anchored to the skull. Moreover, titanium is chosen as it has 
excellent mechanical properties [3] and favours 
osseointegration with the host bone [4]. 

In order to fulfil the evident aesthetic requirements, such 
prostheses must be patient customized. In particular, these 
prostheses can be manufactured using computer-aided-
design/computer-aided manufacturing (CAD/CAM) 
technique [5]: CAD/CAM titanium implants show the lowest 
rate of complications and have reasonable costs [6]. 
Regarding the manufacturing different processes, such as the 
milling [7] or the additive manufacturing [8], can be used 
even if the optimal one has not yet been established.  

The aim of this study was to present a complete procedure 
for the manufacturing of such titanium prostheses based on 
the use of non-conventional forming processes.  

II. PROCEDURE  
The necessary steps to manufacture craniofacial prostheses in 
titanium by means of the non-conventional processes are 
illustrated in Figure 1 and described below. 

A. Medical scan and DICOM images 
Thanks to the research and technological development in 

imagining techniques, nowadays morphological aspects can 
be evaluated by means of the computer tomography (CT) and 
magnetic resonance imaging (MRI), which provide 2D 
multiplanar images or slices in the DICOM format [9]. So, a 
3D visualization is available.  

B. Virtual modelling 
Starting from diagnostic images of the defected skull, a 

virtual model can be obtained by means the segmentation 
process, using different software [10]. For this work, the open 
source software Invesalius was chosen for the 3D/volumetric 
reconstruction [11]. Since it provides a STL file, in order to 
obtain a 3D solid model of skull bone, reverse engineering 
[12] was used. After that, the prosthesis was designed 
considering the defect morphology and trying to get an 
appearance of the resulting treated skull as close as possible 
to a normal one.  

C. Design of anchoring system 
In case of titanium customized craniofacial prostheses 

made with forming processes, they have a greater area and a 
larger perimeter with respect to the defect [13], but no 
information regarding the overlap length is available. 
Furthermore, titanium and skull bone have different elastic 
modules, reported in [14] and [15] respectively. For these 
two reasons, a detailed design of the anchoring system is 
necessary. 

To realize it, a hybrid approach was developed (Figure 2). 
In details, an optimization procedure, based on the ANOVA 
analysis and the response surface methodology -RSM- [16], 
was implemented in order to identify the optimal values for 
the overlap length and the screw shank diameter for a specific 
defect area, considering the worst accidental compressive 
load. In this case, the bone that adheres to the prosthesis must 
resist, so the maximum stress must be evaluated to establish 
the best anchoring system. Different simulations were carried 
out using finite-element modeling (FEM) and considering 
five factors (screw shank diameter, overlap length, load 
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intensity and its tilt angle and the damaged area) and their 
values range. Moreover, the stress numerical results were 
used as input data for the optimization process. Regarding the 
FEM analyses, they were carried out using Comsol 
Multiphysics 5.2 (COMSOL Inc, Stockholm, Sweden), 
whereas for the optimization procedure, Design Expert 
Software (Stat-Ease, Inc., Minneapolis, USA - trial version) 
was used. 

D. Prosthesis manufacturing 
As reported before, in this study non-conventional forming 

processes were considered to manufacture the prostheses. In 
details, superplastic forming (SPF) and single-point 
incremental forming (SPIF) were chosen.  

In case of SPF, a sheet is deformed with high temperatures 
under the action of an in-pressure inert gas, instead, during 
the SPIF, a rotating tool/punch deforms the sheet with high 
speeds. Both processes used the CAD/CAM approach, 
employing an electro-hydraulic machine in the SPF and a 
3axis CNC machine in the SPIF. A sketch of the two 
methodologies are reported in Figure 3. Both technologies 
allow to create prostheses with very low thicknesses and high 
mechanical strength. Furthermore, the advantage of SPF is 
that it can be used to obtain prostheses with complex 
geometry, whereas the benefit of the SPIF is that prostheses 
can be made in low times, without employ moulds. 

E. Biocompatibility check 
The most important property of the bone substitutive 

materials is the biocompatibility. Even if the titanium alloys 
normally show this feature, the manufacturing process could 
have been altered this property, and, consequently, 
biocompatibility of the final prosthesis must be verified 
through citotoxicity tests. 

III. VALIDATION 
To demonstrate the procedure feasibility and to validate it, 

two different defects were considered and the relative 
prostheses were made applying the methodology (Figure 4). 

In details, the prosthesis relative to the frontal damage was 
made with the SPF because of the complex geometry, 
whereas the prosthesis relative to the lateral defect was 
realized using the SPIF in order to obtain it in very low times. 
Regarding the SPF manufacturing, the undeformed sheet was 
heated up to 850°C and then subjected to argon in pressure. 
Instead, in the SPIF, a hemispheric punch (diameter of 15 
mm) deformed the sheet with a continuous movement 
(constant tool depth step of 0.1 mm and a tool feed rate of 
about 2000 mm/min), following the trajectory generated by 
the CAD/CAM program. Nano-indentation tests were also 
performed in order to measure hardness and elastic modulus 
variation deriving from the manufacturing process. Results 
highlighted that no significant changes are generated by the 
processes. The two realized prostheses are reported in Fig. 4. 

IV. CONCLUSION 
This work presented a procedure to realize craniofacial 

prostheses in titanium with non-conventional forming 
processes, the superplastic forming and the single-point 

incremental forming. Both these two technologies have 
proved to be suitable for this application, with the advantage 
of obtaining both extremely thin and, at the same time, 
resistant prostheses. The necessary aesthetic and 
biocompatibility requirements have also been demonstrated 
that can be fulfilled by the usage of the two technologies. 
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Fig. 1.  Steps of presented procedure for the realization of craniofacial prostheses in titanium by means of non-
conventional processes 

 
Fig. 2.  Steps of the procedure used to design the optimal anchoring system (left) and results of the optimization of (right) 

        

 
Fig. 3.  Non-conventional forming procedures: superplastic forming (SPF, left) and single-point incremental forming (SPIF, right) 

 

    

 
 
Fig. 4.  (1) Skull defects areas (2) relative CAD models of the prostheses (3) manufactured prostheses (4) SPF prosthesis mounted on the skull model 
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