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Definitions

Data Link

A network is the interconnection of computing devices, called nodes, via data links EEEAes
to exchange information.

e Nodes

o  Source: emitting data

o  Destination: receiving data

o Intermediate: transferring data (router, switch, bridge, etc.)
e Information is exchanged in the form of blocks, called packets

o  Except for some point-to-point connections that exchange continuous bit streams

o  Packet (L3) or frame (L2), datagram (L4), segment (L4) depending on the protocol
e A data path, or route, is a succession of nodes and links connecting a source

to a destination
o  Two nodes can be connected via different paths
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Network Types

Networks are categorized according to different criteria.

e Physical size
o  LAN: Local Area Network
o  MAN: Metropolitan Area Network
o  WAN: Wide Area Network
e Topology:
o  Physical: position of nodes and links with respect to “cabling”
o  Logical: how signals propagate on the physical links
o  Example: in a building computers are usually connected to a
central concentrator making a physical star topology, while at
the logical level they use Ethernet which implements a bus
topology (the concentrator propagates the signals to all links).
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The OSI Model



The OSI Model

m End user application uses

network services
H

Data representation and
encryption

model (ISO/IEC 7498-1) that provides a common basis for
coordination of standards development for the purpose of
systems interconnection.

TP
The ISO’s (International Organization for Standardization) project ._{ resentation®

SSL

= 5

OSI (Open Systems Interconnection) has defined a conceptual ss !

Interhost communication

e Defines 7 layers that splits responsibilities and

functionalities of networking communication D

e Layer interfaces allow actors of the “industry” to develop etwork 3  Routing and addressing
functionalities independently P

e It's 3 framework not an actual implementation nor a strict ﬁ“ M sioees doniral

and physical addressing

guide

Ether.
e Most network technologies reflect this layered structure M" I

Physical' 8 Signal transmission
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OSI Communications

1. Data is produced at the topmost layer.

2. Datais passed to the layer N-1.

3. Layer N can add a header/footer to the data
received from layer N+1.

4. At the physical layer, the data are transmitted to
the receiving node.

5. On the receiving node, each layer removes its
header/footer and passes it to the layer N+1

Sender’s and receiver’s entities of layer N exchange
together PDU (Protocol Data Units) via a specific
protocol.

[ SDU: Service Data Unit |
| PDU(n) = §DUin+1$ | ] PDU = SDU + header + footer |
[ PDU: Protocol Data Unit |

Sender Receiver

Application AH| Da Application

on

'TH|SH|PH AH| Data
'NH|TH SH PH AH| Data
'DH|NH|TH|SH PH|AH| Data | DF|

DH NH TH SH PH AH Data DF
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The TCP/IP Model

e Simpler than OSI
e Most used protocol stack
e 4-layer model:

o Link: communications within a LAN

o Internet: inter-LAN communications

o  Transport: host-to-host communications

o  Application: process-to-process communications
e Internet layer is implemented with IP

e Transport layer is implemented with TCP (or UDP)
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Ethernet and Local Area
Networks



Ethernet

e Set of technologies that defines physical link protocols (layer 1) and data-link protocol (layer 2)
e Most widespread technology used for LAN communications
e Ethernetis a logical bus

o  Nodes compete for the physical resource

o  Need to synchronization of nodes transmitting at the same time (collisions)
o  This is the reason why there is a maximum (and minimum) packet length

e LAN <=> broadcast domain

o  Every node can talk directly to every other node
o  Every broadcast frame will reach all other nodes
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Ethernet

e Physical addressing: 48-bit MAC (Media Access Control) address
o Unique by Ethernet device
e Currently up to 200 Gb/s on fiber, 10 Gb/s on UTP copper cables, 100 Gb/s on
Direct-Attached-Copper cables
e Frame format:

Ethernet Packet

| Ethernet Frame

min. length: 64 Byte
max. length: 1518 Byte | 1522 Byte (with VLAN tag)

) VLAN Tag | Payload |
Preamble S (optional) min. length: 46 Byte
E 42 Byte (with VLAN Tag)
D TPID TCI
CRC
Checksum
[+ 7 Byte 1 I+ 6 Byte ) 6 Byte Te 4 Byte f¢ 0 0-1500 Byte 4 Byte —»|

2
Byte

Padding Field - variable length to ensure
minimum length of payload or Ethernet frame
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Ethernet Switch

e Layer 2 device
e Transmit each frame to its specific destination only
o  Better unicast traffic isolation reduces collision rate, improves network efficiency
Learns the association between physical ports and MAC addresses by observing traffic
e Some traffic is still broadcasted:

o Broadcast frames
o Unknown destination address

00:01:02:03:04:05

00:01:02:ab:cd:ef
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Ethernet Virtual LAN

e |ogical subdivision of Ethernet switches into several LANs
Reduce broadcast domain size

Improved efficiency

Improved security

Logical grouping of hosts

o O O O

VLAN1 VLAN2  VLAN3

e L L]

Broadcast Domain 1 Broadcast Domain 2 Broadcast Domain 3
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IP and Routing



Internet Protocol

REC 791

Works with ICMP, Internet Message Control Protocol (REC 792)
o  Error and control messages exchanged between routers
Designed to connect LANs together
Defines a hierarchical addressing system
e Provides routing functionality
o  Finds a path to reach destination from source

e Supports fragmentation ofiee
01 11 e NI RN XU SRS RN A
o  Packets can be split into smaller ~ °| Version |" M€ | Type of Service (TOS) Total Length
chunks 4 Identification pr F[I)aghsﬁ Fragment Offset
H 20
Y COnnectlonIess » P—p— -A .......... T ————— Bytes
Time To Live (TTL) Protocol Header Checksum
o  No management of end-to-end IHL
i 12 (Internet
connection Fotmop A Header
............................... Length)
o H ea d er 16 . Destination Address : i
o 20 bytes with no o ptions 20 IP Option (variable length, optional, not common) l
Bt Y8 1293485 6 7 ' 8 9 (1) 123 45 'G 7 89 g 1.8 3 l 4 56789 41
|« nNivble —}— Byte —}— Word >
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https://tools.ietf.org/html/rfc791
https://tools.ietf.org/html/rfc792

IP (v4) Addressing

e 32-bit address represented as four [0-255]
numbers (10.20.30.40)

e An address is divided in two parts: network
(upper bits) and host (lower bits)

o  The netmask determines where the boundary
between network and host address lies

e And 3 ranges of private addresses (not routed by
public routers, require network address
translation):

o 10.0.0.0/8

o 172.16.0.0/12
o 192.168.0.0/16
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IP Routing

e Networks interconnected via routers (or gateways)
e Each router know its near neighbours
e Uses routing tables: association between networks and next IP

ro Uter Destination | Network mask I Gateway
127.0.0.0 255.0.0.0 127.0.0.1
° - - 127.0.01 255.255.255.255 127.0.0.1
Routing algorithm 192.168.0.0 255.255.255.0 192.168.0.1
ination i ; inati 192.168.0.1 255,255,255, 255 127.0.0.1
o
If (de_stlnatu_)n |§ part of local network) send d|rectly to d§st|nat|on S o s B b
o else if (destination network matches an entry in the routing table) 192.168.10.0 255.255.255.0 192.168.10.1
192.168.10.1 255.255.255.255 127.0.01
forward packet to next gateway 192.168.10.255 256.255.256.255 192.168.10.1
224.0.0.0 240.0.0.0 192.168.10.1
o else send packet to default gateway (route to 0.0.0.0) 224000 240.0.0.0 192 168.01

o  (or send ICMP error message if no default gateway)
e |P does not defines how the routing tables are established and
maintained

o Static tables
o OSPF, BGP

19
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https://tools.ietf.org/html/rfc2328
https://tools.ietf.org/html/rfc4271

IP on LAN

e Once the destination has been determined (via routing table), the physical address associated to
the logical IP address must be determined
e ARP: Address Resolution Protocol
o Broadcast message: who has IP w.x.y.z?

o  Node with w.x.y.z sends a response that contains its physical address
o  Associations are cached

e Assigning IP to node: DHCP, Dynamic Host Configuration Protocol

e A DHCP server provides IP configuration to requesting node:
o IP address and netmask
o Default gateway
o  DNS servers
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https://tools.ietf.org/html/rfc826
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TCP, UDP and Transport



Transport (Layer 4)

e Provides end-to-end transport service to applications

e An application is associated to a port
o  Communication endpoint: IP address + port
o  From the application the connection is used via a “socket”

e Two major protocols: UDP, TCP
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UDP (User Datagram Protocol)

e Simple and light
e Unreliable but guarantees data integrity

o

o

Subject to packet loss
Reordering

e Connectionless

o

o

o

Each packet is independent
Does not maintain or manage a connection between sender and receiver
Can be used for multicast and broadcast communications

Byte
ofsetfo, | 3 g Ity v v e I8
0 Source Port Destination Port g
‘ Bytes
4 Length Checksum *
) Al Al 1) T T T L T 1 Al 1 Al Al Al Al A T 1 ) 2 v T Al Al T T . 4 Al v 3 T
IB 9 0 1 28 4 5% & B.'9 0 1 2 3'4 S'e7 8.9 0 1

Bt % 1 2345 @ 7
'<—N|bb|e—>|—8yte—>'—Word >I

Checksum RFC 768

Checksum of entire UDP segment and pseudo Please refer to RFC 768 for the complete User
header (parts of IP header) Datagram Protocol (UDP) Specification.
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https://tools.ietf.org/html/rfc768

TCP (Transmission Control Protocol)

° i : o
Rellable' gUaranteeS g:;e' 0, | | | I | |1: | O O O I | 2) | | | .| Ia: | |
o  Data will reach the other endpoint . Source Port Destination Port t
o In order 4 Sequence Number
i i 20
© Data Integrlty 8 Acknowledgment Number Bytes
® . _ . | Offset
Connection-oriented " 1Resmd1c AL o
o Flow control: adaptive to the receiver 1 1
) i 16 Checksum Urgent Pointer v
o  Congestion control: adaptive to network —
20 . A .
OCCUpancy R : "I’Cf—‘ O'puo'ns '(varlable I?ng‘lh, ?pn'omtl) — i v
Bit 23456 7'8 9 é 12 8 :4 5'6 78 9 g 1 2 3'4 56789 g 1

e TCP can fragment or assemble the
application data as needed

01
| nioble —F—Byte —}—word >

TCP Flags Congestion Notification TCP Options Offset
I CEUAPRSTF | ECN (Explicit Congestion 0 End of Options List Number of 32-bit words in
Notification). See RFC 1 No Operation (NOP, Pad) TCP header, minimum value

Congestion Window 3168 for full details, valid 2 Maximum segment size of 5. Multiply by 4 to get
C 0x80 Reduced (CWR) states below. 3 Window Scale byte count.
E 0x40 ECN Echo (ECE) R —— 4 Selective ACK ok
U 0x20 Urgent Sn 00 11 8 Timestamp RFC 793
A 0x10 Ack SyvAck. 00 01
P 0x08 Push o o 190 Checksum Please refer to RFC 793 for
R 0x04 Reset NoCongestion 01 00 the complete Transmission
S 0x02 Syn Yo longestion’ 10, 40 Checksum of entire TCP Control Protocol (TCP)
F 0x01 Fin Congestion 11 00 segment and pseudo Specification.

1 1
“g":: Fowones. ¢ : o header (parts of IP header)
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https://tools.ietf.org/html/rfc793

Principles of TCP

e Sliding window, timers, and acknowledgements

e Specific handshakes for opening and closing
connections

e Receiver advertise how much data it can receive
(window size)

e Sender window size also depends on packet loss
(congestion control)

e Sender starts timers when transmitting a packet

e Receiver must acknowledge received packets

e Sender retransmit packets not acknowledged after

timeout

o  Or upon request: selective acknowledgment

Sender

Syn: 1, Ack: 0 _|
Ack:1__ |

Send1-2 |
Send 3-4 ____
Send 5-10 _|
Rev ack for 2

)

Data transfer

Rcv ack for 4

Timeout
Resend 5-10

Flow control:
cannot send

Resend 12

Ack: N __|

——

-- Terminating connection -
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| Receiver |
lishing conne T

Syn: 1, Ack: 1
' Advertise window size =10

____Ack 2, window size =8
. Ack 4, window size =6

. Ack 10, window size =0
Application reads 10
| Ack 10, window size = 10

Selective Acknowledgment
___ Ack 11, SACK 13

. AckK
____Send K-1
___FinK

|
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Networks Efficiency



Efficiency

e Static overheads: headers, footers, and maximum 56 BSI e IGEnCHON ATk B SlGeuls als
packet size set 8 maximum on the usable part of the
available bandwidth: 0.8
. useful data size
efficiency = -
useful data size + overhead g 0.6
>
g
e Dynamic overheads: packet retransmission, protocol £ 041

handshakes, packet fragmentation, etc.
o  Estimating the real efficiency of a TCP connection is not 021
straightforward
o Depends on operation conditions P ' . ;
e Ethernet MTU (Maximum Transmission Unit): 1500 bytes 3] s o
e UDP, TCP, IP maximum packet size: 65536
e On local networks (and controlled environment) an
extension called “jumbo frames” allow to reduce the
fraction of the overhead: MTU up to 9000 bytes

—— Ethernet
~— UDP/IP/Eth
—— TCP/IP/Eth
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Quality of Service

Resource allocation control
Traffic prioritization

Different implementations:
o  Port based (layer 4)
o |IP address based (layer 3)

To guarantee maximum latency,

minimum bandwidth

o DiffServ (uses IP header field DSCP)

o VLANSs
o IPve

e Allow for sharing of the same physical network for different

purposes

o  Already planned in next upgrade of LHC experiments

o Can reduce cost

o  But use of single resources calls for redundancy when high-availability

is needed
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Monitoring

e SNMP (Simple Network Management Protocol) is the standard
e Supported by all professional network devices

e Variable based system:
o  Devices maintain variable up to date
o  Client request SNMP server to access the variables

e Covers a wide variety of metrics (traffic, errors, temperatures, etc.)
e See lab for more details
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Networking for DAQ
Systems



Usage

Convey data from experiment to analysis and storage

Other traffics: experiment control, monitoring
o  Different requirements
Detectors usually use custom links/data format
o A step of digitization, data formatting, data processing is required to use
commodity network technologies Harware
Valuable data Electronics
Use of commodity technologies wherever possible
o  Commodity networks make cost, maintenance and application development
more efficient (compared to custom technologies)
Development of these technologies is driven by the global market
But DAQ systems of physics experiments is not a significant player in the
market
So we need to adapt, follow technology
Growth of the high-performance computing drives the market in a
favorable direction
m Important DAQ systems share some characteristics with HPC
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Characteristics

e LAN(s)
e Controlled environment
o Private local networks
e Reliability, high availability
o Advanced monitoring system
o  Redundancy (adapters, host, switches, routers)
o  Automatic failover
e Performance
o  High throughput
o Low latency
o Do not always go well together
e Security
o  Trusted environment but data integrity is critical
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A Real Case (Almost)

Data Router Cluster

Online Analysis (x 50)

Storage (xO)

Control Router Cluster

Readout (x 100)

Monitoring (x 10)
33
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A Real Case (Almost)

e Two separate networks
o Isolated data collection network: high-throughput
o Control network: low latency
m  experiment control, monitoring, service, etc.
e Redundancy everywhere
o No single point of failure: active-active redundancy where possible
o Link bonding at host level
o  Hardware failure is either transparent or result in less performance: never in disruption of service
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A Real Case (Almost)

e Performance
o  Maximize efficiency
m  Enable jumbo frames where relevant
m  Minimize packet loss: TCP retransmission impairs both throughput and latency
e Designed and sized for peak
e Enable large buffer (latency is less important for data collection)
m  Congestion issue, fan-in issue (many-to-one connections through switch - look for *TCP incast”)
e  Pulldesign: destination computers requests the data from readout
e Congestion control happens at the application level to avoid TCP mechanisms to kick in
o Monitor: hardware misbehavior, failures
m  Proactive replacement
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Going beyond TCP/IP

e HPC technologies: very high throughput and very low latency within data centers
e Standard: Infiniband, implemented mostly by Mellanox and Intel
e Replacement technologies for layers 1 to 4 at least

o  TCPis not suitable for intra-data center communications (timeout too long)

o IP is often not needed
o Ethernet has too much overhead

e RDMA, remote direct memory access:

o Network packets are written directly into host memory
o  Minimal latency, no OS overhead
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Conclusion

e The OSI Model to understand
o  Ethernet interconnect hosts in LAN
o IP interconnect LANSs
o  TCP reliably connects applications
e Efficiency
o  Know your protocols to use them at best
o QoS allows for efficient sharing of common resources
o Monitoring

e DAQ
o  Performance is the key but useless without reliability, high availability
o  Common stacks cover most of the DAQ systems
o  Optimization for the specific requirements
o  HPC technologies are growing and meet requirements of demanding experiments
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Thank you

Questions ?

flegoff@cern.ch

See you in Lab 9
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IP Subnetting

e Subnetting: divide a given network address
range into multiple subnets by adding bits to

the netmask
o Better traffic control
o  Logical grouping of nodes and services
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Network Prefix

Host Number

x
¥

Network Prefix

Subnet Number'Host Number

- 1.2.3.0/26
3.64/26

&

- 1.2.
- 1.2.3.128/26 :
1.2.3.192/26 :

/;eress Range: 1.2.3.0 / 24
4 internal networks: add 2 bits to netmask
4 networks (with address range):

:1.2.3.1 -> 1.2.3.62
1.2.3.65 -> 1.2.3.126
1.2.3.129 -> 1.2.3.190
1.2.3.193 > 1.2.




IPVv6

IP version 6

New addressing system: 128-bit addresses

Main advantages:

O
@]
O
@]
@]

O
@]

More addresses
Simpler header

Less configuration (exit DHCP) 128
Less fragmentation (additional protocol to
determine path’s MTU at the source)
Better routing (smaller routing table)

Better multicast support
Better QoS support

Main drawback:

o

Transition from IPv4

Bit O

64

192

256
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