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Resumo

O cloreto de vinilo (VCM) é uma das maiores comodidades, sendo a matéria-prima principal na produção

do policloreto de vinilo (PVC), e é produzido através do craqueamento térmico do dicloroetano, EDC,

numa fornalha. No presente trabalho, um modelo desta fornalha foi desenvolvido em linguagem gPROMS R©.

Este é composto por um modelo da serpentina, onde é descrita a reacção de craqueamento, e um

modelo da câmara de combustão, onde a transferência de calor pela combustão do combustı́vel foi

considerada. Vários mecanismos cinéticos, tanto moleculares como radicalares, foram validados com

dados disponı́veis na literatura. Para reduzir o tempo de computação da simulação quando são utiliza-

dos mecanismos radicalares, a matriz dos coeficientes estequiométricos foi comprimida, o que permitiu

diminuir o tempo de computação em metade. Relativamente ao modelo da fornalha, foram consider-

adas diferentes correlações para estimar a emissividade dos gases de combustão concluindo-se que

os resultados obtidos entre são muito semelhantes. Foi ainda usado um modelo onde a fornalha é

dividida em zonas, tendo-se concluı́do que a temperatura da fornalha não varia significativamente com

o aumento de zonas na câmara de combustão. Finalmente, foi realizada uma análise de sensibilidade

à quantidade de combustı́vel consumido, e verificou-se um mı́nimo no consumo especı́fco de com-

bustı́vel (87.6 kg combustı́vel/t VCM). O uso de iniciadores foi também testado, e verificou-se que com

o mecanismo utilizado, o cloro reduz a temperatura necessária na serpentina, e o tetraclorocarbono o

oposto.

Palavras-chave: Modelação, VCM, craqueamento, mecanismo radicalar, gPROMS
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Abstract

Vinyl chloride (VCM) is one of the most important commodity materials, being the main raw material

in the production of polyvinyl chloride (PVC), and is mainly produced through the thermal cracking of

dichloroethane, EDC, in a pyrolysis furnace. In the present work, a model of this furnace was developed

in gPROMS R©. This is composed of a model of the coil, where the cracking reaction is described, and a

model of the firebox, where the heat transfer by the combustion of the fuel was modelled. Several kinetic

mechanisms present in the literature, both molecular and radical, were implemented and validated with

available data. To reduce the computing time of the simulation when using radical mechanisms, the

stoichiometric matrix was compressed, which was able to the computing time in half. Regarding the

firebox model, different correlations for emissivity estimation were compared using a single zone model,

and it was found that the results obtained with them were very similar. A zone model was also used,

where the firebox was divided in several zones, and it was concluded that the temperature profile did

not change significatively with the increase of zones in the firebox. Finally, a sensitivity analysis was

performed on the fuel consumption, and a minimum in specific fuel consumption (87.6 kg fuel/t VCM)

was found. The use of initiators was also tested, and it was shown that with the used mechanism

chlorine greatly reduces the temperature needed in the coil, and using carbon tetrachloride the opposite

was observed.

Keywords: Modelling, VCM, cracking, radical mechanism, gPROMS
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in Inner.
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Chapter 1

Introduction

Vinyl chloride monomer (VCM) is currently, in addition to ethylene and NaOH, one of the most important

commodity materials [7]. About 95% of VCM is used for the production of polyvinyl chloride (PVC)

[7], which is currently the second most abundant plastic in the world, behind only polyethylene, with a

worldwide production capacity in 2009 of 30 million tonnes a year [18].

Currently, the main production process of VCM is the chlorination of ethylene to dichloroethane

(also known as ethylene dichloride, or EDC), followed by its dehydrochlorination to VCM by thermal

cracking. The dehydroclorination of EDC is currently performed by its pyrolysis in cracking furnaces

at temperatures about 500-550 ◦C [7]. This occurs via a first-order free radical mechanism [7], with

a conversion of about 50-60% per pass. This is done in order to limit by–product formation, obtaining

yields of about 95-99%.

Despite the high yields, a small fraction of by-products are formed in this process which, due to

the large material through-put, create severe inefficiencies. A solid carbonaceous material, coke, is de-

posited inside the reactor coils which requires periodic shut-downs of the entire plant for its removal. Also

gas phase by-products such as chloroprene and butadiene cause downstream difficulties in distillation

columns.

Thus, the need arises for a model which can accurately predict by–product formation to allow for a

model based optimisation of the whole process.

1.1 Motivation

The EDC cracking process presents many difficulties in modelling, the main being the complexity of

modelling a large scale radical mechanism, with currently over 800 reported equations by Borsa [2].

Although these models have been implemented in sequential modelling, EDC cracking has never been

implemented in an equation oriented process modelling tool such as gPROMS, eventually allowing the

whole plant optimisation.

The main objective of this work is to build a model which can rigorously describe the EDC cracking

process, dealing with the challenges of implementing a large radical kinetic scheme. For this, different
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kinetic mechanisms are tested, in order to analyse which one better fits the experimental data.

1.2 Outline

Firstly, a review of the literature present on this topic is shown in chapter 2. Afterwards, the main tools

used in the modelling of this process are present in chapter 3.

In chapter 4 the main equations and models used to describe the EDC cracking furnace are pre-

sented.

Chapter 5 describes the main results from the simulations.

Finally, chapter 6 presents the main conclusions from this work as well as suggestions for future

work.
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Chapter 2

Background

In this chapter, a brief analysis on the market for polyvinyl chloride PVC, the main application for vinyl

chloride, is carried out. Afterwards, a description of the processes for VCM production is presented.

Finally, the pyrolysis furnace is described, as well as the main mechanisms used to simulate EDC

cracking, and the main models used for simulating a firebox.

2.1 The PVC market

Polyvinyl chloride (PVC) is currently the second most abundant plastic in the world, behind only polyethy-

lene. Although PVC was first synthesised in 1830-1834, industrial production of this polymer started

only in the 1930s, through the catalytic hydrogenation of acetylene. Currently most production of PVC is

through VCM, in plants use a balanced process where ethylene is chlorinated through direct chlorination

and oxychlorination, the latter using the HCl produced in the thermal cracking of EDC to VCM.

As mentioned in chapter 1, currently the great majority of vinyl chloride (over 95%) is used in the

production of PVC.

Currently, Asia and Europe are the leading regions in terms of PVC production capacities. However,

in 2009 North America’s production was higher than Europe due to its higher utilisation level, as can

be seen in figure 2.1. China is clearly the largest producer of PVC, with over 7 million tonnes per year

(corresponding to 26% of the market share worldwide). However, up to 81% of this production is not

with VCM produced by EDC cracking, but with the hydrochlorination of acetylene.

PVC produced from the rest of Asia is mainly produced in Japan by Asahimas Chemical and Shin–

Etsu, Taiwan by Formosa Plastics, and South Korea by LG Chemical Ltd.

Regarding production in Europe, production of PVC is mainly from ethylene (chlorination to EDC and

cracking to VCM accounts for 98% of Europe’s PVC market). PVC produced in Europe tends to integrate

the full production process from chlorine to PVC, due to the difficulties of transporting chlorine.
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Figure 2.1: Utilisation of PVC production capacities in various regions, 2009 [18]

2.2 VCM production combined process [6], [7]

VCM production through ethylene is currently a balanced process, meaning all by–products are recycled

in a way which ensure a closure of the material balance having only VCM as the final product, starting

from ethylene, chlorine and oxygen. This is done through three main units:

1. Direct chlorination of ethylene to EDC:

C2H4 + Cl2 −−→ C2H4Cl2 (EDC) ∆H0
R = −71kJ/mol (2.1)

2. Oxychlorination of ethylene to EDC:

C2H4 + 2 HCl + 1
2 O2 −−→ EDC + H2O ∆H0

R = −238kJ/mol (2.2)

3. Cracking of EDC to produce VCM:

C2H4Cl2 (EDC) −−→ C2H3Cl (VCM) + HCl ∆H0
R = +218kJ/mol (2.3)

The balanced process can therefore be described by the overall equation:

C2H4 + 1
2 Cl2 + 1

4 O2 −−→ VCM + 1
2 H2O (2.4)

A schematic representation of this process can be found in Figure 2.2.

The direct chlorination of ethylene to EDC is an exothermic reaction, which is most commonly per-

formed in the liquid phase of ethylene dichloride for better temperature control. A Lewis catalyst is

employed, ordinarily iron (III) chloride. The chlorination can either be at low (LTC) or high temperatures
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Figure 2.2: The vinyl chloride production process [14]

(HTC).

In the LTC process, ethylene and chlorine react dissolved in EDC, which acts as a solvent, at temper-

atures below the boiling point, around 50–70 ◦C. This enables a higher selectivity (over 99 %), however,

steam is needed for the rectification of EDC, thus rejecting the heat of reaction.

The HTC process is carried out at around 100 ◦C, and thus the heat of reaction, seven times higher

than the EDC’s heat of vaporisation, can be used for its purification. The chemical reactor can thus be

integrated as the reboiler of a distillation column, although it may be designed as an independent equip-

ment. Also, due to the high heat of reaction mentioned before, EDC produced from the oxychlorination

section can be purified in the same column. This process commonly presents a lower selectivity, how-

ever by sophisticated reactor design, yields comparable to the LTC can be obtained using a considerably

lower energy consumption.

EDC is also produced, as mentioned, in the oxychlorination section. This process chlorinates the

ethylene using the HCl produced in the cracking of EDC, and can be performed in a fixed bed system,

or alternatively, in a fluidised bed.

In the fixed bed systems, due to the highly exothermic reaction, temperature control is a problem,

which is solved by dilution of the catalyst with inactive diluents. The reactor should be constructed in

nickel alloys with low carbon content.

Fluidised bed reactors are more widely used and have the advantage of improved heat transfer and

almost isothermal operation. This enables using stainless steel if condensation can be avoided, except

for the sparging equipment at the entrance of the reactor, which should be made of nickel alloys, as

they are more resistant to chloride stress corrosion. However, backmixing cannot be avoided, which
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influences conversion and selectivity.

Copper (II) salts are used as standard catalysts, with the addition of either alkali, alkaline earth or

aluminium chloride to reduce its volatility. High surface alumina is used preferably as support, in the

form of powder or microspheres for fluidised bed reactors, or as tablets, extrudates or spheres for fixed

bed reactors.

After purification of the EDC produced on the direct chlorination and oxychlorination sections, it is

thermally cracked to vinyl chloride and hydrogen in the pyrolysis furnace. This happens at about 500-

550◦C and 20-30 bar. Higher temperatures are undesirable, despite the conversion increase, as there is

a decrease in selectivity. Therefore, the mean residence time is of about 10-20 s, which leads to about

50-60% conversion per pass. This translates in yields in vinyl chloride of up to 95-99%. The cracked

gas is then quickly quenched to avoid excessive by–product formation.

The resulting stream is then distilled to recover the produced hydrogen chloride, in order to be used

in the oxychlorination section. VCM is then recovered in another distillation column, where a stream of

crude EDC is obtained as the bottom product, which is recycled to the reactor after purification.

The crude EDC stream is purified in two sequential distillation columns. In the first, EDC is sepa-

rated from light impurities, such as butadiene, chloroprene, or dichloroethylenes. In the second distil-

lation column, EDC is recovered on the top column, and separated from heavier components such as

trichloroethane. This step is of upmost importance, as the addition of impurities in the feed leads to a

decrease in both conversion and selectivity in the cracking process.

2.2.1 Other routes for VCM production

Despite worldwide VCM production being essentially through the balanced process described in section

2.2, other routes for producing vinyl chloride are possible [7].

Vinyl chloride can be obtained by the hydrochlorination of acetylene, in either the gaseous or liquid

phase, despite gas phase being dominant in industrial processes. This is almost exclusively performed

in fixed-bed, multitubular reactors in near isothermal operation. This process is catalysed primarily using

mercury(II) chloride on activated carbon.

The production of vinyl chloride may also be performed using unpurified acetylene from high tem-

perature cracking of naphta or methane. This process can be advantageous, as it does not require

cost-intensive separation of acetylene–ethylene mixtures. However, these processes of obtaining VCM

from acetylene have the distinct drawback of using acetylene as the feed, which is more expensive than

ethylene.

Catalytic dehydrochlorination of 1,2–dichloroethane is used by a minority of vinyl chloride producers.

This process poses as advantages higher selectivity towards VCM and less coke formation, due to

being performed at lower temperatures (200–450 ◦C). Conversion, however, remains nearly the same,

with 60–70% conversion per pass. Moreover, with the development of improved noncatalytic gas–phase

processes, the catalytic route has lost its economic attractiveness, due to the higher costs of catalytic

processes and extended shut–down periods.
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Direct chlorination or oxychlorination of ethylene presents a great interest by combining the exother-

mic reaction of ethylene chlorination or oxychlorination with the endothermic cracking reaction. In direct

chlorination, the process ethylene is used in excess to limit by–product formation, and the formed hy-

drogen chloride can be consumed in a separate oxychlorination unit, while in the oxychlorination of

ethylene, polyvalent metals are used as catalyst. Both of these routes face the problem of difficult pro-

cess control and operation, characterised by low selectivity. However, in France, Atochem carries an

industrial process (150 kt/a) where by–products are integrated, and thus they are intentionally produced

[7].

Direct conversion from ethane to vinyl chloride could save the processing costs of ethylene, and thus

considerably decrease the raw material costs and reduce dependence on cracker capacity. However,

due to the lack of molecular functionality, the ethane must first undergo substitution reactions, which give

rise to a variety of side-reactions. Thus, yields are quite low, at only 20–50% per pass.

2.3 The pyrolysis furnace

The vinyl chloride pyrolysis process can be classified as high pressure (20 bar outlet) or low pressure

(11 bar outlet) [19].

The high pressure process is a once-through or liquid-feed design. The liquid is fed to the top of

the convection zone and vaporised in the lower convection zone in a specifically designed process tube

configuration before being cracked in the radiant zone.

Figure 2.3 has a schematic representation of the low pressure process. In it, the convection section

is used to preheat the feed. EDC with a purity over 99% enters the convection section and is heated up

to its boiling point. It is then vaporised in an external heat exchanger, where the hot fluid can be steam

or, alternatively, the pyrolysis’ effluent. The feed then re-enters the furnace in the shock section.

Figure 2.3: Scheme of the VCM pyrolysis furnace [17]

In the shock section the feed is superheated up to cracking reaction temperature, around 400–420◦C.

In this zone heat transfer is by both radiation from the firebox and convection from the flue gas.
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In the radiant section, the EDC in the coil is cracked to VCM and HCl through a first-order free

radical chain mechanism. Two coils are positioned horizontally in the firebox according to a symmetry

plane, and average 200-300 m in length, with a residence time of 10–30 seconds. The temperature is

kept, as previously mentioned, around 500-550◦C, to minimise by-product formation. Due to the high

temperatures in the cracking zone, chromium–nickel alloys are often used [7], such as Incoloy ([13],

[25]).

The heat required for the endothermic set of reactions is commonly given by a set of burners installed

in the side wall of the furnace. These are in most cases fed natural gas; however, some plants use

hydrogen-driven furnaces, using hydrogen from on-site chlor-alkali plants (which produce the chlorine

used in the direct chlorination step) [7].

2.4 Firebox models

2.4.1 Well-stired furnace model

Heat transfer in the firebox, or radiant section, of the furnace presents a heat transfer problem with

direct radiation from the flame to both the heat sink (in this case, the coil) and the furnace walls and

re–radiation from the walls to the heat sink, as well as convection and external heat losses. Various

solutions for describing this model are available in the literature ([20], [22], [23], [28]), with different

degrees of simplification, ranging from simple radiation modelling to CFD models, describing with great

rigour the flow and temperature of the flue gas in the firebox.

The simplest model would be to consider a simple well-stirred furnace model. In this, the following

simplifying assumptions are made [22]:

1. Combustion gas mass and flame are considered to be at a single temperature.

2. Combustion gas is considered grey.

3. Surface of the heat sink is grey.

4. External heat losses and convective heat transfer to the walls (internal and external) are negligible.

5. The sink and refractory wall surfaces are intimately mixed, such that the view factors to sink sur-

faces are the same from all points (speckled wall assumption).

Considering these assumptions, the net heat exchange from the hot gases to the sink, Q, can be

given by the sum of the heat transferred by convection and radiation:

Q = QC +QR (2.5)

Where the heat by convection is given through the heat transfer coefficient, h, the total coil area, AC ,

and the temperatures from the flue gas and sink, TG and T1 respectively:
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QC = hAC(TG − T1) (2.6)

The heat transfered by radiation is calculated in the following manner:

Qr =
(
GS1

)
R
σ
(
T 4
g − T 4

1

)
(2.7)

Where
(
GS1

)
R

is the total exchange area between gas and sink in radiative equilibrium, and σ is the

Stefan–Boltzmann constant. According to Perry et al. [23], the total exchange area between gas and

sink can be approximated by:

(
GS1

)
R

=
A1

C1

(
1
εG
− 1
)

+ 1
ε1

(2.8)

In equation 2.8, A1 is the sink’s area, εG and ε1 are respectively the combustion gases and the sink’s

emissivities. C1 is the fraction of sink area to the total area, which encompasses the coil and furnace

walls’ area.

2.4.2 Calculation of the gas emissivity

Gases, as liquids and solids, also emit and absorb thermal radiation. Elementary and noble gases are

practically diathermous (transparent to thermal radiation), while other gases and vapours are selective

radiators, only emitting and absorbing within narrow wavelength bands. Thus, for simplified calculations

of radiation exchanges in a furnace, it is usually assumed only contributions to thermal radiation by water

and carbon dioxide.

The emissivity of a mixture consisting of carbon dioxide, water vapour and non–radiant components

can be given by:

εG = εH2O + εCO2
− (∆ε)g (2.9)

Where εH2O and εCO2
represent the emissivity from water vapour and carbon dioxide respectively,

and (∆ε)g is a correction to the total emissivity needed due to the overlap of the individual emission

bands of the gases involved. This correction can be read from diagrams, which can be found in [28],

and the emissivities can be calculated using appropriated correlations ([23], [28]).

Alternatively, flue gas emissivities can be estimated from correlations. [23] presents two different

correlations for calculating the emissivity of H2O:CO2 mixtures:

εgTG = b(pL− 0.015)n (2.10)

log(εGTG) = a0 + a1 log(pL) + a2 log(pL)2 + a3 log(pL)3 (2.11)

For both the equations, p is the sum of the partial pressure of both components, and L is the mean
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beam length, which for most geometries can be approximated to:

L = 0.9
4V

A
(2.12)

Which, in the case of the furnace, V stands for the total furnace volume and A for the total area (the

coil and the walls of the firebox).

VDI-Gesellschaft [28] calculates the emissivity of the flue gases using the ‘grey-and-clear gas ap-

proximation’, or ‘weighted sum of grey gases model’. In this model, the emissivity of a gas can be

expressed as the weighted mean of a suitable number of grey gases emissivity, corresponding to the

energy fractions ai of the black body spectrum. The emissivity can thus be calculated as the following:

εg =

n∑
0

aiεG,i =

n∑
0

ai(1− exp(−kpL)) (2.13)

In this equation, k is the volumetric absorption coefficient, and ai are the weighting factors for each

of the energy fractions, calculated by:

ai = b0i + b1iTG (2.14)

Where b0i and b1i0 are coefficients coefficients which are adjusted for different gases.

The parameters used for estimating the flue gas emissivities can be found in appendix C

2.4.3 Non–grey gas effect

A radiating gas cannot be considered as grey if its transmittance at increasing L, instead of being con-

stant, keeps increasing due to surface reflection, or alternatively, if the gas emissivity and absorptivity

are not the same unless the gas temperature equals the sink’s temperature. This should be accounted

for in the calculation of the emissivity of the gas, as well as in the total radiative exchange area.

Correction on the emissivity

To correct the calculation of the emissivity, an effective emissivity, εG,e, is defined:

σ(εGT
4
G − αG1T

4
1 ) ≡ σεG,e(T 4

G − T 4
1 ) (2.15a)

εG,e =
εG − αG1(T 4

1 /T
4
G)

1− (T 4
1 /T

4
G)

(2.15b)

Where αG1 is the absorptivity of the gas at temperature T1. According to Perry et al. [23], it can be

calculated using the correlations used for the emissivity, evaluated at T1 instead of TG and pLT1/TG

instead of pL, and multiplied by (TG/T1)0.5:

αG1T1 = εGT1

(
pLT1
TG

)(
TG
T1

)0.5

(2.16)
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VDI-Gesellschaft [28] approximates the absorptivity in a similar way to the emissivity, by considering

a sum of exponential functions:

αG =

n∑
0

a1i(1− exp(−kpL)) (2.17)

Where a1i are the weighting factors for the absorptivity which can be approximated to the weighting

factors for the emissivity evaluated at the sink’s wall temperature:

a1i(T1) ≈ ai(T1) (2.18)

Correction on the total heat exchange area

In case the gas cannot be considered grey, the total exchange area between gas and sink in radiative

equilibrium must also take that into account. In this case, that area can be calculated by:

(
GS1

)
R

=
A1

C1

(
1
εG
− 1

a

)
+ 1

ε1
+ 1/a−1

ε1+εr(Cr/C1)

(2.19)

In this equation, Cr is the fraction of the furnace walls’ area to the total area, εr the emissivity of the

furnace walls, and a is the weighting factor for the grey gas in the grey–and–clear gas approximation,

which is given by:

a =
εG(pL)2

2εG(pL)− εG(2pL)
(2.20)

2.4.4 Zone model

In the zone method, as outlined by Hottel and Sarofim [9], the space in which radiative heat transfer has

to be calculated is divided into a number of surface and volume elements which are isothermal and have

uniform properties (well–mixed zones). This model was then applied in various modificiations by other

authors.

The tendency in rigorous firebox modelling these days is to couple a coil–side model with a CFD

model of a firebox ([16], [13]). However, the rigorous modelling of the firebox is computational expensive

and it is suitable mainly for firebox designs.

Since the approach to modelling in the firebox has a very small effect on yield predictions, as also

confirmed by this work, simplified zone models were also applied in the literature. Li et al. [16] cites

as an example of zone method, the one–dimensional Lobo–Evans model. In this model, the firebox is

divided in zones along its height, and the heat balance for each zone is:

Qf1 = +σA0

(
T 4
G2 − T 4

G1

)
−Q1 −∆H1 −Ql1 = 0 (2.21a)

Qfn = +σA0

(
T 4
G(n−1) − T

4
Gn

)
+ σA0

(
T 4
G(n+1) − T

4
Gn

)
−Qn −∆Hn −Qln = 0 (2.21b)
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QfN = +σA0

(
T 4
G(N−1) − T

4
GN

)
−QN −∆HN −QlN = 0 (2.21c)

Where equation 4.17a is the heat balance for the first zone and equation 4.17c is the heat balance for

the last zone, N. In this set of equations, Qfn is the heat released by the fuel gas, Qn the heat absorbed

by the reactor tubes, ∆Hn the flue gas enthalpy traded in zone n, and Qln the wall heat dissipation in

zone n. A0 is the transfer area between different firebox zones. Since the zones are divided according

to the furnace’s height, A0 is the product of the width with the length of the coil.

2.5 Cracking kinetic mechanism

As mentioned, EDC pyrolysis is a radical-based mechanism. Thus, thermal cracking does not occur by

equation 2.3, but by a series of reactions where radical intermediates are formed, such as:

EDC −−→ CH2Cl−CH2 · + Cl· (2.22a)

Cl · + EDC −−→ CH2Cl−CHCl · + HCl (2.22b)

CH2Cl−CHCl · −−→ VCM + Cl· (2.22c)

Consequently, the mechanism through which EDC is cracked is extremely complex, and many mech-

anisms have been proposed to describe this process.

2.5.1 Molecular mechanisms

Due to the complexity of the implementation of a radical scheme, and due to the high selectivity of the

process, some simple molecular schemes have been implemented by some authors. These mecha-

nisms fail to predict the by–products composition, and are thus inadequate if necessary to model the

downstream separations. However, their simplicity assure a reduced computing time, which may be

convenient if rigorous modelling of the process side is not the main objective.

Kaggerud [13] implemented a CFD simulation of the firebox side. In the process side, only the main

reaction of EDC cracking was considered, and the kinetic constants were obtained by combining data

from Choi et al. [5] and Howlett [10]. The process side was simulated using a polynomial fitting to the

heat flux obtained from the commercial software EDC Crack R©. It predicts for the reported conditions a

conversion of approximately 50% with an outlet temperature of 504 ◦C.

Li et al. [16] implemented a mechanism with the main reaction as well as an added side reaction of

VCM cracking, producing ethylene and hydrogen chloride. Comparison with the industrial data shows a

slight overestimation of the conversion, with the selectivity equal to industrial data.

Dimian and Bildea [6] also assume a purely molecular mechanism for the simulation of the entire vinyl

chloride monomer production process. In this mechanism three reactions are considered, the cracking

of EDC to VCM, and the production of acetylene from VCM (producing HCl) and ethylene from EDC
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(with chlorine as a by–product).

2.5.2 Radical mechanisms

The radical mechanism for EDC cracking is well–known in principle, with several experimental studies

found in the literature ([10], [11]). There can also be found different rigorous mathematical models, which

attempt, with more or less complexity, to predict VCM and by–product formation.

The most detailed chemical kinetic model was developed by Borsa [2]. This mechanism comprises

of 818 elementary reactions, and 135 species, of which 71 are molecular and 64 radical. It consists

of a large body of elementary reactions that describe all the possible species and reactions that might

occur in the system up to C4 compounds. In the development of this mechanism, available literature

data was first used, and estimation techniques were used when the data was absent. After comparison

with experimental results, it was found the model predicts the main by–products such as acetylene,

chloroprene, butadiene, ethylene, ethane as well as other major products. However, the model fails

to predict the formation of chloromethane an 1,1,2-trichloroethane. It should also be noted the model

over–predicts EDC conversion when validating the model against laboratory data.

A model was developed by Lee [15] which comprises of 44 gas-phase species and 260 elementary

reactions, of which only the most relevant are presented. This mechanism was validated against lab

data, showing a good agreement, despite slightly over–estimating EDC conversion for higher residence

times.

The model reported by Choi et al. [5] is composed of 108 reversible reactions with 47 molecular

and radical species, in order to analyse the influence of adding carbon tetrachloride in the feed. It can

be seen with this model, the conversion is slightly overestimated, as the concentration of the analysed

by–product, acetylene.

Schirmeister et al. [25] developed a simplified model, consisting of 24 species, of which 16 are

molecular and the rest radical, and 31 elementary reactions. These include the most relevant products,

intermediates, and by–products, using a key component representing the high boiling products. This

model was then used by Li et al. [17], where it slightly over–predicts conversion and selectivity versus

plant data.

2.6 Coke formation

The thermal cracking of ethylene dichloride always accompanies the deposition of coke in the coil’s

walls. The formation of this carbonaceous deposit causes three main process inefficiencies. Firstly, con-

sidering the coke’s low thermal conductivity, coke formation leads to a decrease in the furnace’s thermal

efficiency, requiring a higher temperature in the firebox to maintain EDC conversion at the desired level.

Second, the increase in the coke layer decreases the cross sectional area, increasing pressure drop. Fi-

nally, coke particles entrained in the gas need to be removed from the liquid stream after the quenching

to avoid plugging and other problems in downstream units.
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These problems eventually force the furnace to shut down in order to proceed to the decoking. This

is carried out using a mixture of air and steam to burn the coke in the reactor walls, which shortens the

coil’s lifetime. Thus, predicting the run length of the furnace is essential, both to maximise it avoiding

unnecessary strain to the coil and to enable a reliable planning schedule, to avoid expensive storage

of intermediate products. Decoking is usually preformed every two years ([17], [25]), or when coil wall

temperatures rise over 650 ◦C [25], or 900 K [17]. The decoking lasts for 3 days [1].

Regarding the mechanism of coke formation, [3] states that catalytic coke formed from reactive hy-

drocarbons on metal surfaces does not occur, due to the lack of filamentous coke on samples withdrawn

from an industrial plant. Instead, coke is formed due to the formation of tar droplets formed from coke

precursors at high temperatures, which impinge on the tube wall surfaces. These results are supported

by Mochida et al. [21], who reports the formation of anisotropic pyrolytic carbon produced in the cracker

reactor.

Concerning the coke precursors, Borsa et al. [3] refers an earlier study where using 14C-labelledcom

pounds, it was found chloroprene was an effective coke precursor. The same conclusion was made by

Borsa et al. [4], where it was found that the chloroprene mole fraction at the exit of a lab scale reactor

correlates linearly with the mass of coke deposited. This correlation was not found when comparing the

mass of coke deposited in the reactor with other by-products one would expect to be coke precursors,

such as ethylene, acetylene, butadiene or benzene.

Regarding the modelling of coke formation in an EDC cracker Li et al. [17] developed a coking

mechanism using the radical scheme from Schirmeister et al. [25], where coke is produced as a side

reaction from acetylene.

Regarding inhibiting coke formation, there are a few patents which suggest coating the coil walls to

reduce coke depostion. Jo et al. [12] suggests adding a boron compound, while Tong [27] recommends

exposing the heat surface of the pyrolysis furnace to a phosphine compound. It has also been reported

Dreher et al. [7] that adding 1,1,2–trichloroethane inhibits coke formation.

2.7 Reaction initiators

It is well known that ppm level of impurities in the EDC feed can act either as promoters or inhibitors on

the cracking reactions. This enables a lower temperature on the pyrolysis furnace, allowing less severe

conditions in the furnace. However, it should also be taken into account the effect these impurities have

in the formation of by–products. If the added initiator increases coke formation, for example, any increase

in VCM production could be offset by the increased maintenance costs. Also, if there is an increased

formation of by–products, for example, this could increase the load on downstream separations.

Since radical species are important in the chain propagation step, several species have been used

as initiators, for example chlorine, chlorine delivering compounds such as tetrachloromethane or hex-

achloroethane, oxygen, nitrous oxide, and other halogens, such as bromine and iodine [7].

Choi et al. [5] have investigated the effects of carbon tetrachloride on EDC pyrolysis and concluded

that, for the studied conditions, adding 1200 ppm of CCl4 leads to a 13% increase in conversion. This
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was done assuming a temperature profile in the coil, and thus, due to the endothermic character of EDC

cracking, a greater heat input is needed, which translates in a higher fuel consumption. Li et al. [17] also

studied the effects of adding carbon tetrachloride, finding that adding 200 ppm of it to the feed increases

the overall conversion by 2%. Nevertheless, the addition of CCl4 also caused a decrease on the coil’s

run length from 70 weeks to around 52 weeks.

Borsa et al. [4] performed laboratory scale experiments to analyse the effect of different compounds

on EDC conversion and selectivity, as well as coke formation. In this article it was found that coke

deposition varied linearly with EDC conversion. However, using chlorine as an initiator, the dependence

is shifted towards much percentages of EDC conversion. This was explained as chlorine acting as a

strong promoter of the pyrolysis reactions due to its relatively weak Cl–Cl bond, which allow the formation

of chlorine radicals at much lower temperatures. However, it should be noted larger amounts of by–

product formation occur with chlorine addition, reducing VCM selectivity and possibly causing problems

in downstream separation.
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Chapter 3

Materials and Methods

3.1 The gPROMS Software

gPROMS R© was the software used in the development and simulation of the models. It is developed by

Process Systems Enterprise and is a platform for high-fidelity predictive modelling for the process indus-

tries, and is the foundation on which all of PSE’s gPROMS family modelling and optimisation products

are built.

The gPROMS ModelBuilder is used to build steady–state and dynamic process models of any com-

plexity. It is an equation based modelling system on a numerical solution of all equations in a model or a

flowsheet at the same time. This has several advantages, such as increasing the robustness and speed

in comparison with traditional sequential simulations.

gPROMS also allows the usage of external software components, which provide certain computa-

tional services to gPROMS models. These are defined as parameters named Foreign Object (FO), and

include physical properties packages, external unit operation modules, or even complete computational

fluid dynamics (CFD) software packages.

3.2 The Multiflash Software

Multiflash
TM

is a physical property package developed by Infochem Computer Services Ltd. A gPROMS

interface for Multiflash is available and can be licensed together with gPROMS. This is done through a

Multiflash input file (.mfl) which define all the components, physical property models, etc. that are to

be used in the problem. The .mfl file is created using the graphical interface of Multiflash for Windows

and then exporting this information to create the input file automatically, which can then be imported into

ModelBuilder.
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3.3 Implementation of Large Scale Kinetic Mechanisms

The stoichiometric matrix has a total of NC X NR elements, which means, for the mechanism reported

by Borsa [2], over 100,000 elements. The computing time for a problem of this size would be quite

extensive. However, the fact that the stoichiometric coefficient matrix is sparse (most of the elements in

it are zero) can be exploited to compress the matrix to its significant values (all non–zero values).

The LSKM (large scale kinetic mechanism) foreign object is used to compress a kinetic mechanism,

by eliminating the non–zero elements. The scheme used in the FO was reported by Tewarson [26], and

is explained in section 3.3.1.

A packed form of storing a sparse matrix is one where only the non–zero elements are stored,

alongside a necessary indexing information. There are four reasons for utilising this packed form of

storage [26]:

• Larger matrices can be stored and handled in the internal storage of the computer, which could be

otherwise impossible.

• Generally, getting the data from the compressed form is quicker than would be otherwise, which is

beneficial when using external storage devices.

• Only the non–trivial operations are performed, which saves a substantial amount of computation

time.

• The usage of this packed form can be particularly advantageous in multiplying several row and

column vectors, useful in linear programming, for example.

Of these items, the third is for the this case the most important, as reducing computing time in the

calculation of the reaction rates may pose a considerable reduction in computing time.

3.3.1 Sparse matrice treatment

In this scheme, the matrix is stored in three arrays, VE (value of elements), RI (row indices), and CIP

(column index pointer). VE contains all the non–zero values of the matrix, while RI and CIP are used to

extract the positions these values occupy in the matrix.

In the LSKM foreign object, the second compression scheme reported by Tewarson [26] is employed.

This stores the matrix in three arrays, VE (value of elements), RI (row indices), and CIP (column index

pointer). VE contains all the non-zero values of the matrix, while RI and CIP are used to extract the

positions these values occupy in the matrix.

RI has the same number of elements as VE and stores the rows indexes. This means for a given

V E(α), RI(α) stores the row where the value from VE used to be located.

CIP is the column index pointer. If the first non–zero element of the βth column is in position tβ ,

then that value is stored in the βth element of CIP, that is, CIP (β) = tβ . Considering this, the example

matrix M is stored as:
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M =



0 0 a13 0 0

a21 0 0 a24 0

0 0 0 0 0

0 0 a33 0 0

a41 0 0 0 a45

0 a52 0 0 0


(3.1)

V E = [a21 a41 a52 a13 a33 a24 a45] (3.2a)

RI = [2 4 5 1 3 2 4] (3.2b)

CIP = [1 3 4 6 7] (3.2c)

Thus, for example, to extract a33, it should first be noted CIP (3) = 4, and CIP (4) = 6, which means

the VE(4) and VE(5) contain values in the third column. Since RI(5) = 3, it means that the value for the

element in column 3 and row 3 is VE(5).

3.3.2 LSKM preparation

The input to the LSKM.FO are two .txt files, one containing the species which take part in the reaction

mechanism, and another which contains the data regarding the reactions: enthalpy of reaction, for-

ward and backwards pre-exponential factors and activation energy, the species involved in the reaction,

and their respective stoichiometric coefficients and reaction orders. These text files are prepared in a

separate excel file, with the following sheets:

• Control – Main sheet which generates the .txt files.

• Species – List of species in the reaction scheme.

• LSKM input – Where the control sheet gets the information regarding the reaction mechanism for

the .txt file. The foreign object is able to supply data for the reaction enthalpy, as well as the forward

and backwards pre–exponential factor and activation energy.

Figure 3.1: LSKM excel input sheet
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Figure 3.2: LSKM excel species sheet

3.3.3 LSKM output

The LSKM.FO foreign object, as mentioned, compresses the stoichiometric matrix as explained above.

Considering the stoichiometric matrix of j rows of reactions and i columns of species, the following arrays

are produced:

• ReactionSC(k) – Values of the non-zero stoichiometric coefficients stored in the matrix;

• ReactionID(k) – Returns the reaction, j, for the stoichiometric coefficient in ReactionSC(k);

• SpecStartAddress(i) – Stores the value where the stoichiometric coefficients for the component i

start in the ReactionSC array.

The LSKM FO also compresses the matrix regarding the reaction orders in a similar way, producing

the following arrays:

• ForwardReactionOrder(k) – Values of the non-zero reaction order of each species i in the left hand

side of a reaction j;

• ReactionID reactant(k) – Returns the reaction, j, for the reaction order in ForwardReactionOrder(k);

• ReactantStartAddress(i) – Stores the value where the reaction orders for the component i start in

the ForwardReactionOrder array.

• BackwardsReactionOrder(k) – Values of the non-zero reaction order of each species i in the right

hand side of a reaction j;

• ReactionID product(k) – Returns the reaction, j, for the reaction order in BackwardsReactionOrder(k);

• ProductStartAddress(i) – Stores the value where the reaction orders for the component i start in

the BackwardsReactionOrder array.

The foreign object also creates the following scalar outputs, which represent the problem size, and

will be used to define the length of the arrays:

• NoSpecies – Returns a scalar of type INTEGER with the total number of species;
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• NoReactions – Returns a scalar of type INTEGER with the total number of reactions;

• NoStoichCoeffs – Returns a scalar of type INTEGER with the total number of non-zero stoichio-

metric coefficients;

• NoReactants – Returns a scalar of type INTEGER with the total number of species present on the

left hand side of the entire reaction scheme;

• NoProducts – Returns a scalar of type INTEGER with the total number of species present on the

right hand side of the entire reaction scheme.

Finally, the foreign object also creates the following vectors, regarding the kinetic parameters of the

reactions:

• ForwardPreExponentialFactor – Returns an ARRAY(NoReactions) of type REAL containing the

forward pre-exponential factors;

• ForwardActivationEnergy – Returns an ARRAY(NoReactions) of type REAL containing the forward

activation energies;

• BackwardPreExponentialFactor – Returns an ARRAY(NoReactions) of type REAL containing the

backward pre-exponential factors;

• BackwardActivationEnergy – Returns an ARRAY(NoReactions) of type REAL containing the back-

ward activation energies.

This transformation is then used in the tube mass balances, as will be seen in section 4.3.1.

3.4 The ReadData Foreign Object

The ReadData FO allows to add information which is not added in the LSKM FO. It reads a .txt file

and converts it to arrays, where a line containing a string will become the array’s name, and any lines

following that string becomes data for that method. This allows to add information regarding the compo-

nents, such as molecular weight, enthalpy and entropy of formation, as well as parameters necessary

for calculating the fluid’s heat capacity, as will be explained in chapter 4.3.1.
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Figure 3.3: Format of the .txt file used on the ReadData FO
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Chapter 4

Reactor model

In this chapter, the models used in this work are described, as well as the connections made between

the different models. A scheme of the flowsheet can be seen in figure 4.1.

The flowsheet used is composed by the coil model and the firebox model, as well as the source and

sink models, used to connect the inlet and outlet streams. In this, the coil model describes the reaction

side, while the firebox model calculates the heat transfer by the combustion of the flue gases.

�
�

�
�

6

Fuel source

�
�

�
�

6

Air source

�
�

�
�Firebox model

�
�

�
�

6

Flue gas sink

-�

�
�

�
�Coil model

�
�

�
�

?

Feed source

�
�

�
�

?

Outlet sink

Figure 4.1: Schematic of the models and connections used to simulate the pyrolysis furnace. In this
schematic the gML material connections are represented in blue and the distributed thermal contact in
red.

4.1 Source and sink models

The source and sink models are part of the gML (gPROMS Modelling Library), developed by PSE. These

allow to link the connections between the models, and in case of the source define the inlet conditions.

The Source model is used for defining a material stream entering the flowsheet. This model de-

scribes an infinite-volume source boundary with a single outlet port. The material may be liquid, vapour

or two phase. In this model, the flow, temperature, and pressure of the stream can be assigned.

Fluid properties are taken from a physical property package complying with the gPROMS physical

property interface, such as Multiflash.

The Sink model is used for defining a material stream leaving a flowsheet. The fluid state (tempera-
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ture, pressure, mass fraction) specified for the Sink is necessary but is only used in the event of a flow

reversal situation, which is not the case for this model.

4.2 Connections

In a flowsheet model, connection between different units are done with a Connection Type, which defines

the information conveyed by the connection. This information can be parameters or variables, which may

be distributed or not.

4.2.1 gML Material

The gML material connection, which is part of the gML libraries, is used to describe the material streams

entering and exiting the units. This connection declares two parameters, the number of components and

the physical properties foreign object used. It then contains information on the flow variables, namely

the total mass flow, concentrations, temperature, and pressure.

4.2.2 Distributed Thermal Contact

The distributed thermal contact carries the information which connect the firebox model to the coil model.

Thus, it connects the length and diameter of the coil, to calculate the total area of the coil. For calculating

the heat transfer in the coil, its outer temperature and heat flux profile.

4.3 Coil model

The coil model is comprised by the following models:

1. Tube model;

2. gML to LSKM converter;

3. LSKM to gML converter.

The gML to LSKM and LSKM to gML converters, as will be seen, are used to change between using

the physical properties from Multiflash or from the ReadData FO, and thus they are only used when the

LSKM FO is used.

4.3.1 One–dimensional tube model

For the reactor model, due to the turbulent flow, as well as the low viscosity for the reaction side stream, a

one-dimensional plug flow reactor model was used. The tube model also calls for different sub–models:

1. Fluid properties model;
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2. Kinetic model;

3. Heat transfer coefficient model;

4. Friction factor coefficient model.

Tube model

The mass balance for the species is defined as:

∂NiA

∂z
= A

NR∑
j=1

(νijrj) (4.1)

WhereNi is the mass flux for component i, A the cross-sectional area, rj the reaction rate for reaction

j, and NR the number of reactions. However, when the stoichiometric matrix is compressed, the mass

balance must be rewritten as:

∂NiA

∂z
=

SpecStartAddress(i+1)−1∑
k=SpecStartAddress(i)

(ReactionSCkrReactionID(k))A (4.2)

The SpecStartAddress vector, as mentioned in chapter 3, identifies the starting position for com-

ponent i on the ReactionID and ReactionSC vectors, which respectively contain the reactions in which

component i participates in and its stoichiometric coefficient for the given reaction. Thus, this equation is

in every form equal to 4.1, except it only sums the reaction rates to which the stoichiometric coefficient

for component i is different than zero.

The energy balance is given by:

∂HA

∂z
= 2πroQ (4.3)

In this equation, ro is the external radius, Q is the external heat flux, and H is the energy flux of the

fluid, which is defined by:

H = Nh (4.4)

Where N is the total mass flux, which is calculated as the sum of the individual species mass flux,

and h is the specific enthalpy of the stream, calculated in the fluid properties’ model. As will be seen

in section 4.3.1, the reference state of the components is in their elemental state and thus the enthalpy

of reaction is considered in the calculation of the fluid’s enthalpy and is not accounted in the energy

balance.

The temperature profiles in the coil walls and in the fluid are given by:

Qro = hrin(Tgas/coke interface − Tbulk) (4.5a)

Qro =
λcoke(Tinner wall − Tgas/coke interface)

log(rinternal/r)
(4.5b)
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Qro =
λcoil(Touter wall − Tinner wall)

log(rexternal/rinternal)
(4.5c)

Where equation 4.5a pertains to the heat transfer in the fluid bulk, 4.5b to the coke layer which is

formed, and 4.5c to the heat transfer in the coil walls. In this set of equations, Q is the heat flux, h is

the fluid’s heat transfer coefficient, ro and rin are respectively the outer and inner radius of the coil, and

λcoke and λcoil are respectively the thermal conductivity of the coke layer and the coil.

Regarding the pressure drop along the coil, it is calculated by:

0 = −NA∂v
∂z
− ∂pA

∂z
−Aρv2

(
2

rin
ftube +

NB

L
fbends

)
(4.6)

Where v is the fluid’s velocity, ftube and fbends are respectively the friction factor coefficient for the

coil and for the bends, NB is the number of bends in the coil, and L is the coil length.

Fluid properties model

In this model, the properties of the fluid needed in the one–dimensional tube model are calculated. When

using a molecular based mechanism, the Multiflash foreign object is used. This enables the calculation

of the mixture’s viscosity, thermal conductivity and the average molecular weight. The heat capacity and

enthalpy are also calculated here, with the following reference state:

• Reference temperature of 298.15 K;

• Reference pressure of 1 atm;

• Components in their elemental state.

When a radical scheme is used, since Multiflash has a limited range of compounds and has no radical

components in its database, another procedure for calculating the properties of the fluid was required.

Regarding the specific enthalpy, it was calculated using the following equation:

h =

NC∑
i=1

∆H298.15K,IG
f,i wi +

NC∑
i=1

cp (T − Tref ) (4.7)

Where cp is the average specific heat capacity of the fluid, which is given by the weighted average of

the heat capacities of the different components. These are calculated using a 3rd order polynomial fitting

using the heat capacities from [2]. Thus, the average heat capacity for a given component is:

cp,i =

T∫
Tref

a0T
3+a1T

2+a2T +bdT =
a0
4

(T 4−T 4
ref )+

a1
3

(T 3−T 3
ref )+

a2
2

(T 2−T 2
ref )+b(T −Tref ) (4.8)

The fitting parameters, a0, a1, a2, and b, are included in Appendix B. These values, as well as the

molecular weight and the enthalpies of formation, were imported using the ReadData foreign object

when a radical mechanism was employed.
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Due to the lack of data, and acknowledging the low concentration of radicals and by–products, the

calculation of the viscosity and thermal conductivity was performed using Multiflash for the main compo-

nents (EDC, VCM and HCl, defined in the Mulftiflash file in the feed source).

Kinetic model

The objective of this model is calculating the reaction rate, r, for a given reaction j, which is given by:

rj = kf,j

NC∏
i=1

C
nf,ij

i (4.9a)

rj = kf,j

NC∏
i=1

C
nf,ij

i − kr,j
NC∏
i=1

C
nr,ij

i (4.9b)

Where equation 4.9a is used if the reaction is considered irreversible, and 4.9b if the reactions are

reversible. In these equations, Ci is the molar concentration, nf,ij and nr,ij are respectively the forward

and reverse reaction orders for component i and reaction j, and kf,j and kr,j the forward and reverse

rate constant for reaction j, respectively.

The forward rate constant is given by the following expression:

kf,j = k0,jT
nj exp

(
−Ea,jR

T

)
(4.10)

Where T is the fluid’s temperature, in K, k0,j is the forward pre-exponential factor, Ea,j is the activation

energy, R the perfect gas constant, and nj is the the temperature exponent, used to correct deviations

from the Arrhenius equation. The reverse rate constant is calculated using the equilibrium constant,

Kc,j :

Kc,j =
kf,j
kr,j

(4.11)

Which is calculated by the following expression:

Kc,j = exp

(
∆S◦

j

R
−

∆H◦
j

RT

)( p

RT

)∑NC
i=1(nr,ij−nf,ij)

(4.12)

Where ∆S◦
j and ∆H◦

j are respectively the change of standard entropy and enthalpy during the reac-

tion and P is the system’s pressure.

Friction factor coefficient model

For calculating the friction factor coefficient for the coil, the Churchill equation [23] was employed, valid

for Reynolds numbers over 4000:

1√
ftube

= log10

(
ε

3.7D
+

7.0

Re0.9

)
(4.13)
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The friction factor for the coil’s bends was calculated by the Nekrasov equation, as cited by [8], p.

353:

fbend =

(
0.7 + 0.35

θbend
90

)(
0.051 + 0.19

2r

rbend

)
(4.14)

Where θbend is the angle of the bend.

Heat transfer coefficient model

For the heat transfer from the fluid to the walls the Dittus-Boelter for turbulent flow and heating equation

was employed:

Nu = 2.43× 10−2Re0.8Pr0.4 (4.15)

This equation is valid for Reynolds over 103 and Prandtl number between 0.7 and 170.

4.3.2 gML to LSKM converter

When the LSKM foreign object is employed, since the components defined in the LSKM foreign object

are different from the defined in Multiflash, the component list must be redefined. Also, as mentioned in

section 4.3.1, the calculation of the fluid’s enthalpy when the LSKM FO is used is not using Multiflash, but

through data from the ReadData FO. This model thus changes the component list in the gML material,

as well as the physical properties FO.

4.3.3 LSKM to gML converter

The LSKM to gML converter, opposite to the gML to LSKM converter, converts gML connection back

to the Multiflash components and physical properties. While this is not relevant for the modelling of the

coil, it is needed in case the cracker model is integrated with other models downstream.

-

�
�

�
�gML to LSKM

?�
�

�
�Tube model

?�
�

�
�LSKM to gML

-

Figure 4.2: Schematic of the coil model. In this schematic the gML material which use Multiflash for
property estimation are represented in blue and ones which use the ReadData.FO are in green.
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4.4 Heat transfer models

4.4.1 Advanced energy input

The energy input model is used when the firebox model is not employed. In this case, this model is used

to define the heat flux profile. This can be done by assuming a constant heat flux, constant temperature

profile, prediction of the heat flux by estimation of the effective flame temperature. There is also an

option to supply the model with a heat flux profile. For this work, only the constant heat flux option was

considered.

4.4.2 Firebox model

The heat balance to the firebox is given by:

FGhG − Ffhf − Faha +QC +QR = 0 (4.16)

Where FG, Ff , and Fa are respectively the flowrates of the flue gas, fuel, and air fed to the furnace,

and hG, hf , and ha are respectively the specific enthalpies of the flue gases, fuel and air, which are cal-

culated using Multiflash. The heat of convection, QC , was considered in this balance using an assigned

heat transfer coefficient, using equation 2.6.

Considering the reference state as in the heat balance to the coil, the heat of combustion is not

presented as it is included in the enthalpy of formation.

The heat of radiation is given by equation 2.7, considering the flue gas as non–grey gas. Thus, the

the total exchange area between gas and sink in radiative equilibrium,
(
GS1

)
R

, is calculated by equation

2.19, where the emissivity used is the effective emissivity, calculated using equation 2.15.

The furnace was also assumed to be able to be divided as explained in section 2.4.4. However, the

heat balance is rewritten in the format of equation 4.16:

∆Hflue gas,1 −∆Hflue gas,2 −∆Hfuel,1 −∆Hair,1+

Qconvection,1 +Qradiation,1 + σA0

(
T 4
G2 − T 4

G1

)
= 0

(4.17a)

∆Hflue gas,n −∆Hflue gas,n+1 −∆Hfuel,n −∆Hair,n+

Qconvection,n +Qradiation,n + σA0

(
T 4
G(n−1) − T

4
Gn

)
+ σA0

(
T 4
G(n+1) − T

4
Gn

)
= 0

(4.17b)

∆Hflue gas,N −∆Hfuel,N −∆Hair,N

+Qconvection,i +Qradiation,i + σA0

(
T 4
G(N−1) − T

4
GN

)
= 0

(4.17c)
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Chapter 5

Results

5.1 Implementation of the molecular mechanism

The validation of the constructed models is based on data from Li et al. [16]. The inputs used for the

simulation are on table 5.1:

Table 5.1: Geometry parameters of the coil in the studied cases
Input Value
Coil length (m) 400
Internal diameter (m) 0.1013
Tube wall thickness (m) 0.0065
Number of bends 19
Feed flowrate per coil (t/h) 21
Coil inlet temperature (◦C) 260
Coil inlet pressure (kPa) 2355

The molecular mechanisms tested were from the above mentioned source, as well as the mecha-

nisms from Kaggerud [13] and Dimian and Bildea [6]. These are based on the following reactions:

EDC −−→ VCM + HCl (5.1a)

VCM −−→ C2H2 + HCl (5.1b)

EDC −−→ C2H4 + Cl2 (5.1c)

The kinetic parameters used for the simulation are on appendix A.

To test the different kinetic mechanisms, the one–dimensional tube model was used with the geom-

etry from Li et al. [16] reported above. In these simulations, a constant heat flux was used, and the only

input changed in the models was the kinetic parameters used. The results were then compared with

plant data reported by Li et al. [16], as well as the profiles simulated by the author.

Firstly, the coil outlet temperature (COT) was assigned to the reported value of 756 K. The obtained

results with the different mechanisms can be found in table 5.8 and the temperature and heat flux profile
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in the coil for the different mechanism in figures 5.1 and 5.3.

Table 5.2: Simulation results using the geometry in Li et al. [16] and assigning a COT of 756 K

Conversion (%) Selectivity (%) Pressure drop (bar)
Value Difference Value Difference Value Difference

Mechanism by Li et al. [16] 61.9 13 94.2 -0.8 5.10 -7
Mechanism by Kaggerud [13] 17.6 -68 100 5.3 4.13 -25
Mechanism by Dimian and Bildea [6] 0.4 -99 100 5.3 3.81 -31
Plant data [16] 55 - 95 - 5.49 -

Figure 5.1: Temperature profile in the coil for different molecular mechanisms at a fixed COT of 756 K

Figure 5.2: Conversion profile in the coil for different molecular mechanisms at a fixed COT of 756 K

It can be seen that none of the mechanisms can correctly predict the EDC conversion for the COT of

the simulated case, with the mechanisms by Kaggerud [13] and Dimian and Bildea [6] underestimating

EDC conversion and Li et al. [16] overestimating it.

Regarding the mechanism by Dimian and Bildea [6], it can be seen in figure 5.2 that the reaction

doesn’t siginifcatively occur. In this mechanism, it is mentioned in the article that the main reactions

starts only at 480 ◦C, which is a temperature much higher than reported by Li et al. [16].

Concerning the mechanism by Kaggerud [13], it can be seen in the conversion profile the cracking
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Figure 5.3: Heat flux profile in the coil for different molecular mechanisms at a fixed COT of 756 K

reaction starts only at 420 ◦C. However, it is also mentioned by Kaggerud [13] that cracking starts at

lower temperatures, as using the commercial software EDC Crack R©, a 5% conversion at the entrance

of the radiant section of the firebox was calculated, where temperatures are lower than 420 ◦C.

Analysing the conversion profile, it can be seen the conversion for the mechanism by Li et al. [16],

the EDC cracking reaction starts at a lower coil length (around 90 m) than reported (around 120 m).

This is due to the difference in the temperature profile, where for the simulated model the temperature

increase is steeper, and cracking temperature (approximately 630 K) is reached faster than reported by

Li et al. [16]. This explains the difference in the final conversion, where the simulation results predict a

higher value. Also, since conversion is higher, a higher heat flux needs to be provided, to account for

the energy needed in the endothermic reaction.

Regarding the difference in the temperature profiles between the different models, this is due to the

heat flux calculated. For the mechanism by Li et al. [16], since the conversion at the assigned COT is

higher, a higher heat flux is necessary in order to give the heat necessary for the endothermic cracking

reactions, and consequently there is a quicker temperature increase at the beginning of the coil. For the

mechanisms by Kaggerud [13] and Dimian and Bildea [6], since the conversion is lower, the heat flux is

lower, and thus the temperature increase is also lower.

Regarding the selectivity, it can be seen that using the mechanism reported by Li et al. [16] the

selectivity is similar to reported, albeit a little lower. This can be explained as conversion is also higher

than expected, the concentration of vinyl chloride is higher than expected, and since VCM is the main

reactant in by–product formation (through equation 5.1b), the reaction rate for the by–product formation

increases and thus the selectivity is slightly lower.

Regarding the pressure drop, due to lack of information, it can be seen using the mechanisms from

Li et al. [16] and Dimian and Bildea [6] the pressure drop is much lower than expected. This can be

explained by the low conversion. Since the cracking reaction produces a higher number of molecules,

the volumetric flow increases, which leads to a higher velocity in the coil. As showed in equation 4.6,

higher velocities increase the pressure drop in the coil. However, it can also be seen the pressure drop

using the mechanism by Li et al. [16] also underestimates the total pressure drop.
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Alternatively, instead of assigning the COT, the EDC conversion can be fixed to the reported value.

In this case, for the geometry reported by Li et al. [16], the simulation results are as follows:

Table 5.3: Simulation results using the geometry in Li et al. [16] and assigning a conversion of 55%

COT (◦C) Selectivity (%) Pressure drop (bar)
Value Difference Value Difference Value Difference

Mechanism by Li et al. [16] 472.37 -2.2 95.4 0.4 4.98 -9.4
Mechanism by Kaggerud [13] 521.73 8.1 100 5.3 5.09 -7.3
Mechanism by Dimian and Bildea [6] 583.40 20.8 99.7 5.0 5.30 -3.4
Plant data [16] 482.85 - 95 - 5.49 -

Figure 5.4: Temperature profile in the coil for different molecular mechanisms at a fixed conversion of
55%

Figure 5.5: Heat flux profile in the coil for different molecular mechanisms at a fixed conversion of 55%

It can be seen in 5.4 that, for the mechanisms by Dimian and Bildea [6] and Kaggerud [13], the COT

is clearly higher than reported. This is due to the high temperatures necessary for the cracking reaction

to occur for these mechanisms, as was seen in the simulations using a fixed COT.

Regarding the mechanism used by Li et al. [16], again it can be seen that the initial temperature

increase in the coil is higher than reported by Li et al. [16]. This is again due to the higher heat flux
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calculated in the model. This higher heat flux is due to the higher heat capacity values estimated by

Multiflash, which will be analysed further in section 5.4.1. It can be seen, despite this difference in the

temperature profile in the beginning of the coil, the difference in the COT is lower than using the other

mechanisms.

Regarding the selectivity, a higher selectivity using the mechanism by Li et al. [16] was obtained.

This was expected, as the side reaction has higher activation energies. Since the simulated model has

lower temperatures near the coil exit, the reaction rate for the side reaction is lower and thus selectivity

is higher.

5.2 Firebox simulation

In this section, the firebox model is analysed. Firstly, the influence of using different correlations to

estimate the flue gas emissivity is sutdied. It is also considered the use of a zone model for the firebox,

where it is divided in several zones obtaining a temperature profile in the firebox. The data used in this

simulation can be found on tables 5.4 and 5.5.

Table 5.4: Inputs used for the firebox model
Input Value
Oxygen excess (% vol) 3
Furnace wall emissivity 0.75
Coil emissivity 0.85
Length (m) 20.898
Width (m) 1.900
Height (m) 6.700

Table 5.5: Composition of the fuel used
Component % wt
C4H8 76.0
C4H6 20.0
C4H10 2.6
C3H8 0.7
H2, C1, C2 0.7

Firstly, the single zone model was proposed to test the different correlations used to calculate the gas

emissivities which were mentioned in the background (equations 2.10, 2.11, and 2.13). The coil profiles

can be seen in figures 5.6 and 5.7, for a fixed conversion of 55%. It should be noted TMT refers to the

tube metal temperature, which is the external temperature of the coil.

It can be seen that using a different emissivity correlation does not visibly affect the coil profiles, as

expected. Since the conversion was fixed, the necessary heat flux, Q, in equation 2.5 is calculated in the

coil model as the necessary energy for the reported conversion. Thus, a variation in the emissivity does

not significantly change the coil profiles. However, a noticeable change can be seen between using the

firebox model or assigning a constant heat flux. Since the flue gas temperature is constant in the single
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Figure 5.6: Temperature profile in the coil for different emissivity correlations in the firebox, for a fixed
55% conversion and geometry and kinetics by [16], using a single zone model

Figure 5.7: Heat flux profile in the coil for different emissivity correlations in the firebox, for a fixed 55%
conversion and geometry and kinetics by [16], using a single zone model

zone model, it is expected that the heat flux is higher at the beginning of the coil, since the temperature

gradient in equations 2.6 and 2.7 is higher. Thus, a higher heat flux and higher temperature increase

can be seen in the first stages of the coil.

Regarding the firebox side, the results can be seen in table 5.7. It can be seen that, contrary to the

coil side, the emissivity correlation used influences the firebox’s results, as expected. The correlation

by the VDI-Gesellschaft [28] estimates lower emissivities than the correlations by Perry et al. [23], and

consequently higher values of flue gas temperature, to provide an equal amount of heat to the coil

(according to equation 2.7, as lower emissivities decrease the radiation heat transfer area).

The flue gas temperature reported, however, is much lower than the results obtained in the simu-

lations. The length of the coil used in the model (400 m) is longer than the value of 300 m usually

mentioned in the literature. Thus, the simulated zone probably accounts for part of the shock or convec-

tion section, where heat transfer by convection is higher, and thus the transfered heat would increase.

This would partly explain the higher flue gas temperature.

Regarding the fuel consumption, it can be seen all the models overestimate it. This is due to the

36



Table 5.6: Firebox results for the well–stirred furnace model
Flue Gas temperature (K) Fuel Consumption (kg/t VCM) Gas emissivityValue Difference Value Difference

Correlation 2.10 1118 24% 77 6% 0.30
Correlation 2.11 1131 26% 77 7% 0.30
Correlation 2.13 1163 29% 79 10% 0.29
Constant heat flux - - - - -
Plant data [16] 900 - 72 - -

fact that, since the COT is higher than reported, the heat flux profile is higher (as can be seen in figure

5.7). This means more energy is required, and thus the fuel consumption is increased. Also, it should

be noted that since the simulated flue gas temperature is higher, a greater amount of fuel is necessary,

since the combustion of the fuel is less efficient. Comparing between the different correlations, since the

required heat flux, Q, is the same for all simulations (since both the conversion and COT are the same),

and the enthalpy of the flue gas leaving the firebox is higher (since the estimated flue gas temperature

is higher), the fuel gas consumption is higher when the correlation from [28] is used.

It was also considered dividing the firebox. For this, the cases considered were of a well-stirred

furnace (no divisions) and dividing the firebox in the number of coil passes. This is the maximum division

without considering an angular temperature profile in the coil, as it considers each pass is enclosed in a

zone of the firebox with constant properites.

Figure 5.8: Temperature profile in the coil for different emissivity correlations in the firebox, for a fixed
55% conversion and geometry and kinetics by Li et al. [16], using a single zone model

It can be seen in figure 5.9 that, considering a higher number of zones, the heat flux profile along the

coil is less steep, as the temperature in the firebox at the beginning of the coil is lower (as it corresponds

to the exit of the firebox) and the temperature is higher at the end of the firebox. However, these changes

in the heat flux profile do not seem to greatly influence the temperature profile in the coil.

Concerning the flue gas temperature leaving the furnace, it can be seen that increasing the number

of zones in the firebox reduces the flue gas exit temperature. This is expected, as increasing the number

of zones increases the temperature gradient in the coil. Also, since the flue gas temperature is lower

when exiting the furnace, the fuel consumption decreases. However, despite this decrease, the fuel
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Figure 5.9: Heat flux profile in the coil for different emissivity correlations in the firebox, for a fixed 55%
conversion and geometry and kinetics by Li et al. [16], using a single zone model

Table 5.7: Firebox results using different number of zones

Flue Gas exit temperature (K) Fuel Consumption (kg/t VCM) Gas emissivityValue Difference Value Difference
Single zone 1163 29% 79 10% 0.29
4 zones 1156 28% 79 9% 0.29
20 zones 1141 27% 78 8% 0.29
Constant heat flux - - - - -
Plant data [16] 900 - 72 - -

consumption is still higher than what was reported by Li et al. [16].

5.3 Implementation of the radical mechanism

In this section, two radical mechanisms were tested: the one reported by Schirmeister [25], and by

Borsa [2].

5.3.1 LSKM performance

To analyse the effect of compressing the kinetic mechanism, two simulations were considered, one

where the LSKM foreign object was used and another where the matrices for the stoichiometric coeffi-

cients and forward and backward reaction orders were inserted in full in gPROMS. The simulations were

performed in an Intel R© Core
TM

i7–3770S CPU, with 16.0 GB of RAM.

Regarding the mechanism by Schirmeister et al. [25], the use of the LSKM FO did not seem to

produce any visible results. This is due to the relatively small size of the problem, as the stoichiometric

matrix has only 744 elements (composed of 24 species and 31 reactions). However, when the radical

mechanism presented by Borsa [2], the stoichiometric matrix is composed of over 110,000 elements,

the compression of the matrix significantely improves the run time of the simulation, as can be seen in

figures 5.11–5.13.
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(a) Parameters and variables in the model using the LSKM FO (b) Parameters and variables in the model using the full stoi-
chiometric matrix

Figure 5.10: Comparison of the number of parameters and variables using the mechanism by Borsa
with and without compressing the stoichiometric matrix

(a) Run time using the LSKM FO (b) Run time using the full scheme

Figure 5.11: Comparison of the run time of the initialisation procedure with and without compressing the
kinetic scheme

(a) Run time using the LSKM FO (b) Run time using the full scheme

Figure 5.12: Comparison of the run time of the simulation using a saved variable set with and without
compressing the kinetic scheme

As can be seen in figure 5.10, the compression of the matrix eliminates around one quarter of the

parameters used in the simulation (from 336071 to 248295), which greatly reduces the simulation time

of the model.

Figure 5.11 shows the run time for the initialisation procedure, a method used to obtain a first estimate

of the variables. It can be seen that the use of the LSKM.FO does not greatly affect the overall run time

of the simulation in this case. This is because when initialising the problem, the main task performed

is the run activity of the system, and the LSKM.FO mainly reduces the time necessary to construct the
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(a) Run time using the LSKM FO (b) Run time using the full scheme

Figure 5.13: Comparison of the run time of a simulation with a 10% variation of the assigned COT from
the saved variable set with and without compressing the kinetic scheme

system (by eliminating the redundant stoichiometric coefficients).

As can be seen in figure 5.12, the simulation time using a saved variable set (obtained using the ini-

tialisation procedure) is reduced from 254 seconds to 124 seconds, and it can be seen that the greatest

reduction in time is in the construction of the system. Running the simulation with a 10% change in the

assigned COT regarding the saved variable set, the difference due to compressing the stoichiometric

matrix becomes even greater, from 305 seconds to 163 seconds, as can be seen in figure 5.13.

Despite the improvement in the run time of the simulation, a greater improvement could be obtained

should the matrices which contain the forward and backward reaction orders, nf and nr were also

compressed. This would lead to a further decrease in redundant parameters and decrease the time

needed to construct the system.

5.3.2 Model performance

Using the LSKM FO, the following simulation results were obtained using the radical mechanisms men-

tioned above and the geometry reported by Li [16], for a fixed conversion of 55%:

Figure 5.14: Temperature profiles using the geometry by Li and the radical mechanisms

It can be seen in 5.14 using the radical mechanism by Schirmeister et al. [25], the COT is over-

estimated, which indicates the kinetic mechanism is not adequate for this geometry. Using the kinetic

mechanism by Borsa, however, there is only a 2% deviation on the coil outlet temperature. It can also be
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Figure 5.15: Conversion profiles using the geometry by Li et al. [16] and the radical mechanisms

Figure 5.16: Heat flux profiles using the geometry by Li et al. [16] and the radical mechanisms

Table 5.8: Simulation results for the radical mechanisms using the geometry in Li et al. [16] and assigning
a conversion of 55%

Selectivity (%) Pressure
drop (bar)

Fuel consumption
(kg/t VCM)

Value Difference Value Difference Value Difference
Mechanism by Borsa [2] 95.9 1.0 4.99 -9 87.6 22
Mechanism by Schirmeister et al. [25] 98.6 3.8 5.07 -8 69.2 -4
Plant data [16] 95 - 5.49 - 72.0 -

seen in figure 5.15 that for all mechanisms the cracking reaction starts at the same coil length (around

120 m). This corresponds to a temperature of around 450 ◦C and 420 ◦C, respectively for the kinetic

mechanism by Borsa and Schirmeister. These temperatures are higher than the one reported by Li et al.

[16], where it starts at around 380 ◦C.

Concerning the heat flux, it can be seen that the heat flux using the mechanism by Schirmeister

produces a heat flux close to the one reported in the article, while the heat flux using the mechanism

by Borsa is higher. This is due to the lower selectivity: since the side reactions are endothermic, they

require more energy, and thus the heat flux needed using the radical mechanism by Borsa is higher than
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the one obtained when using the mechanism by Schirmeister.

Regarding the fuel gas consumed, as expected by analysing the heat flux, the consumption of fuel is

higher in the mechanism by Borsa than what is reported.

Regarding the selectivity, Borsa’s kinetic mechanism seems to produce a similar result to the one

mentioned by [16], although a little higher. The mechanism by Schirmeister et al. [25], however, has a

higher selectivity.

The coil outlet compositions for the used models can be seen in table 5.9. In this, the main by–

products for both mechanisms are presented.

Table 5.9: Coil outlet compositions using the radical mechanisms
Schirmeister et al. [25] Borsa [2]

Ethylene dichloride 0.45 0.45
Vinyl chloride 0.3422 0.3332
Hydrogen chloride 0.2018 0.2066
1,1-dichloroethane 0.0038 2.38E-05
Acetylene 0.0003 0.0012
Benzene 1.1E-06 1.3E-08
Chloroprene
(2-chlorabut-1,3-diene) 1.1E-06 0.0046

1,2-dichlorobut-3-ene - 0.0015
1,2-trans-dichloroethylene - 0.0011
3,4-dichlorobutene 0.0019 -

Since no experimental data is available on the outlet compositions, it is impossible to know which of

these outlet concentrations better represents the real outlet coil composition. Regarding the mechanism

by Schirmeister et al. [25], it can be seen that the main by–product is 1,1–dichloroethane, while for

the mechanism by Borsa [2] the main by–product is chloroprene, followed by trans–dichloroethylene,

acetylene, and 1,2-dichlorobut-3-ene.

5.4 Sensitivity analysis

In this section the model reported by Borsa [2] is tested to analyse the model’s response to changing

different process variables. In this model the furnace geometry reported by Li et al. [16] is used, with

the radical mechanism by Borsa [2], as well as the firebox model using 20 divisions and the emissivity

correlation reported in the VDI-Gesellschaft [28].

5.4.1 Analysis of the fluid properties

As mentioned in section 4.3.1, the calculation of the viscosity and thermal conductivity of the fluid was

considered was performed using Multiflash considering only the main products. To analyse the effect

of these properties on the overall results, a variation of 10% on these fluid properties were considered.

The following results were obtained at the coil outlet’s:

It can be seen that a 10% change in these properties does not affect the final results of the simulation.
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Table 5.10: Results for the sensitivity analysis on the thermal conductivity and viscosity
COT Conversion Selectivity Pressure drop

Base case 482.85 66.0 93.9 5.24
-10% λ 482.85 66.0 93.9 5.25
+10% λ 482.85 66.0 93.9 5.25
-10% ν 482.85 66.0 93.9 5.24
+10% ν 482.85 66.0 93.9 5.25

Since selectivity is usually above 90%, the effect of not considering the viscosity and thermal conductivity

of the by–products is not relevant on the overall results.

Regarding the heat capacity, the heat capacities from Multiflash and the ones obtained from Borsa

were compared, as well as with data from Reid [24]. It can be seen in figures 5.17, 5.18, and 5.19

that the values obtained using Multiflash are higher than the ones calculated by Borsa [2] and Reid

[24], which are closer to each other. This explains the steeper temperature increase in the radical

mechanisms, since the heat capacity is lower, as well as the need for a higher heat flux when the

molecular mechanism reported by Li et al. [16] is used (as was seen in figure 5.5.

Figure 5.17: Estimation of the heat capacity for EDC

Figure 5.18: Estimation of the heat capacity for VCM
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Figure 5.19: Estimation of the heat capacity for HCl

5.4.2 Analysis on the operating conditions

Fuel consumption

In this section, the effect of the fuel flowrate is analysed. The variation on the conversion is present in

figure 5.20.

Figure 5.20: Influence of fuel flowrate on EDC conversion

It can be seen the conversion varies linearly with the fuel consumed. This is expected, as the

increase of fuel increases the heat given to the coil, which in turn increases the reaction rate for the

cracking reaction.

Regarding the coil outlet temperature, it can be seen in figure 5.21 that a small increase in the COT

the conversion is greatly influenced. It can be seen that an increase on 1 ◦C makes an increase of 1.7%

in conversion. This explains the fact that fixing COT grossly overestimates or underestimates conversion,

as conversion is very sensitive to the COT.

Regarding the selectivity, it can be seen in figure 5.22 that the increase in conversion (due to higher

fuel flowrate) decreases VCM selectivity. This was expected, as higher temperatures lead to more by–

products formed. It can also be seen that this decrease is more accentuated at higher temperatures,
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Figure 5.21: Relation between EDC and COT

which is expected as the temperature dependence in the reaction rate is exponential.

Figure 5.22: Variation of selectivity with conversion

The dependence of the specific fuel consumption (kg of fuel consumed per ton of VCM) with conver-

sion is represented in figure 5.23. It can be seen there is a minimum of specific fuel consumption. This

is due to the at lower conversions, less fuel is used; however, since the conversion is lower, less VCM is

produced, and since the fuel consumption is expressed as kg of fuel per ton of VCM, less production of

VCM represents in more specific fuel consumption. At high conversions, the increase of fuel consumed

is greater than the increase in VCM production, and thus the specific fuel consumption increases.

Feed flowrate

The effect of the feed flowrate on the main operating conditions can be seen in figure 5.24. In these

simulations a constant fuel flowrate was kept, and it can be seen that the conversion decreases with

higher feed flowrates. This is expected, as a higher flowrate would need higher energy requirements to

achieve the conversion needed with lower flowrates. The same can also be seen with the COT in figure

5.25.

Regarding the selectivity, it increases with higher flowrates. This is expected, because as was men-
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Figure 5.23: Variation of specific fuel consumption with conversion

Figure 5.24: Variation of conversion with feed flowrate

Figure 5.25: Variation of COT with feed flowrate

tioned, since the temperature in the coil is lower with increasing feed flowrate, the reaction rates for

by–product formation decreases. It can also be seen in figure 5.27 the specific fuel consumption in-

creases with higher feed flowrates. This again is due to the decrease in conversion, so the vinyl chloride

produced decreases.
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Figure 5.26: Variation of selectivity with feed flowrate

Figure 5.27: Variation of specific fuel consumption with feed flowrate

Coil inlet temperature

To analyse the influence of the coil inlet temperature (CIT), different CIT’s were used in simulations with

constant fuel flowrate.

The influence of the CIT on conversion can be seen in figure 5.28. It can be seen that higher CIT

leads to higher conversions, which again is expected since the temperature profile in the coil will be

higher. This also leads to a decrease in selectivity, as seen in figure 5.29.

Regarding the specific fuel consumption, it can be seen that it decreses with increasing CIT, which

is expected because as was seen the conversion increases with higher CIT.

5.4.3 Promoters

As mentioned in section 2.7, the use of promoters for the cracking reaction can greatly increase the

overall conversion, by acting either in the initiation or propagation of the radical reaction. This allows for

lower coil temperatures, which reduces the fuel consumption. It should be noted however these promot-

ers increase by–product formation and thus high concentrations might lead to problems in downstream

separation.
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Figure 5.28: Variation of conversion with CIT

Figure 5.29: Variation of selectivity with CIT

Figure 5.30: Variation of specific fuel consumption with CIT

For the simulations with the addition of promoters a constant conversion of 55% was assigned. It

can be seen in figure 5.31 that the simulations using chlorine as a promoter reduce the coil outlet

temperature, as expected. However, the same does not happen when using CCl4, where it can be seen

that adding small quantities of carbon tetrachloride increases the COT by 4 ◦C. Adding higher quantities
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of CCl4, however, slightly reduces the COT.

Figure 5.31: Influence of CCl4 and Cl2 on COT

Comparing the results with the results in the literature ([5], [17]) it can be seen that the mechanism

by Borsa does not correctly predict the effect of carbon tetrachloride on the increase of conversion. For

example, in [17], the addition of 200 ppm of CCl4 is enough to increase the conversion by 2%. In [5], the

addition of 1200 ppm increases conversion from around 52.4% to 65.4%. Thus, the reaction mechanism

of CCl4 cracking should be altered, in order to better represent its influence in EDC pyrolysis.

It can be seen that the addition of chlorine in the feed leads to an visible decrease in the COT. There

is however, a sharp decrease in selectivity. This is consistent with the experimental results reported in

[4], where the addition of 0.35 % wt of Cl2 leads to a 100% EDC conversion at 465 ◦C.

Figure 5.32: Influence of CCl4 and Cl2 on conversion
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Figure 5.33: Influence of CCl4 and Cl2 on selectivity
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Chapter 6

Conclusions

In this work a model was developed in order to simulate the process of ethylene dichloride (EDC) crack-

ing to vinyl chloride (VCM). For this effect, a coil model was developed, where the EDC cracking mech-

anism was analysed, using different mechanisms available in the literature, molecular and radical. Be-

sides the coil model, a model of the firebox was created, modelling the heat transfer of the flue gases

to the coil by radiation. For this model, different correlations for estimating the flue gas emissivity were

tested. It was also compared using a single zone firebox model with dividing the firebox in several zones.

Finally, a sensitivity analysis was conducted on the main process variables.

Regarding the different molecular based kinetic mechanisms evaluated, it can be seen that different

kinetics tested have different results on the COT needed to achieve the reported conversion of 55%, with

some mechanisms clearly overestimating the needed COT. One of the tested mechanisms managed to

predict the COT with a 2% error, even despite using a constant heat flux.

Regarding the radical kinetic mechanisms tested, two mechanisms were tested, one with 31 reac-

tions and 24 species initially reported by Schirmeister et al. [25], and a detailed radical mechanism

with 818 reactions and 135, of which 64 radical, reported by Borsa [2]. The most complex, reported

by Borsa [2], estimates the COT with a 2% error, while the mechanism by Schirmeister et al. [25]

overestimates the COT by 9%. Concerning the by–product formation, both models predict quite differ-

ent outlet compositions, where for the mechanism by Borsa [2] the main by–products are chloroprene,

dichlorobutene and acetylene, while for the mechanism by Schirmeister et al. [25] the main by–products

are 1,1-dichloroethane and dichlorobutene.

To reduce the run time of the simulation using a radical mechanism, the stoichiometric matrix was

compressed by eliminating the non–zero elements. When this is done,an overall reduction in the com-

puting time can be seen, especially in the time needed to construct the system. The reduction is

more considerable the bigger the kinetic mechanism used, as it was seen that using the mechanism by

Schirmeister et al. [25] the computing time is not significantly reduced. When compressing the stoichio-

metric matrix of the mechanism by Borsa [2], the run time is halved. This allows using a more complex

mechanism while still keeping a run time which allows for integration with other models, allowing for a

detailed model of the full plant.
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Regarding the firebox model, it can be seen using the models employed in this work the results

do not seem to fit the available data regarding flue gas temperature and fuel consumption. This is in

part due to the coil model overestimating the heat flux, which leads to a higher energy consumption

and consequently higher fuel flowrates. The flue gas temperature exiting the firebox is also higher than

reported, which may mean a problem in the modelling of the heat transfer in the firebox, namely on the

heat transferred by convection.

Regarding the sensitivity analysis performed on the model, a minimum in fuel consumption per ton of

produced VCM can be seen when the fuel flowrate is varied, for a conversion of 55%. However, special

attention must be had when increasing fuel flowrate, as it leads to a decrease in selectivity which may

cause problems on downstream separation.

The sensitivity analysis on the addition of CCl4 on the feed showed that the kinetic mechanism by

Borsa [2] does not correctly predict its effect, as adding it increases the temperature needed to achieve

the desired conversion, contrary to what is reported in the literature. However, adding chlorine to the

feed greatly reduces the COT as expected, but also decreases the selectivity, so more studies should

be performed to analyse if its addition is beneficial to the process.

6.1 Achievements

This work was set out to test different kinetic mechanisms and to compare each other with plant data,

extracted from Li et al. [16]. Taking that into account, a one–dimensional coil model was developed, with

which several molecular and radical mechanisms were tested.

Moreover, when using a large scale kinetic mechanism, it was compressed using a scheme by Tewar-

son [26]. This allowed a significant time reduction even using mechanisms with a considerable size,

which allows for a better prediction of by–product concentrations, which allow for a rigorous prediciton

of the coil outlet conditions.

A firebox model was developed which can use different correlations present in the literature to es-

timate the flue gases emissivity. This firebox model can be single zone, or it can be done in order to

account for multiple zones, which discretise the firebox along its height. Using it, it was found that the

different correlations used in estimating gas emissivity for flue gases produce very similar results, and

that for the EDC cracker, dividing the furnace in several zones does not seem to have a great influence

on the profiles along the coil.

6.2 Future Work

Despite the work done on this model, several improvements should be made in order to better describe

the system. Firstly, the case study used to validate the model was the one reported by Li Li et al. [16],

being the one with the most data required to fully compare the model results with plant data. However,

more data is needed to further validate the model, such as rigorous inlet and outlet composition, as well

as the temperature profile along the coil.
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Regarding the firebox model further studies should be performed on the heat transfer between the

different zones in the firebox. More complex heat transfer models can be applied, to analyse if they

can reduce the difference in the flue gas outlet temperature, namely not considering the heat transfer

between zones by radiation as the Stefan–Boltzmann equation, but considering the gas emissivity. Also,

more work should be done to model the influence of convection on the process, to analyse its influence

in the zones of the firebox which are at lower temperatures.

Other kinetic mechanisms should also be tested, to analyse the most appropriate kinetic mechanism

to describe the series of reactions which happen in the coil, as well as the influence of reaction initiators

and inhibitors.

One thing that should be better approached is the fluid properties’ estimation. Although it can be

seen that the conductivity and viscosity do not greatly influence the coil results, the same cannot be

said about the heat capacity. Regarding the heat capacity, it can be seen that when using the data from

Borsa [2] the temperature increase is steeper than using the heat capacities calculated by Multiflash.

This is in part due to the higher heat capacity calculated by the Multiflash properties package. Thus,

more work should be done on this, to assure a good prediciton of the fluid’s physical properties.

Another improvement that could be done would be to convert this model into a dynamic model,

adding the coke formation in time. This is an essential part in the operating conditions of this cracking

reactor, as coke formation leads to an increase in pressure drop and decrease of overall efficinency,

eventually requiring the shutdown of the EDC cracker. For this effect, Schirmeister et al. [25] proposes

a coking equation involving acetylene; however, a coking equation with chloroprene would be more

adequate, since a relation between the formation of coke and outlet chloroprene concentration was

found by Borsa et al. [4]. An optimisation of the run length would also be of great advantage, as it could

lead to a more in–depth knowledge of the influence of certain factors in the overall performance of the

cracker, such as higher temperatures or the use of initiators.

Finally, since there is a clear dependence of the hydrochlorination and EDC cracker due to the

recycling of the HCl and EDC, proceeding to a rigorous full plant modelling and optimisation could lead

to potential plant savings.
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Appendix A

Kinetics

A.1 Molecular kinetics

The molecular mechanisms are based on equations 5.1a, 5.1b, and 5.1c. The kinetic parameters, k0,

Ea, and n, needed for equation 4.9a are on tables A.1, A.2, and A.3.

Table A.1: Kinetic parameters for the mechanism by Kaggerud [13]
k0 mol/m

3s Ea J/mol n
Reaction 5.1a 1.2× 1012 194.12× 103 -0.05
Reaction 5.1b 0 0
Reaction 5.1c 0 0

Table A.2: Kinetic parameters for the mechanism by Li et al. [16]
k0 mol/m

3s Ea J/mol n
Reaction 5.1a 5.507× 107 123.86× 103 0
Reaction 5.1b 5.580× 107 137.78× 103 0
Reaction 5.1c 0 0

Table A.3: Kinetic parameters for the mechanism by Dimian and Bildea [6]
k0 mol/m

3s Ea J/mol n
Reaction 5.1a 0.36× 1014 242.67× 103 -0.05
Reaction 5.1b 0.5× 1014 288.70× 103 0
Reaction 5.1c 1.0× 1013 301.25× 103 0
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A.2 Radical kinetics

For the mechanism by Schirmeister et al. [25], the following species were considered:

Figure A.1: List of species used on the mechanism by Schirmeister et al. [25]

The reactions for this mechanism are presented below:

Figure A.2: List of species used on the mechanism by Schirmeister et al. [25]
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For the mechanism by Borsa [2], the reaction list, along with the kinetic parameters for the forward

reaction rate are presented on the following figures:

Figure A.3: List of reactions used on the mechanism by Borsa [2]
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Figure A.4: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.5: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.6: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.7: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.8: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.9: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.10: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.11: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.12: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.13: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.14: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.15: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.16: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.17: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.18: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.19: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.20: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.21: List of reactions used on the mechanism by Borsa [2] (cont.)
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Figure A.22: List of reactions used on the mechanism by Borsa [2] (cont.)
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The list of the species used for these mechanism is presented below:

Figure A.23: List of species used on the mechanism by Borsa [2]
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Figure A.24: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.25: List of species used on the mechanism by Borsa [2] (cont.)

81



Figure A.26: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.27: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.28: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.29: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.30: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.31: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.32: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.33: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.34: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.35: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.36: List of species used on the mechanism by Borsa [2] (cont.)
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Figure A.37: List of species used on the mechanism by Borsa [2] (cont.)
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Appendix B

Heat Capacity

As mentioned in chapter 4, when using a radical mechanism, the heat capacity is estimated using

equation 4.8. The parameters used were estimated using the data present in Borsa [2], and are present

in this appendix:

Table B.1: Heat capacities for the molecular species
a0 a1 a2 b

H2 5.2E-10 -9.0E-07 8.5E-04 6.72
CL2 1.6E-09 -5.2E-06 5.7E-03 6.85
HCL -1.1E-09 3.3E-06 -1.9E-03 7.28
CH4 -3.4E-09 4.5E-06 1.1E-02 4.74
CCL4 1.0E-08 -3.4E-05 3.7E-02 11.77
CHCL3 8.6E-09 -3.0E-05 3.7E-02 6.98
CH2CL2 5.9E-09 -2.3E-05 3.4E-02 3.94
CH3CL 1.9E-09 -1.2E-05 2.6E-02 3.06
EDC 1.2E-08 -4.5E-05 6.5E-02 1.88
C2H6 1.7E-09 -1.6E-05 4.2E-02 1.23
CH2CLCHCL2 1.3E-08 -4.9E-05 6.7E-02 4.84
CH2CLCH3 8.4E-09 -3.4E-05 5.6E-02 1.02
CHCL2CHCL2 1.6E-08 -5.8E-05 7.4E-02 6.47
CH3CHCL2 8.4E-09 -3.4E-05 5.6E-02 1.02
CH3CCL3 9.2E-09 -3.6E-05 5.4E-02 8.64
CHCL2CCL3 1.6E-08 -5.6E-05 6.7E-02 13.06
VCM 7.8E-09 -3.0E-05 4.4E-02 1.93
C2H4 3.3E-09 -1.8E-05 3.6E-02 1.04
CH2CCL2 9.7E-09 -3.5E-05 4.7E-02 5.00
CHCLCHCL c 1.0E-08 -3.6E-05 4.8E-02 4.07
CHCLCHCL t 1.0E-08 -3.6E-05 4.8E-02 4.07
C2HCL3 1.0E-08 -3.7E-05 4.6E-02 8.51
C2CL4 1.1E-08 -3.8E-05 4.4E-02 12.71
C2H2 5.0E-09 -1.7E-05 2.3E-02 5.00
C2HCL 5.4E-09 -1.8E-05 2.3E-02 7.75
C2CL2 2.8E-10 -1.9E-06 4.8E-03 16.16
C3H8 6.6E-09 -3.5E-05 7.1E-02 -0.70
C3H6 5.1E-09 -2.8E-05 5.6E-02 0.93
C3H4CL4 1223 2.6E-08 -8.9E-05 1.1E-01 4.62
C3H3CL5 112 1.8E-08 -6.8E-05 9.0E-02 12.37
C3H4CL4 1113 1.6E-08 -6.1E-05 8.4E-02 10.52
C3H6CL2 13 1.3E-08 -5.2E-05 8.2E-02 2.86
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Table B.2: Heat capacities for the molecular species (cont.)
a0 a1 a2 b

C3H5CL3 123 1.5E-08 -6.1E-05 9.0E-02 4.04
C3H3CL5 113 2.9E-08 -9.7E-05 1.1E-01 7.35
C3H3CL3 333D 1.2E-08 -4.6E-05 6.5E-02 10.06
C3H2CL4 12D 1.5E-08 -5.3E-05 6.9E-02 12.18
C3H2CL4 11D 1.1E-08 -4.3E-05 5.9E-02 15.65
C3HCL5 1D 1.6E-08 -5.5E-05 6.5E-02 18.24
C3HCL5 2D 1.5E-08 -5.3E-05 6.6E-02 16.39
C3H5CL 3D 5.9E-09 -3.4E-05 6.5E-02 1.63
C3H4CL2 13D 1.1E-08 -4.3E-05 6.6E-02 4.80
C3H2CL4 33D 1.1E-08 -4.1E-05 5.6E-02 15.04
C3H4CL2 23D 1.1E-08 -4.1E-05 5.6E-02 15.04
C3H3CL3 113D 1.1E-08 -4.4E-05 6.4E-02 8.86
C3H3CL3 123D 1.1E-08 -4.2E-05 6.1E-02 8.95
C3H4CL2 12D 8.3E-09 -3.4E-05 5.5E-02 8.54
C3H4CL2 11D 8.4E-09 -3.6E-05 5.8E-02 7.24
C3H5CL 2D 5.8E-09 -2.7E-05 5.1E-02 6.40
C3H3CL3 112D 8.8E-09 -3.4E-05 5.1E-02 13.29
C3H5CL 1D 7.8E-09 -3.5E-05 6.0E-02 3.18
C3H3CL3 133D 1.4E-08 -5.2E-05 7.2E-02 6.96
C3H4CL2 33D 1.1E-08 -4.4E-05 6.7E-02 5.15
C3H2CL4 13D 1.2E-08 -4.5E-05 6.3E-02 12.18
C3H2CL4 23D 1.4E-08 -5.3E-05 7.1E-02 10.78
C3H3CL3 233D 1.1E-08 -4.2E-05 5.9E-02 11.28
C3HCL5 3D 1.4E-08 -4.9E-05 6.1E-02 17.19
C3CL6 D 5.8E-09 -2.3E-05 3.4E-02 27.84
C4H7CL3 124 1.8E-08 -7.4E-05 1.1E-01 3.84
C4H6CL4 1234 1.8E-08 -7.4E-05 1.1E-01 3.77
C4H7CL 4D 1.3E-08 -5.6E-05 9.0E-02 0.73
C4H6CL2 34D 1.7E-08 -6.1E-05 8.5E-02 6.54
C4H6CL2 24D 1.4E-08 -5.5E-05 8.5E-02 6.04
C4H6CL2 14D 1.9E-08 -6.7E-05 9.4E-02 3.95
C4H5CL3 134D 7.4E-09 -3.9E-05 7.6E-02 6.92
C4H5CL 113D 1.7E-08 -6.2E-05 8.7E-02 1.20
C4H5CL 213D 1.5E-08 -5.6E-05 7.8E-02 4.17
C4H4CL2 1413D 1.9E-08 -7.0E-05 9.2E-02 2.99
C4H4CL2 1313D 2.6E-08 -8.6E-05 1.0E-01 3.03
C4H6 13D 1.6E-08 -6.1E-05 8.7E-02 -1.81
C4H4 DT 9.9E-09 -3.9E-05 5.9E-02 3.05
Benzene 2.0E-08 -8.2E-05 1.2E-01 -9.87

Table B.3: Heat capacities for the radical species
a0 a1 a2 b

H 0.00E+00 0.00E+00 0.00E+00 4.97
CL 1.37E-09 -4.12E-06 3.53E-03 4.51
CH3 -5.09E-10 -7.85E-07 8.70E-03 6.66
CCL3 7.30E-09 -2.43E-05 2.68E-02 9.26
CCL2 4.02E-09 -1.25E-05 1.49E-02 7.69
CHCL 2.03E-09 -7.54E-06 1.12E-02 6.05
CH2 -1.66E-09 4.20E-06 2.53E-04 7.65
CH2CL 1.77E-09 -8.48E-06 1.61E-02 6.24
CHCL2 5.16E-09 -1.84E-05 2.35E-02 7.13
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Table B.4: Heat capacities for the radical species (cont.)
a0 a1 a2 b

CH2CLCH2 6.48E-09 -2.63E-05 4.26E-02 4.89
CH3CHCL 8.59E-09 -3.38E-05 5.10E-02 1.69
CH3CCL2 1.06E-08 -4.02E-05 5.56E-02 4.24
CHCL2CH2 1.06E-08 -4.02E-05 5.56E-02 4.24
CH2CLCHCL 8.84E-09 -3.32E-05 4.73E-02 6.44
CHCL2CHCL 1.80E-08 -5.79E-05 6.64E-02 4.87
CCL3CH2 1.15E-08 -4.17E-05 5.33E-02 9.23
CHCL2CCL2 1.80E-08 -5.79E-05 6.64E-02 4.87
C2H3 4.49E-09 -1.89E-05 3.11E-02 2.69
C2H5 2.08E-09 -1.49E-05 3.62E-02 2.49
CHCLCH 7.72E-09 -2.84E-05 3.81E-02 3.94
CH2CCL 6.80E-09 -2.48E-05 3.44E-02 4.64
C2CL3 8.89E-09 -3.06E-05 3.59E-02 10.02
CCL2CH 7.18E-09 -2.61E-05 3.36E-02 8.29
CHCLCCL 9.24E-09 -3.24E-05 3.94E-02 6.79
C2CL 2.53E-09 -9.37E-06 1.26E-02 7.80
C2H 8.76E-11 -9.35E-07 4.60E-03 8.79
CH2CLCCL2CHCL 2.77E-08 -9.25E-05 1.06E-01 4.90
C3H2CL5 211 1.57E-08 -5.87E-05 7.80E-02 13.48
C3H3CL4 3112 1.96E-08 -7.11E-05 9.10E-02 7.22
C3H4CL3 2123 1.17E-08 -4.91E-05 7.53E-02 5.94
C3H5 3D 1.09E-08 -4.52E-05 7.02E-02 -3.14
C3H2CL3 313D 1.28E-08 -4.65E-05 5.98E-02 10.88
C3H2CL3 323D 1.46E-08 -5.38E-05 6.98E-02 6.76
C3H3CL2 323D 9.86E-09 -3.76E-05 5.34E-02 8.81
C3HCL4 33D 9.79E-09 -3.71E-05 5.03E-02 15.45
C3H3CL2 313D 1.28E-08 -4.82E-05 6.60E-02 4.59
C3H4CL 33D 1.06E-08 -4.22E-05 6.27E-02 2.21
C3HCL4 21D 1.84E-08 -6.36E-05 7.54E-02 8.69
C3H2CL3 211D 8.39E-09 -3.37E-05 4.99E-02 11.84
C3H3CL2 312D 8.48E-09 -3.49E-05 5.35E-02 7.55
C3H3CL2 311D 1.07E-08 -4.16E-05 5.95E-02 6.88
C3H4CL 32D 7.74E-09 -3.23E-05 5.13E-02 6.07
C3H2CL3 333D 1.15E-08 -4.23E-05 5.61E-02 11.83
C3H4CL 31D 9.98E-09 -4.04E-05 6.12E-02 2.77
C3H2CL3 312D 1.13E-08 -4.46E-05 6.25E-02 8.78
C3H3CL2 333D 1.31E-08 -5.03E-05 6.92E-02 4.10
C3H4CL 14D 9.59E-09 -3.55E-05 5.36E-02 4.46
C4H8CL 14 1.42E-08 -5.93E-05 9.58E-02 1.46
C4H7CL2 134 1.67E-08 -6.80E-05 1.04E-01 2.60
C4H6CL3 1134 1.89E-08 -7.51E-05 1.10E-01 4.08
C4H6CL3 1234 1.95E-08 -7.72E-05 1.12E-01 4.14
C4H7 4D 1.37E-08 -5.63E-05 8.83E-02 -1.40
C4H6CL 43D 7.20E-09 -3.69E-05 7.07E-02 4.62
C4H6CL 34D 1.54E-08 -6.10E-05 9.09E-02 0.49
C4H6CL 42D 1.23E-08 -4.94E-05 7.63E-02 4.87
C4H5CL2 434D 9.77E-09 -4.39E-05 7.49E-02 6.62
C4H5CL2 334D 9.80E-09 -4.50E-05 7.67E-02 6.62
C4H5CL2 314D 1.76E-08 -6.72E-05 9.45E-02 2.78
C4H5CL2 413D 1.57E-08 -6.04E-05 8.65E-02 7.25
C4H5CL2 423D 8.04E-09 -3.73E-05 6.60E-02 9.86
C4H4CL3 4134D 1.57E-08 -6.04E-05 8.65E-02 7.25
C4H4CL3 3134D 1.42E-08 -5.80E-05 8.67E-02 7.16
C4H5 213D 3.55E-09 -2.18E-05 4.79E-02 7.74
C4H5 113D 2.41E-09 -2.05E-05 4.94E-02 5.60
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Appendix C

Emissivity estimation

In this appendix the parameters for the different emissivity correlations are presented.

For correlation 2.10, two parameters are used, b and n, which vary according to the temperature of

the flue gas and its H2O : CO2 ratio. For pL between 0.046 to 1.15 m.atm, the following values are

reported by Perry et al. [23]:

Table C.1: Values for the parameter b for correlation 2.10
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 188 384 416 444 455 416
1500 252 448 495 540 548 548
2000 267 451 509 572 594 632

Table C.2: Values for the parameter n for correlation 2.10
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 0.21 0.33 0.34 0.34 0.35 0.40
1500 0.26 0.38 0.40 0.42 0.42 0.52
2000 0.32 0.45 0.48 0.51 0.52 0.64

For correlation 2.11, the parameters used, a0, a1, a2, and a3 also vary according to the temperature

of the flue gas and its H2O : CO2 ratio, and are valid for pL between 0.005 to 10 m.atm [23]:

Table C.3: Values for the parameter a0 for correlation 2.11
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 2.2661 2.5754 2.6090 2.6367 2.6432 2.5995
1500 2.3954 2.6451 2.6862 2.7178 2.7257 2.7083
2000 2.4104 2.6504 2.7029 2.7482 2.7592 2.7709
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Table C.4: Values for the parameter a1 for correlation 2.11
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 0.1742 0.2792 0.2799 0.2723 0.2715 0.3015
1500 0.2203 0.3418 0.3450 0.3386 0.3355 0.3969
2000 0.2602 0.4279 0.4440 0.4464 0.4372 0.5099

Table C.5: Values for the parameter a2 for correlation 2.11
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 -0.0390 -0.0648 -0.0745 -0.0804 -0.0816 -0.0961
1500 -0.0433 -0.0685 -0.0816 -0.0990 -0.0981 -0.1309
2000 -0.0651 -0.0674 -0.0859 -0.1086 -0.1122 -0.1646

Table C.6: Values for the parameter a3 for correlation 2.11
pH2O/(pCO2

+ pH2O)
Temperature (K) 0–0.2 0.2–0.4 0.4–0.6 0.6–0.7 0.7–0.8 0.8–1
1000 0.0040 0.0017 -0.0006 0.0030 0.0052 0.0119
1500 0.0056 -0.0043 -0.0039 -0.0030 0.0045 0.0012
2000 -0.0016 -0.0120 -0.0135 -0.0139 -0.0065 -0.0165

For a mixture of water vapour and carbon dioxide where p = 1bar and 0.5 < pH2O/pCO2
< 2, VDI-

Gesellschaft [28] considers the following parameters for correlation 2.13:

Table C.7: Constants for the degree of emission of the pure gas phase
i b0i b0i (1/K) k (1/(bar m))
1 0.130 0.000265 0.0
2 0.595 -0.000150 0.824
3 0.275 -0.000115 25.907
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