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DEDICATION

To the memory of my father Yorgos
To my mother Andromachi





PREFACE

This book has been designed for a two-semester course in Advanced Ordinary
Differential Equations. It is based on the author’s lectures on the subject at the
University of South Florida. Although written primarily for graduate, or advanced
undergraduate, students of mathematics, the book is certainly quite useful to en-
gineers, physicists, and other scientists who are interested in various stability, as-
ymptotic behaviour, and boundary value problems in the theory of differential
systems.

The only prerequisites for the book are a first course in Ordinary Differential
Equations and a course in Advanced Calculus.

The exercises at the end of each chapter are of varying degree of difficulty,
and several among them are basic theoretical results. The bibliography contains
references to most of the books and related papers which have been used in the
text.

The author maintains that this functional-analytic treatment is a solid intro-
duction to various aspects of Nonlinear Analysis.

Barring some instances in Chapter Nine, no knowledge of Measure Theory
is required. The Banach spaces of continuous functions have sufficient structure
for the development of the basic principles of Functional Analysis needed for the
present theory.

Finally, the author is indebted to Hindawi Publishing Corporation for the
publication of the book.

A. G. Kartsatos
Tampa, Florida
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CHAPTER 1

BANACH SPACES

In this chapter, we develop the main machinery that is needed throughout the
book. We first introduce the concept of a real Banach space. Banach spaces are
of particular importance in the field of differential equations. Many problems in
differential equations can actually be reduced to finding a solution of an equation
of the form Tx = y. Here, T is a certain operator mapping a subset of a Banach
space X into another Banach space Y , and y is a known element of Y . We next
establish some fundamental properties of the Euclidean space of dimension n, as
well as real n× n matrices. Then we introduce the concept and some properties of
a bounded linear operator mapping a normed space into another normed space.
We conclude this chapter by providing some examples of important Banach spaces
of continuous functions as well as bounded linear operators in such spaces.

1. PRELIMINARIES

In what follows, the symbol x ∈ M, or M � x, means that x is an element of the
set M. By the symbol A ⊂ B, or B ⊃ A, we mean that the set A is a subset of the
set B. The symbol f : A → B means that the function f is defined on the set A
and takes values in the set B. By ∂M, M̄, and intM we denote the boundary, the
closure, and the interior of the set M, respectively. We use the symbol {xn} ⊂M to
denote the fact that the sequence {xn} has all of its terms in the set M. The symbol
∅ represents the empty set.

We denote by R the real line, and by R+, R− the intervals [0,∞), (−∞, 0],
respectively. The interval [a, b] ⊂ Rwill always be finite, that is,−∞ < a < b < +∞.
We use the symbol Br(x0) to denote the open ball ofRn with center at x0 and radius
r > 0. The domain and the range of a mapping f are symbolized by D( f ) and
R( f ), respectively. The function sgn x is defined by

sgn x =


x

|x| , x �= 0,

0, x = 0.
(1.1)
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By a subspace of the vector space X we mean a subset M of X which is itself a vector
space with the same operations. The abbreviation “w.r.t.” means “with respect to.”

2. THE CONCEPT OF A REAL BANACH SPACE; THE SPACERn

Definition 1.1. Let X be a vector space over R. Let ‖ · ‖ : X → R+ have the
following properties:

(i) ‖x‖ = 0 if and only if x = 0.
(ii) ‖αx‖ = |α|‖x‖ for every α ∈ R, x ∈ X .

(iii) ‖x + y‖ ≤ ‖x‖ + ‖y‖ for every x, y ∈ X (triangle inequality).

Then the function ‖ ·‖ is said to be a norm on X and X is called a real normed
space.

The mapping d(x, y) ≡ ‖x − y‖ is a distance function on X . Thus, (X ,d) is a
metric space. In what follows, the topology of a real normed space is assumed to
be the one induced by the distance function d. This is the norm topology. We also
use the term normed space instead of real normed spaces. Without further mention,
the symbol ‖ · ‖ always denotes the norm of the underlying normed space.

We have Definitions 1.2, 1.3, and 1.4 concerning convergence in a normed
space.

Definition 1.2. Let X be a normed space. The sequence {xn} ⊂ X converges
to x ∈ X if the numerical sequence ‖xn − x‖ converges to zero as n→∞.

Definition 1.3. A sequence {xn} ⊂ X , X a normed space, is said to be a
Cauchy sequence if

lim
m,n→∞

∥∥xm − xn
∥∥ = 0. (1.2)

Definition 1.4. A normed space X is said to be complete if every Cauchy
sequence in X converges to some element of X . A complete normed space is called
a Banach space.

The Euclidean space of dimension n is denoted by Rn. We let R = R1. Unless
otherwise specified, the vectors in Rn are assumed to be column vectors, that is,
vectors of the type

x =


x1

x2

...
xn

 , (1.3)

where xi ∈ R, i = 1, 2, . . . ,n. Sometimes we also use the notation (x1, x2, . . . ,
xn) for such a vector. The basis of Rn is always assumed to be the ordered n-tuple
{e1, e2, . . . , en}, where ei has its ith coordinate equal to 1 and the rest 0.

Three different norms on Rn are given in Example 1.5.



THE CONCEPT OF A REAL BANACH SPACE; THE SPACE Rn 3

Example 1.5. The Euclidean spaceRn is a Banach space if it is associated with
any one of the following norms:

‖x‖1 =
(
x2

1 + x2
2 + · · · + x2

n

)1/2
,

‖x‖2 = max{|x1|, |x2|, . . . , |xn|},
‖x‖3 = |x1| + |x2| + · · · + |xn|.

(1.4)

Unless otherwise specified, Rn will always be assumed to be associated with
the first norm above, which is called the Euclidean norm.

Definition 1.6. Let X be a normed space. Two norms ‖ · ‖a and ‖ · ‖b on X
are said to be equivalent if there exist positive constants m, M such that

m‖x‖a ≤ ‖x‖b ≤M‖x‖a (1.5)

for every x ∈ X .

The following theorem shows that any two norms on Rn are equivalent.

Theorem 1.7. If ‖·‖a and ‖·‖b are two norms onRn, then they are equivalent.

Proof. We recall that {e1, e2, . . . , en} is the standard basis of Rn. Let x ∈ Rn.
Then

x =
n∑
i=1

xiei. (1.6)

Taking a-norms of both sides of (1.6), we get

‖x‖a ≤
n∑
i=1

∣∣xi∣∣∥∥ei∥∥a. (1.7)

This inequality implies

‖x‖a ≤M‖x‖1, (1.8)

where ‖ · ‖1 is the Euclidean norm and

M =
[ n∑

i=1

∥∥ei∥∥2
a

]1/2

. (1.9)

Here, we have used the Cauchy-Schwarz inequality (see also Theorem 1.9). It fol-
lows that for every x, y ∈ Rn, we have∣∣‖x‖a − ‖y‖a∣∣ ≤ ‖x − y‖a ≤M‖x − y‖1. (1.10)
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The first inequality in (1.10) is given as an exercise (see Exercise 1.1). From (1.10)
we conclude that the function f (x) ≡ ‖x‖a is continuous on Rn w.r.t. the Eu-
clidean norm. Since the sphere

S = {
u ∈ Rn : ‖u‖1 = 1

}
(1.11)

is compact, the function f attains its minimum m > 0 on S. Consequently, for
every u ∈ S we have ‖u‖a ≥ m. Now, let x ∈ Rn be given with x �= 0. Then
x/‖x‖1 ∈ S and ∥∥∥∥ x

‖x‖1

∥∥∥∥
a
≥ m, (1.12)

which gives

‖x‖a ≥ m‖x‖1. (1.13)

Since (1.13) holds also for x = 0, we have that (1.13) is true for all x ∈ Rn. Inequal-
ities (1.8) and (1.13) show that every norm on Rn is equivalent to the Euclidean
norm. This proves our assertion. �

The following definition concerns itself with the inner product in Rn. Theo-
rem 1.9 contains the fundamental properties of the inner product. Its proof is left
as an exercise (see Exercise 1.13).

Definition 1.8. The space Rn is associated with the inner product 〈·, ·〉 de-
fined as follows:

〈x, y〉 =
n∑
i=1

xi yi. (1.14)

Here, x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn).

Theorem 1.9. For every x, y ∈ Rn, α, β ∈ R, and for the Euclidean norm, we
have

(1) 〈x, y〉 = 〈y, x〉;
(2) 〈x,αy + βz〉 = α〈x, y〉 + β〈x, z〉;
(3) ‖x‖2 = 〈x, x〉 ≥ 0;
(4) 〈x, x〉 = 0 if and only if x = 0;
(5) |〈x, y〉| ≤ ‖x‖‖y‖ (Cauchy-Schwarz inequality);
(6) 〈Ax, y〉 = 〈x,AT y〉, where AT denotes the transpose of the matrix A ∈

Mn.

From linear algebra we recall the following definitions, theorems, and aux-
iliary facts. We denote by C the complex plane, Cn the space of all complex n-
vectors, and Mn the real vector space of all real n × n matrices. For A ∈ Mn we
have A = [ai j], i, j = 1, 2, . . . ,n, or simply A = [ai j].
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Definition 1.10. Two vectors x, y ∈ Rn are called orthogonal if 〈x, y〉 = 0.
A finite set U = {x1, x2, . . . , xn} ⊂ Rn is called orthonormal if the vectors in U are
mutually orthogonal and ‖xi‖ = 1, i = 1, 2, . . . ,n.

Definition 1.11. The number λ ∈ C is called an eigenvalue of the matrix
A ∈Mn if

|A− λI| = 0, (1.15)

where |·| denotes determinant and I the identity matrix inMn. If λ is an eigenvalue
of A, then the equation (A−λI)x = 0 has at least one nonzero solution in Cn. Such
a solution is called an eigenvector of A.

Theorem 1.12. A symmetric matrix A ∈ Mn (AT = A) has only real eigen-
values. Moreover, A has a set of n linearly independent eigenvectors in Rn which is
orthonormal.

Definition 1.13. A symmetric matrix A ∈Mn is said to be positive definite if

〈Ax, x〉 > 0 ∀x ∈ Rn with x �= 0. (1.16)

Assume now that A is a symmetric matrix in Mn. Then the continuous func-
tion

φ(u) ≡ 〈Au,u〉 (1.17)

attains its maximum λM and its minimum λm on the unit sphere

S = {
u ∈ Rn : ‖u‖ = 1

}
. (1.18)

Let λM = 〈Au0,u0〉 and λm = 〈Av0, v0〉 for some u0, v0 ∈ S. Consider the function
g(x) ≡ x2

1 + x2
2 + · · · + x2

n − 1. It is easy to see that ∇φ(x) = 2Ax and ∇g(x) = 2x
for all x ∈ Rn. Since S is the set of all points x ∈ Rn such that g(x) = 0 and
∇g(x) �= 0, it follows from a well-known theorem of advanced calculus (see, for
example, Edwards [15, page 108]) that there exist real numbers λ, µ such that

∇φ(u0
) = λ∇g(u0

)
, ∇φ(v0

) = µ∇g(v0
)
, (1.19)

or Au0 = λu0 and Av0 = µv0. Since 〈Au0,u0〉 = λ, 〈Av0, v0〉 = µ, we have λ = λM
and µ = λm. We have proved the following theorem.

Theorem 1.14. If λm, λM are the smallest and largest eigenvalues of a symmetric
matrix A ∈Mn, respectively, then

λm = min
‖u‖=1

〈Au,u〉, λM = max
‖u‖=1

〈Au,u〉. (1.20)

If A is positive definite, then all the eigenvalues of A are positive.
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Definition 1.15. A matrix P ∈Mn is called a projection matrix if P2 = P.

It is easy to see that if P is a projection matrix, then I − P is also a projection
matrix.

3. BOUNDED LINEAR OPERATORS

In what follows, an operator is simply a function mapping a subset of a normed
space into another normed space. In this section we obtain some elementary in-
formation concerning bounded linear operators. We also provide three norms for
the space Mn which correspond to the norms given for Rn in Example 1.5. In par-
ticular, we recall some facts concerning linear operators mapping Rn into itself.

We often omit the parentheses in T(x) for operators that are considered in the
sequel.

Definition 1.16. Let X , Y be two normed spaces, and let V be a subset of X .
An operator T : V → Y is continuous at x0 ∈ V if for every sequence {xn} ⊂ V
with xn → x0 we have Txn → Tx0. The operator T is continuous on V if it is
continuous at each x0 ∈ V .

Definition 1.17. Let X , Y be two normed spaces and V a subspace of X .
Then T : V → Y is called linear if for every α, β ∈ R, x, y ∈ V , we have

T(αx + βy) = αTx + βTy. (1.21)

Definition 1.18. Let X , Y be two normed spaces. A linear operator T : X →
Y is called bounded if there exists a constant K ≥ 0 such that ‖Tx‖ ≤ K‖x‖ for
every x ∈ X . If T is bounded, then the number

‖T‖ = sup
‖x‖=1

‖Tx‖ (1.22)

is called the norm of T .

We usually use the symbol ‖ · ‖ to denote the norm of all Banach spaces and
bounded linear operators under consideration.

Theorem 1.19 characterizes the continuous linear operators in normed spaces.

Theorem 1.19. A linear operator T : X → Y , with X , Y normed spaces, is
continuous on X if and only if it is bounded.

Proof. Sufficiency. From the inequality

‖Tx‖ ≤ K‖x‖, x ∈ X , (1.23)

it follows immediately that ∥∥Tx − Tx0
∥∥ ≤ K

∥∥x − x0
∥∥ (1.24)

for any x0, x ∈ X . Thus, if xn → x0, then Txn → Tx0.
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Necessity. Suppose that T is continuous on X . We show that

K0 = sup
‖x‖=1

‖Tx‖ < +∞. (1.25)

In fact, letK0 = +∞. Then there exists a sequence {xn} ⊂ X such that ‖xn‖ = 1 and
‖Txn‖ → ∞. Let λn = ‖Txn‖. We may assume that λn > 0 for all n. Let x̃n = xn/λn.
Then ‖x̃n‖ = (1/λn)‖xn‖ → 0 and ‖Tx̃n‖ = 1, that is, a contradiction to the
continuity of T . Therefore, K0 < +∞. Let x �= 0 be a vector in X . Then x̃ = x/‖x‖
satisfies ‖x̃‖ = 1. Thus, ‖Tx̃‖ = ‖Tx‖/‖x‖ and ‖Tx̃‖ ≤ K0. Consequently,

‖Tx‖ ≤ K0‖x‖. (1.26)

Since (1.26) holds also for x = 0, we have shown (1.23) with K = K0. �

Theorem 1.20. Let X , Y be two normed spaces. Let T : X → Y be a bounded
linear operator. Then

‖T‖ = sup
‖x‖≤1

‖Tx‖. (1.27)

Proof. Obviously,

sup
‖x‖=1

‖Tx‖ ≤ sup
‖x‖≤1

‖Tx‖. (1.28)

Let x ∈ X be such that ‖x‖ ≤ 1 and x �= 0. Then

‖Tx‖ = ‖x‖
∥∥∥∥T( x

‖x‖
)∥∥∥∥ ≤ sup

‖x‖=1
‖Tx‖,

sup
‖x‖≤1

‖Tx‖ ≤ sup
‖x‖=1

‖Tx‖.
(1.29)

�

Let X , Y be two normed spaces. The space of all bounded linear operators
T : X → Y is a vector space under the obvious definitions of addition and multi-
plication by scalars (reals). This space becomes a normed space if it is associated
with the norm of Definition 1.18. For X = Y = Rn, we have the following exam-
ple.

Example 1.21. Let A be a matrix in Mn. Consider the operator T : Rn → Rn

defined by

Tx = Ax, x ∈ Rn. (1.30)
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ThenT is a linear operator. Now, letA = [ai j], i, j = 1, 2, . . . ,n. ThenRn associated
with one of the three norms of Example 1.5 induces a norm on T according to
Table 1:

Table 1

‖x‖ ‖T‖
‖x‖1

√
λ (λ = the largest eigenvalue of ATA)

‖x‖2 maxi
∑

j |ai j |
‖x‖3 max j

∑
i |ai j |

We prove the first assertion in Table 1. The other two are left as an exercise (see
Exercise 1.11).

Theorem 1.22. Let Rn be associated with the Euclidean norm. Let T be the
linear operator of Example 1.21. Then

‖T‖ =
√
λ, (1.31)

where λ is the largest eigenvalue of ATA.

Proof. We assume first that A is symmetric and that λ1 is an eigenvalue of A
such that

∣∣λ1
∣∣ = max

i

{∣∣λi∣∣}. (1.32)

Here, λi, i = 1, 2, . . . ,n, are the eigenvalues of A with corresponding eigenvectors
xi, i = 1, 2, . . . ,n, which form an orthonormal set. It should be noted that these
eigenvalues are not necessarily distinct. We show that these eigenvectors are lin-
early independent, although this fact has been stated in Theorem 1.12. Let

c1x1 + c2x2 + · · · + cnxn = 0 (1.33)

with ci, i = 1, 2, . . . ,n, real constants. Then

c1
〈
x1, x1

〉
+ c2

〈
x2, x1

〉
+ · · · + cn

〈
xn, x1

〉 = 0, (1.34)

showing that c1 = 0. Similarly, ci = 0, i = 2, 3, . . . ,n. Thus, the ordered set
{x1, x2, . . . , xn} is a basis for Rn. Let x ∈ Rn be given and let {c1, c2, . . . , cn} be a
set of real constants with

x = c1x1 + c2x2 + · · · + cnxn. (1.35)
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Then we have

Tx = T
(
c1x1 + c2x2 + · · · + cnxn

)
= c1λ1x1 + c2λ2x2 + · · · + cnλnxn,

‖Tx‖2 = 〈Tx,Tx〉 = ∣∣c1λ1
∣∣2

+
∣∣c2λ2

∣∣2
+ · · · +

∣∣cnλn∣∣2

≤ λ2
1

(∣∣c1
∣∣2

+
∣∣c2

∣∣2
+ · · · +

∣∣cn∣∣2
)
= λ2

1‖x‖2.

(1.36)

It follows that ‖Tx‖ ≤ |λ1|‖x‖ for every x ∈ Rn. Since ‖Tx1‖ = |λ1|, we obtain
‖T‖ = |λ1|. We also have the following characterization for ‖T‖:

‖T‖ = max
‖x‖=1

∣∣〈Ax, x〉∣∣ = max
‖x‖=1

∣∣〈Tx, x〉∣∣. (1.37)

Indeed, let x ∈ Rn be given with ‖x‖ = 1. Then

∣∣〈Tx, x〉∣∣ ≤ ‖Tx‖‖x‖ ≤ ‖T‖‖x‖ = ‖T‖ = ∣∣λ1
∣∣. (1.38)

Moreover, we have |〈Tx, x〉| = |λ1| for x = x1. Consequently,

max
‖x‖=1

∣∣〈Tx, x〉∣∣ = ∣∣λ1
∣∣, (1.39)

proving (1.37).
Now, let A ∈Mn be arbitrary. We have

‖T‖2 = sup
‖x‖=1

‖Tx‖2 = sup
‖x‖=1

〈Tx,Tx〉

= max
‖x‖=1

〈Ax,Ax〉 = max
‖x‖=1

〈
ATAx, x

〉 = λ,
(1.40)

where λ = |λ| is the largest eigenvalue of ATA. This eigenvalue is nonnegative
because 〈ATAx, x〉 ≥ 0 (see Theorem 1.14). �

In the following discussion we identify A and T in Example 1.21 and we as-
sume (unless otherwise specified) that A ∈ Mn has norm ‖A‖ = ‖T‖ = √λ as in
Theorem 1.22. It is easy to see that Mn is a Banach space with any one of the norms
given in Table 1.

Let P ∈ Mn be a projection matrix. We also use the symbol P to denote the
linear operator defined by P as in Example 1.21. Then

Rn = PRn ⊕ (I − P)Rn, (1.41)

that is, Rn is the direct sum of the subspaces PRn, (I − P)Rn. The equation Rn =
M ⊕ N , with M, N subspaces of Rn, means that every x ∈ Rn can be written in a
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unique way as y + z, where y ∈ M, z ∈ N . We first show that PRn ∩ (I − P)Rn =
{0}. Assume that x ∈ PRn ∩ (I − P)Rn. Then there exist y, z in Rn such that
x = Py = (I − P)z. This implies that

Px = P2y = Py = P(I − P)z = (
P − P2)z = (P − P)z = 0. (1.42)

Thus, x = Py = 0.
Assume now that x = y + z = y1 + z1 with y, y1 ∈ PRn and z, z1 ∈ (I − P)Rn.

Then

PRn � y − y1 = z1 − z ∈ (I − P)Rn (1.43)

implies that y − y1 = z1 − z = 0. This says that y = y1 and z = z1.
We summarize the above in the following theorem.

Theorem 1.23. Let P ∈Mn be a projection matrix. ThenRn = PRn⊕(I−P)Rn.

Now, we give a meaning to the symbol eA, where A is a matrix in Mn. We
consider the series

I +
∞∑

m=1

Am

m!
. (1.44)

Since Mn is complete, the convergence of the series (1.44) will be shown if we prove
that the sequence of partial sums {Sm}∞m=1 with

Sm = I +
m∑
k=1

Ak

k!
(1.45)

is a Cauchy sequence. To this end, we observe that

∥∥Sm̄ − Sm
∥∥ ≤ m̄∑

i=m+1

‖A‖i
i!

(1.46)

for every m̄ > m and that

∞∑
i=0

‖A‖i
i!

= e‖A‖. (1.47)

It follows that {Sm} is a Cauchy sequence. We denote its limit by eA. It can be shown
(see Exercise 1.27) that if A,B ∈ Mn commute (AB = BA), then eA+B = eAeB.
From this equality we obtain

eAe−A = e−AeA = e0 = I. (1.48)
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Thus, if A−1 denotes the inverse of the matrix A, we obtain

[
eA
]−1 = e−A ∀A ∈Mn. (1.49)

We now recall some elementary facts from advanced calculus. Let J be a real inter-
val. Let f : J → Rn be such that f (t) = ( f1(t), f2(t), . . . , fn(t)), t ∈ J . Then f is
differentiable at t0 ∈ J if and only if each function fi is differentiable at t0. We have

f ′
(
t0
) = (

f ′1
(
t0
)
, f ′2

(
t0
)
, . . . , f ′n

(
t0
))
. (1.50)

Similarly, f is (Riemann) integrable on [a, b] ⊂ J if and only if each function fi is
integrable on [a, b], and we have

∫ b

a
f (t)dt =

(∫ b

a
f1(t)dt,

∫ b

a
f2(t)dt, . . . ,

∫ b

a
fn(t)dt

)
. (1.51)

An analogous situation exists for functions A : J → Mn with A(t) = [ai j(t)],
i, j = 1, 2, . . . ,n. Exercises 1.6, 1.7, and 1.24 contain several differentiation and
integration properties of vector-valued function f (t). All these properties are as-
sumed to hold without further mention.

4. EXAMPLES OF BANACH SPACES AND LINEAR OPERATORS

If J is any interval of R, finite or infinite, and f : J → Rn is a bounded function,
we set

‖ f ‖∞ = sup
t∈J

∥∥ f (t)
∥∥. (1.52)

Whenever the symbol ‖ · ‖∞ is used without reference to some interval J , it will
be assumed that J is the domain of the function under consideration. We let Cn(J)
denote the vector space of all bounded continuous functions f : J → Rn. If the
interval J is denoted by two points a, b with |a|, |b| ≤ ∞ and a < b, then we often
drop the parentheses in Cn(J) and other spaces. Thus we have the spaces Cn[a, b),
Cn[a, b], and so forth.

Example 1.24. The space Cn(J), with J any interval of R, is a Banach space
with norm

‖ f ‖∞ = sup
t∈J

∥∥ f (t)
∥∥. (1.53)

Example 1.25. Let T be a positive number and let Pn(T) be the space of all
continuous T-periodic functions with values in Rn, that is,

Pn(T) = {
x ∈ Cn(R); x(t + T) = x(t), t ∈ R}. (1.54)
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Then Pn(T) is a Banach space with norm

‖ f ‖∞ = max
t∈[0,T]

∥∥ f (t)
∥∥. (1.55)

The space Pn(T) can be identified with the space

{
x ∈ Cn[0,T] : x(0) = x(T)

}
. (1.56)

In fact, every function f ∈ Pn(T) uniquely determines a function in (1.56)—its
restriction f̄ on the interval [0,T]. Conversely, every function ū in the space (1.56)
can be extended uniquely to a function u ∈ Pn(T) in an obvious way. The corre-
spondence f → f̄ is an isomorphism onto and such that

‖ f ‖∞ =
∥∥ f̄ ∥∥∞. (1.57)

The space Pn(T) is thus a closed subspace of the Banach space Cn[0,T].

Example 1.26. The space Cl
n of all functions f ∈ Cn(R+) with finite limit as

t →∞ is a closed subspace of Cn(R+). Thus, it is a Banach space with norm

‖ f ‖∞ = sup
t∈R+

∥∥ f (t)
∥∥. (1.58)

The space Cl
n contains the space C0

n of all functions f ∈ Cl
n such that

lim
t→∞ f (t) = 0. (1.59)

The spaceC0
n is a closed subspace of bothCl

n andCn(R+). Thus it is a Banach space
with the sup-norm. The interval R+ in this example can be replaced by any other
interval [t0,∞), for some t0 ∈ R.

Definition 1.27. A function f ∈ Cn(R) is called almost periodic if for ev-
ery ε > 0 there exists a number L(ε) > 0 such that every interval of length L(ε)
contains at least one number τ with

∥∥ f (t + τ)− f (t)
∥∥ < ε (1.60)

for every t ∈ R.

The following theorem gives a characterization of almost periodicity.

Theorem 1.28. A function f ∈ Cn(R) is almost periodic if and only if every
sequence { f (t + τm)}∞m=1 of translates of f contains a uniformly convergent subse-
quence. Here, {τm} is any sequence of numbers in R.
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Example 1.29. The space APn of all almost periodic functions f ∈ Cn(R) is
a closed subspace of Cn(R), and thus a Banach space with norm

‖ f ‖∞ = sup
t∈R

∥∥ f (t)
∥∥. (1.61)

Several properties of almost periodic functions can be found in exercises at
the end of this chapter.

Example 1.30. Let J ⊂ R be an interval. We define the space Ck
n(J), k =

1, 2, . . . , as follows:

Ck
n(J) = {

f ∈ Cn(J) : f (k) ∈ Cn(J)
}
. (1.62)

This space is a Banach space with norm

‖ f ‖k =
k∑
i=0

sup
t∈J

∥∥ f (i)(t)
∥∥ = k∑

i=0

∥∥ f (i)
∥∥∞. (1.63)

It should be noted here that the derivatives at finite left (right) endpoints of inter-
vals of R are right (left) derivatives. We also set f (0) = f .

We now give some examples of bounded linear operators. An operator T from
a Banach space into R is also called a functional. A bounded linear functional is
given in Example 1.31.

Example 1.31. Consider the operator T : C1[a, b] → R with

Tx =
n∑
i=1

cix
(
ti
)
, (1.64)

where c1, c2, . . . , cn are fixed real constants and t1, t2, . . . , tn are fixed points in [a, b]
with t1 < t2 < · · · < tn. Then T is a bounded linear functional with norm

‖T‖ =
n∑
i=1

∣∣ci∣∣. (1.65)

In fact,

|Tx| ≤M‖x‖∞ ∀x ∈ C1[a, b], (1.66)

where M is the number in the right-hand side of (1.65). Now, it is easy to find
some x̄ ∈ C1[a, b] such that ‖x̄‖∞ = 1 and |Tx̄| = M. This shows that (1.65)
holds.
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Example 1.32. Let T denote the operator which maps every function x ∈
Cn[a, b] into the function

y(t) =
∫ b

a
K(t, s)x(s)ds. (1.67)

Here, K : [a, b]× [a, b] →Mn is a continuous function, that is, all the entries of K
are continuous on [a, b]× [a, b]. Then T is linear and

‖Tx‖∞ ≤ max
t∈[a,b]

∫ b

a

∥∥K(t, s)
∥∥ds‖x‖∞. (1.68)

Thus,

‖T‖ ≤ max
t∈[a,b]

∫ b

a

∥∥K(t, s)
∥∥ds. (1.69)

Example 1.33. Consider the operator T : C2
2[a, b] → C2[a, b] with

(Tx)(t) = x′′(t) + x(t), t ∈ [a, b]. (1.70)

Then ‖Tx‖∞ ≤ ‖x‖2, where ‖ · ‖2 is the norm in C2
2[a, b]. Let x̄ ∈ C2

2[a, b] be
given by

x̄(t) =
[

1
0

]
, t ∈ [a, b]. (1.71)

Then ‖x̄‖2 = 1 and ‖Tx̄‖∞ = 1. Consequently, ‖T‖ = 1.

Example 1.34. Let the function A : R+ →Mn be continuous and such that∫∞
0

∥∥A(t)
∥∥dt < +∞. (1.72)

Consider the operator T : Cn(R+) → Cl
n defined as follows:

(Tx)(t) = L +
∫∞
t
A(s)x(s)ds. (1.73)

Here, L is a fixed vector in Rn. It is easy to see that (Tx)(t) → L as t → ∞. We also
have

∥∥(Tx)(t)
∥∥ ≤ ‖L‖ +

∥∥∥∥∫∞
t
A(s)x(s)ds

∥∥∥∥
≤ ‖L‖ +

∫∞
t

∥∥A(s)
∥∥∥∥x(s)

∥∥ds
≤ ‖L‖ +

∫∞
0

∥∥A(s)
∥∥ds‖x‖∞.

(1.74)
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If L = 0, we obtain

‖Tx‖∞ ≤M‖x‖∞ (1.75)

with

M =
∫∞

0

∥∥A(t)
∥∥dt. (1.76)

This shows that, for L = 0, T is a bounded linear operator with ‖T‖ ≤M.

EXERCISES

1.1. Let X be a normed space. Let x, y ∈ X . Show that

∣∣‖x‖ − ‖y‖∣∣ ≤ ‖x − y‖. (1.77)

1.2. For f ∈ C1[a, b], let

‖ f ‖ =
(∫ b

a

∣∣ f (t)
∣∣2
dt
)1/2

. (1.78)

Show that C1[a, b] is not complete w.r.t. this norm.

1.3. Show that the spaces Ck
n[a, b], Cn(R+), Cl

n, C0
n are Banach spaces with

norms as in the respective examples of Section 4.

1.4. Let X , Y be normed spaces. Let T : X → Y be a linear operator. Show
that T is continuous at x0 ∈ X if and only if it is continuous at 0.

1.5. Let X , Y , Z be normed spaces. Let T : X → Y , U : Y → Z be bounded
linear operators. Show that

‖UT‖ ≤ ‖U‖‖T‖. (1.79)

Here, UT denotes composition, that is, (UT)(x) = U(Tx), x ∈ X . Conclude that
for matrices A,B ∈Mn we have

‖AB‖ ≤ ‖A‖‖B‖. (1.80)

1.6. Let f ∈ Cn[a, b]. Prove the following inequality, and then state and prove
an analogous inequality for Mn-valued functions

∥∥∥∥∫ b

a
f (t)dt

∥∥∥∥ ≤ ∫ b

a

∥∥ f (t)
∥∥dt. (1.81)
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1.7. Assume that x, y ∈ Cn[a, b] and A,B : [a, b] → Mn are differentiable at
the point t ∈ [a, b]. Prove the following differentiation rules:

(i) [A(t) + B(t)]′ = A′(t) + B′(t).
(ii) [cA(t)]′ = cA′(t), c ∈ R.

(iii) [A(t)B(t)]′ = A′(t)B(t) + A(t)B′(t).
(iv) [A(t)x(t)]′ = A′(t)x(t) + A(t)x′(t).
(v) 〈x(t), y(t)〉′ = 〈x′(t), y(t)〉 + 〈x(t), y′(t)〉.

(vi) [A−1(t)]′ = −A−1(t)A′(t)A−1(t) if A(t) is nonsingular on [a, b].

Show that integration properties hold analogous to those of (i) and (ii).

1.8. Show that if f : Rn → R is a bounded linear functional, there exist
constants c1, c2, . . . , cn ∈ R such that

f (x) = c1x1 + c2x2 + · · · + cnxn (1.82)

for every x = (x1, x2, . . . , xn) ∈ Rn.

1.9. Show that if x0 is a given vector in Rn, then there exists a bounded linear
functional f : Rn → R such that f (x0) = ‖x0‖ and ‖ f ‖ = 1.

1.10. Let x ∈ C1
n[a, b] and t0, t1 ∈ [a, b] be given. Show that there exists a

number t̄, properly between t0 and t1, such that

∥∥x(t1)− x
(
t0
)∥∥ ≤ ∥∥x′(t̄)∥∥∣∣t1 − t0

∣∣. (1.83)

Hint. Apply the mean value theorem to the function t → f (x(t)), where f : Rn →
R is a linear functional with

f
(
x
(
t1
)− x

(
t0
)) = ∥∥x(t1)− x

(
t0
)∥∥, ‖ f ‖ = 1. (1.84)

See Exercise 1.9.

1.11. Prove the last two cases of Example 1.21.

1.12. Let T : X → Y (X , Y normed spaces) be a bounded linear operator
mapping X onto Y . Show that the inverse operator T−1 : Y → X exists and is
bounded if and only if there exists a positive constant m with the property

‖Tx‖ ≥ m‖x‖, x ∈ X. (1.85)

1.13. Prove Theorem 1.9. Then show that the matrix A ∈Mn is symmetric if
and only if

〈Ax, y〉 = 〈x,Ay〉 (1.86)

for every x, y ∈ Rn.
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1.14. Let P ∈Mn be a projection matrix. Show that

〈
Px, (I − P)y

〉 = 0 (1.87)

for every x, y ∈ Rn if and only if P is symmetric. Hint. Use Exercise 1.13.

1.15. Complete the proof of Example 1.31. Find a function x̄ there with the
desired properties.

1.16. Prove Theorem 1.28.

1.17. Show that every f ∈ APn is uniformly continuous.

1.18. Show that every T-periodic function is almost periodic.

1.19. Exercise 1.18 implies that for every positive number q the function
f (t) ≡ sin t + sin(qt) is almost periodic. Show that f (t) is not T-periodic, for
any number T > 0, if q is a positive irrational number.

1.20. Show that given two functions f , g ∈ APn we have the following prop-
erty: for every ε > 0 there exists L(ε) > 0 such that: every interval of length L(ε)
contains at least one number τ with

∥∥ f (t + τ)− f (t)
∥∥ < ε,

∥∥g(t + τ)− g(t)
∥∥ < ε (1.88)

for every t ∈ R. Then show thatAPn is a Banach space. Hint. Consider the function

t �→
[
f (t)
g(t)

]
∈ R2n. (1.89)

Show that this function is almost periodic by using the result of Theorem 1.28.

1.21. Let M be a subspace of Rn. Show that there exists a subspace N of Rn

such that 〈x, y〉 = 0 for x ∈M, y ∈ N , and Rn =M ⊕N .

1.22. Consider the function P : R2 → R2 which maps every point (x1, x2) ∈
R2 into the point Q of the line x2 = 3x1 such that the distance between (x1, x2)
and Q is a minimum. Show that P is a projection operator, that is, the operator P
is linear and represented by a projection matrix in M2.

1.23. Let A : [a, b] →Mn be a continuous function such that A(t) is symmet-
ric for every t ∈ [a, b]. Show that the largest and the smallest eigenvalues of A(t)
are continuous on [a, b].

1.24. Given A : [a,∞) →Mn continuous, we have

∫ t

a
A(s)ds =

[∫ t

a
ai j(s)ds

]n
i, j=1

, t ∈ [a,∞), (1.90)
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where A(t) = [ai j(t)], i, j = 1, 2, . . . ,n, t ∈ [a,∞). Let

∫∞
a

∥∥A(s)
∥∥ds < +∞. (1.91)

Show that

lim
t→∞

∫ t

a
A(s)ds =

∫∞
a
A(s)ds (1.92)

exists as a finite matrix and∫∞
a
A(s)ds =

[∫∞
a
ai j(s)ds

]n
i, j=1

. (1.93)

1.25. Show that if C1
2[0, 1] is associated with the norm of C2[0, 1], then it is

not complete.

1.26. Let C1
2[0, 1] be associated with the sup-norm on [0, 1]. Let T : C1

2[0,
1] → C2[0, 1] be given by (Tx)(t) = 2x′(t)− x(t), t ∈ [0, 1]. Show that T is not a
bounded linear operator.

1.27. Show that if A,B ∈Mn commute, then eAeB = eA+B.

1.28. Let Lip[a, b] denote the space of all Lipschitz-continuous functions in
C1[a, b], that is, given f ∈ Lip[a, b], there exists a constant K = Kf > 0 such that

∣∣ f (x)− f (y)
∣∣ ≤ K|x − y|, x, y ∈ [a, b]. (1.94)

Show that Lip[a, b] is a Banach space with norm

‖ f ‖Lip = ‖ f ‖∞ + sup
x,y∈[a,b]

x �=y

∣∣ f (x)− f (y)
∣∣

|x − y| . (1.95)

Generalize this to functions f : Rn ⊃ Ω̄→ Rn, where Ω is open and bounded.

1.29. For p ∈ (1,∞), p �= 2, and x ∈ Rn, let

‖x‖p =
{ n∑

i=1

|xi|p
}1/p

. (1.96)

Show that ‖ · ‖p is a norm on Rn.

1.30. Let ‖x‖p be as in Exercise 1.29, but for p ∈ (0, 1). Show that ‖ · ‖p is
not a norm on Rn.
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1.31. Let T : X → Y be a bounded linear operator, where X , Y are normed
spaces. Is it always true that

‖T‖ = sup
‖x‖<1

‖Tx‖? (1.97)

1.32. Let U ⊂ Rn be bounded (‖x‖ ≤ K for all x ∈ U , where K > 0 is a
constant), open, convex and symmetric (x ∈ U implies −x ∈ U) with 0 ∈ U . Let

Mx =
{
t > 0 :

x

t
∈ U

}
, x ∈ Rn, (1.98)

and ‖x‖U = inf Mx. Show that ‖ · ‖U is a norm on Rn and U is the open unit ball
{x ∈ Rn : ‖x‖U < 1} for this norm. Hint. To show the triangle inequality, pick two
vectors x, y ∈ Rn and two numbers s > 0, t > 0. Then

1
s + t

(x + y) = s

s + t

(
1
s
x
)

+
t

s + t

(
1
t
y
)
. (1.99)

Show that Mx = {t ∈ R+ : t > ‖x‖U} and that s ∈Mx, t ∈My imply s+ t ∈Mx+y .
Thus, inf Mx+y ≤ inf Mx + inf My .





CHAPTER 2

FIXED POINT THEOREMS; THE INVERSE
FUNCTION THEOREM

In Chapter 1, we stated that a large number of problems in the field of differential
equations can be reduced to the problem of finding a solution x to an equation of
the form Tx = y. The operator T maps a subset of a Banach space X into some
other Banach space Y and y is a known element of Y . If y = 0 and Tx ≡ Ux − x,
for some other operator U , then the equation Tx = y is equivalent to the equation
Ux = x. Naturally, in order to solve Ux = x, we must assume that the domain
D(U) and the range R(U) have points in common. Points x for which Ux = x are
called fixed points of the operator U .

In this chapter, we state the fixed point theorems which are most widely used
in the field of differential equations. These are the Banach contraction princi-
ple, the Schauder-Tychonov theorem, and the Leray-Schauder theorem. We give
a proof of the Banach contraction principle in Section 1. The Schauder-Tychonov
theorem and the Leray-Schauder theorem are proven in Chapter 9.

In Section 2, we state and prove the inverse function theorem in Banach
spaces. This theorem generalizes the well-known theorem of advanced calculus
and has been an important tool in the applications of nonlinear functional analy-
sis to the field of differential equations.

1. THE BANACH CONTRACTION PRINCIPLE

Theorem 2.1 (Banach’s contraction principle). Let X be a Banach space and
M a nonempty, closed subset of X . Let T : M →M be such that, there exists a constant
k ∈ [0, 1) with the property

‖Tx − Ty‖ ≤ k‖x − y‖ ∀x, y ∈M. (2.1)

Then T has a unique fixed point in M.
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Proof. Let x0 ∈ M be given with Tx0 �= x0. Define the rest of the sequence
{xm}∞m=0 as follows:

xj = Txj−1, j = 1, 2, . . . . (2.2)

Then we have

∥∥xj+1 − xj
∥∥ ≤ k

∥∥xj − xj−1
∥∥ ≤ k2

∥∥xj−1 − xj−2
∥∥

≤ · · · ≤ k j
∥∥x1 − x0

∥∥ (2.3)

for every j ≥ 1. Thus, if m > n ≥ 1, we obtain

∥∥xm − xn
∥∥ ≤ ∥∥xm − xm−1

∥∥ +
∥∥xm−1 − xm−2

∥∥ + · · · +
∥∥xn+1 − xn

∥∥
≤ km−1

∥∥x1 − x0
∥∥ + km−2

∥∥x1 − x0
∥∥ + · · · + kn

∥∥x1 − x0
∥∥

≤ kn
(
1 + k + k2 + · · · + km−n−1)∥∥x1 − x0

∥∥
≤
(

kn

1− k

)∥∥x1 − x0
∥∥.

(2.4)

Since kn → 0 as n → ∞, it follows that {xm} is a Cauchy sequence. Since X is
complete, there exists x̄ ∈ X such that xm → x̄. Obviously, x̄ ∈ M because M is
closed. Taking limits as j →∞ in (2.2), we obtain x̄ = Tx̄.

To show uniqueness, let y be another fixed point of T in M. Then

‖x̄ − y‖ = ‖Tx̄ − Ty‖ ≤ k‖x̄ − y‖, (2.5)

which implies that x̄ = y. This completes the proof of the theorem. �

An operator T : M → X , M ⊂ X , satisfying (2.1) on M is called a contraction
operator (or mapping) on M.

Example 2.2. Let X be a Banach space and let T : X → X be a bounded linear
operator such that ‖T‖ < 1. Then T is a contraction operator on X . This implies
immediately that the equation x = y+Tx, for a fixed element y ∈ X , has a unique
solution x0 ∈ X . In fact, the mapping x → y + Tx is also a contraction operator
on X and has a unique fixed point in X by the above theorem. Other contraction
operators can also be found in Examples 1.32 and 1.34.

Example 2.3. Let F : R+ ×Rn → Rn be continuous and such that

∥∥F(t, x1
)− F

(
t, x2

)∥∥ ≤ λ(t)
∥∥x1 − x2

∥∥ (2.6)
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for every t ∈ R+, x1, x2 ∈ Rn, where λ : R+ → R+ is continuous and satisfies

L =
∫∞

0
λ(t)dt < +∞. (2.7)

Assume further that ∫∞
0

∥∥F(t, 0)
∥∥dt < +∞. (2.8)

Then the operator T with

(Tx)(t) =
∫∞
t
F
(
s, x(s)

)
ds, t ∈ R+, (2.9)

maps the spaceCn(R+) into itself and is a contraction operator on Cn(R+) if L < 1.
In fact, let x, y ∈ Cn(R+) be given. Then we have

‖Tx‖∞ ≤
∫∞

0

∥∥F(t, x(t)
)∥∥dt

≤
∫∞

0

∥∥F(t, x(t)
)− F(t, 0)

∥∥dt +
∫∞

0

∥∥F(t, 0)
∥∥dt

≤
∫∞

0
λ(t)

∥∥x(t)
∥∥dt +

∫∞
0

∥∥F(t, 0)
∥∥dt

≤
∫∞

0
λ(t)dt‖x‖∞ +

∫∞
0

∥∥F(t, 0)
∥∥dt,

(2.10)

which shows that TCn(R+) ⊂ Cn(R+). We also have

‖Tx − Ty‖∞ ≤
∫∞

0

∥∥F(t, x(t)
)− F

(
t, y(t)

)∥∥dt
≤
∫∞

0
λ(t)

∥∥x(t)− y(t)
∥∥dt

≤ L‖x − y‖∞.

(2.11)

It follows that, for L < 1, the equation Tx = x has a unique solution x̄ in Cn(R+).
Thus, there is a unique x̄ ∈ Cn(R+) such that

x̄(t) =
∫∞
t
F
(
s, x̄(s)

)
ds, t ∈ R+. (2.12)

It is obvious that we actually have x̄ ∈ C0
n.

It is easily seen that under the above assumptions on F and L, the equation

x(t) = f (t) +
∫∞
t
F
(
s, x(s)

)
ds (2.13)
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also has a unique solution in Cn(R+) if f is a given function in Cn(R+). This solu-
tion belongs to Cl

n (C0
n) if f ∈ Cl

n ( f ∈ C0
n).

2. THE SCHAUDER-TYCHONOV THEOREM

Before we state the Schauder-Tychonov theorem, we characterize the compact sub-
sets of Cn[a, b]. This characterization, which is contained in Theorem 2.5, allows
us to detect the relative compactness of the range of an operator defined on a sub-
set of Cn(J) and having values in Cn(J), where J in an interval.

Definition 2.4. Let X be a Banach space. A subset M of X is called bounded
if there exists K > 0 such that ‖x‖ ≤ K for every x ∈M. A subset M of X is said to
be compact if every sequence {xn} ⊂ M contains a subsequence which converges
to a vector in M. The set M ⊂ X is said to be relatively compact if every sequence
{xn} ⊂M contains a subsequence which converges to a vector in X .

It is obvious from this definition that M is relatively compact if and only if its
closure M̄ is compact. The following theorem characterizes the compact subsets of
Cn[a, b].

Theorem 2.5 (Arzelà-Ascoli). Let M be a subset of Cn[a, b]. Then M is rela-
tively compact if and only if the following statements hold:

(i) there exists a constant K such that

‖ f ‖∞ ≤ K , f ∈M, (2.14)

that is, M is bounded;
(ii) the set M is equicontinuous, that is, for every ε > 0 there exists δ(ε) > 0

(depending only on ε) such that ‖ f (t1)− f (t2)‖ < ε for all t1, t2 ∈ [a, b]
with |t1 − t2| < δ(ε) and all f ∈M.

The proof is based on Lemma 2.7. We need another definition.

Definition 2.6. Let M be a subset of the Banach space X and let ε > 0 be
given. Then the set M1 ⊂ X is said to be an ε-net of M if for every point x ∈ M
there exists y ∈M1 such that ‖x − y‖ < ε.

Lemma 2.7. Let M be a subset of a Banach spaceX . Then M is relatively compact
if and only if for every ε > 0 there exists a finite ε-net of M in X .

Proof. Necessity. Assume that M is relatively compact and that the condition
in the statement of the lemma is not satisfied. Then there exists some ε0 > 0 for
which there is no finite ε0-net of M. Choose x1 ∈ M. Then the set {x1} is not
an ε0-net of M. Consequently, ‖x2 − x1‖ ≥ ε0 for some x2 ∈ M. Consider the
set {x1, x2}. Again, this set is not an ε0-net of M. Thus, there exists x3 ∈ M such
that ‖x3 − xi‖ ≥ ε0 for i = 1, 2. Continuing in the same way, we construct by
induction a sequence {xn}∞n=1 such that ‖xm − xn‖ ≥ ε0 for m �= n. Thus, {xn}
cannot contain any Cauchy sequence. It follows that no convergent sequence can
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be extracted from {xn}. This is a contradiction to the relative compactness of M.
We conclude that for every ε > 0 there is a finite ε-net of M.

Sufficiency. We assume that M is an infinite set. If M is finite, our conclusion
is trivial. Suppose that for every ε > 0 there exists a finite ε-net of M, and consider
a strictly decreasing sequence {εn}, n = 1, 2, . . . , of positive numbers such that
limn→∞ εn = 0. Then, for each n = 1, 2, . . . , there exists a finite εn-net of M. We
construct open balls with centers at the points of the ε1-net and radii equal to ε1,
and we observe that every point of M belongs to one of these balls.

Now, let {xn}∞n=1 be a sequence in M. Obviously, there exists a subsequence of
{xn}, say {x′n}, which belongs to one of these ε1-balls. Let B(y1) be this ball with
center at y1. Now, consider the ε2-net of M. The sequence {x′n} has a subsequence
{x′′n }, n = 1, 2, . . . , which is contained in some ε2-ball. We call this ball B(y2) (with
center at y2). Continuing in the same way, we obtain by induction a sequence
of balls {B(yn)}∞n=1 with centers at the points yn, radii equal to εn, and with the
following property: the intersection of any finite number of such balls contains a
subsequence of {xn}. Thus, we may choose a subsequence {xnk} of {xn} as follows:

xn1 ∈ B
(
y1
)
, xn2 ∈ B

(
y2
)∩ B

(
y1
)
, . . . , xnj ∈

j⋂
i=1

B
(
yi
)

(2.15)

with nj > nj−1 > · · · > n1. Since xnj , xnk ∈ B(yk) for j ≥ k, we must have

∥∥xnj − xnk
∥∥ ≤ ∥∥xnj − yk

∥∥ +
∥∥yk − xnk

∥∥ < 2εk. (2.16)

This implies easily that {xnj} is a Cauchy sequence and, since X is complete, it
converges to a point in X . This completes the proof. �

Proof of Theorem 2.5. Necessity. It suffices to give the proof for n = 1. We
assume that M is relatively compact. Lemma 2.7 implies the existence of a finite
ε-net of M for any ε > 0. Let x1(t), x2(t), . . . , xn(t), t ∈ [a, b], be the functions of
such an ε-net. For every x ∈ M there exists xk(t) for which ‖x − xk‖∞ < ε. This
implies that

∣∣x(t)
∣∣ ≤ ∣∣xk(t)

∣∣ +
∣∣x(t)− xk(t)

∣∣
≤ ∥∥xk∥∥∞ +

∥∥x − xk
∥∥∞

<
∥∥xk∥∥∞ + ε.

(2.17)

Choose K = maxk{‖xk‖∞} + ε. Thus, M is bounded.
Since each function xk(t) is uniformly continuous on [a, b], there exists

δk(ε) > 0, k = 1, 2, . . . ,n, such that

∣∣xk(t1)− xk
(
t2
)∣∣ < ε for

∣∣t1 − t2
∣∣ < δk(ε). (2.18)
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Let δ = mink{δk}. Suppose that x ∈ M and let xj be a function of the ε-net for
which ‖x − xj‖∞ < ε. Then

∣∣x(t1)− x
(
t2
)∣∣ ≤ ∣∣x(t1)− xj

(
t1
)∣∣ +

∣∣xj(t1)− xj
(
t2
)∣∣ +

∣∣xj(t2)− x
(
t2
)∣∣

≤ ∥∥x − xj
∥∥∞ +

∣∣xj(t1)− xj
(
t2
)∣∣ +

∥∥x − xj
∥∥∞

< ε + ε + ε = 3ε
(2.19)

for all t1, t2 ∈ [a, b] with |t1 − t2| < δ(ε). It follows that M is equicontinuous.
Sufficiency. Fix ε > 0 and pick δ = δ(ε) > 0 from the condition of equiconti-

nuity. We are going to show the existence of a finite ε-net of M. Divide [a, b] into
subintervals [tk−1, tk], k = 1, 2, . . . ,n, with t0 = a, tn = b and tk − tk−1 < δ. Define
a family P of polygons on [a, b] as follows: the function f : [a, b] → [−K ,K] be-
longs to P if and only if f is a line segment on [tk−1, tk], for k = 1, 2, . . . ,n, and f is
continuous. This implies that if f ∈ P, its vertices (endpoints of its line segments)
can appear only at the points (tk, f (tk)), k = 0, 1, . . . ,n. It is easy to see that P is a
compact set in C1[a, b]. We show that P is a compact ε-net of M. To this end, let
t ∈ [a, b]. Then t ∈ [t j−1, t j] for some j = 1, 2, . . . ,n. Let Mj and mj be the max-
imum and the minimum values of x ∈ M on [t j−1, t j], respectively. Assume that
x̄0 : [a, b] → [−K ,K] is a polygon in P such that x̄0(tk) = x(tk), k = 0, 1, 2, . . . ,n.
Then we have

mj ≤ x(t) ≤Mj , mj ≤ x̄0(t) ≤Mj (2.20)

for all t ∈ [t j−1, t j]. This yields

∣∣x(t)− x̄0(t)
∣∣ ≤Mj −mj < ε, t ∈ [

t j−1, t j
]
, (2.21)

which shows that P is an ε-net of the set M. It is easy to check now that since P
itself has a finite ε-net, say N , the same set N will be a finite 2ε-net of M. This ends
the proof. �

The following two examples contain relatively compact subsets of functions
in Cn[a, b].

Example 2.8. Let M ⊂ C1
n[a, b]. Assume that K and L are two positive con-

stants such that, every x ∈M satisfies the following properties:

(i) ‖x(t)‖ ≤ K , t ∈ [a, b];
(ii) ‖x′(t)‖ ≤ L, t ∈ [a, b].

Then M is a relatively compact subset of Cn[a, b]. In fact, the equicontinuity of M
follows from the mean value theorem for scalar-valued functions or from Exercise
1.10.
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Example 2.9. Consider the operator T of Example 1.32. Let M ⊂ Cn[a, b] be
such that, there exists L > 0 with the property

‖x‖∞ ≤ L ∀x ∈M. (2.22)

Then the set S = {Tu : u ∈M} is a relatively compact subset of Cn[a, b]. In fact, if

N = sup
t∈[a,b]

∫ b

a

∥∥K(t, s)
∥∥ds, (2.23)

then ‖ f ‖∞ ≤ LN for any f ∈ S. Moreover, for f = Tx we have

∥∥ f (t1)− f
(
t2
)∥∥ = ∥∥∥∥∫ b

a

[
K
(
t1, s

)− K
(
t2, s

)]
x(s)ds

∥∥∥∥
≤ L

∫ b

a

∥∥K(t1, s
)− K

(
t2, s

)∥∥ds.
(2.24)

This implies easily the equicontinuity of S.

We now give an example of a bounded sequence in C1(R+) which is not equi-
continuous.

Example 2.10. The sequence { fn(t)}∞n=1 with

fn(t) = sinnt, t ≥ 0, n = 1, 2, . . . , (2.25)

does not have any pointwise convergent subsequence on R+. Thus, it cannot be
equicontinuous on R+.

The next two definitions are needed in the statement of the Schauder-
Tychonov theorem.

Definition 2.11. Let X be a Banach space and M a subset of X . Then M is
called convex if λx + (1− λ)y ∈M for all x, y ∈M and all λ ∈ [0, 1].

Definition 2.12. LetX ,Y be Banach spaces andM a subset ofX . An operator
T : M → Y is called compact if it is continuous and maps bounded subsets of M
onto relatively compact subsets of Y .

Theorem 2.13 (Schauder-Tychonov). Let X be a Banach space. Let M ⊂ X be
closed, convex, and bounded. Assume that T : M →M is compact. The T has a fixed
point in M.

For a proof of this theorem the reader is referred to Theorem 9.32 in Chap-
ter 9. It should be noted here that the fixed point of T in the above theorem is
not necessarily unique. In the proof of the contraction mapping principle we saw
that the unique fixed point of a contraction operator T can be approximated by
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the terms of a sequence {xn}∞n=0 with xj = Txj−1, j = 1, 2, . . . . Unfortunately, no
general approximation methods are known for fixed points of operators T as in
Theorem 2.13.

We give below an application of the Schauder-Tychonov theorem.

Example 2.14. Consider the operator T : Cn[a, b] → Cn[a, b] defined by

(Tx)(t) = f (t) +
∫ b

a
K(t, s)x(s)ds, (2.26)

where f ∈ Cn[a, b] is fixed and K : [a, b]× [a, b] →Mn is continuous. It is easy to
show, as in Examples 1.32 and 2.9, that T is continuous on Cn[a, b] and that every
bounded set M ⊂ Cn[a, b] is mapped by T onto the set TM which is relatively
compact. Thus, T is compact. Now, let

M = {
u ∈ Cn[a, b] : ‖u‖∞ ≤ L

}
, (2.27)

where L is a positive constant. Moreover, assume that K + LN ≤ L, where

K = ‖ f ‖∞, N = sup
t∈[a,b]

∫ b

a

∥∥K(t, s)
∥∥ds. (2.28)

Then M is a closed, convex, and bounded subset of Cn[a, b] with TM ⊂ M. By
the Schauder-Tychonov theorem, there exists at least one x0 ∈ Cn[a, b] such that
x0 = Tx0. For this x0 we have

x0(t) = f (t) +
∫ b

a
K(t, s)x0(s)ds, t ∈ [a, b]. (2.29)

Corollary 2.15 (Brouwer). Let x0∈Rn and r > 0 be fixed. Let f : Br(x0)→
Br(x0) be continuous. Then f has a fixed point in Br(x0).

Proof. This is a trivial consequence of Theorem 2.13, because every contin-
uous function f : Br(x0) → Br(x0) is compact. �

3. THE LERAY-SCHAUDER THEOREM

Theorem 2.16 (Leray-Schauder). Let X be a Banach space and consider the
operator S : [0, 1]× X → X and the equation

x − S(t, x) = 0 (2.30)

under the following hypotheses:

(i) S(t, ·) is compact for all t ∈ [0, 1]. Moreover, for every bounded set M ⊂ X
and every ε > 0 there exists δ(ε,M) > 0 such that, ‖S(t1, x)−S(t2, x)‖ < ε
for every t1, t2 ∈ [0, 1] with |t1 − t2| < δ(ε,M) and every x ∈M;
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(ii) S(t0, x) = 0 for some t0 ∈ [0, 1] and every x ∈ X ;
(iii) there exists a constant K > 0 such that ‖xt‖ ≤ K for every solution xt

of (2.30).

Then equation (2.30) has a solution for every t ∈ [0, 1].

The operator S in the above theorem is what we call a homotopy of compact
operators in Chapter 9. The main difficulty in applying the Leray-Schauder theo-
rem lies in the verification of the uniform boundedness of the solutions (condition
(iii)). The reader should bear in mind that obtaining a priori bounds of the solu-
tions of ordinary and partial differential equations can be a painstaking process.

As an easy application of Theorem 2.16, we provide an example in Rn.

Example 2.17. Let F : Rn → Rn be continuous and such that〈
F(x), x

〉 ≤ ‖x‖2 whenever ‖x‖ > r, (2.31)

where r is a positive constant. Then F has at least one fixed point in the ball Br(0).

Proof. We consider the equation

(1 + ε)x − tF(x) = 0 (2.32)

with t ∈ [0, 1], ε > 0. Since every continuous function F : Rn → Rn is compact,
the assumptions of Theorem 2.16 will be satisfied for (2.32), with S(t, x) ≡ [t/(1 +
ε)]F(x), if we show that all possible solutions of x − S(t, x) (or (2.32)) are in the
ball Br(0). Indeed, let x̄t be a solution of (2.32) such that ‖x̄t‖ > r. Then〈

tF
(
x̄t
)− (1 + ε)x̄t, x̄t

〉 = 0 (2.33)

or 〈
tF
(
x̄t
)
, x̄t

〉 = (1 + ε)
〈
x̄t, x̄t

〉 = (1 + ε)
∥∥x̄t∥∥2

. (2.34)

This implies

〈
F
(
x̄t
)
, x̄t

〉 ≥ (1 + ε)
∥∥x̄t∥∥2

, (2.35)

which is a contradiction to (2.31).
Theorem 2.16 implies that for t = 1 and every ε > 0, equation (2.32) has a

solution xε, such that ‖xε‖ ≤ r. Let εm = 1/m, m = 1, 2, . . . , and xm = xεm . Since
the sequence {xm} is bounded (‖xm‖ ≤ r), it contains a convergent subsequence,
say, {xm,k}. Let xm,k → x0 ∈ Br(0) as k →∞. We have(

1 +
1
mk

)
xm,k − F

(
xm,k

) = 0, k = 1, 2, . . . , (2.36)

which, by the continuity of F, gives F(x0) = x0. �
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4. THE INVERSE FUNCTION THEOREM

The inverse function theorem is an important tool in the theory of differential
equations. It ensures the existence of solutions x of the equation Tx = y under
certain differentiability properties of the operator T . Although T is not explicitly
assumed to be a contraction operator, the Banach contraction principle (Theo-
rem 2.1) plays an important role in the proof of this result (Theorem 2.27). This
section is also a good introduction to the properties of the Fréchet derivative of a
nonlinear mapping.

We start with the definition of the Fréchet derivative.

Definition 2.18. Let X , Y be Banach spaces and S an open subset of X . Let
f : S→ Y , u ∈ S be such that

f (u + h)− f (u) = f ′(u)h + w(u,h) (2.37)

for every h ∈ X with u + h ∈ S, where f ′(u) : X → Y is a linear operator and

lim
‖h‖→0

∥∥w(u,h)
∥∥

‖h‖ = 0. (2.38)

Then f ′(u)h is the Fréchet differential of f at u with increment h, the operator f ′(u)
is the Fréchet derivative of f at u (see Theorem 2.19 for the uniqueness of f ′(u)),
and f is called Fréchet differentiable at u. If f is Fréchet differentiable at every u in
an open set S, we say that f is Fréchet differentiable on S.

We should note here that the magnitude of the open set S plays no role in the
above definition. All that is needed here is that equation (2.37) be satisfied for all
h is a small neighborhood of zero.

The uniqueness of the Fréchet derivative is covered by the following theorem.

Theorem 2.19 (uniqueness of the Fréchet derivative). Let f : S→ Y be given,
where S is an open subset of the Banach space X and Y is another Banach space.
Suppose further that f is Fréchet differentiable at u ∈ S. Then the Fréchet derivative
of f at u is unique.

Proof. Suppose that D1(u), D2(u) are Fréchet derivatives of f at u with re-
mainders w1(u,h), w2(u,h), respectively. Then

D1(u)h + w1(u,h) = D2(u)h + w2(u,h) (2.39)

for every h ∈ X with u + h ∈ S1, where S1 is an open subset of S containing u. It
follows that, for h �= 0,∥∥D1(u)h−D2(u)h

∥∥
‖h‖ =

∥∥w1(u,h)−w2(u,h)
∥∥

‖h‖

≤
∥∥w1(u,h)

∥∥
‖h‖ +

∥∥w2(u,h)
∥∥

‖h‖ .

(2.40)
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The last two terms of (2.40) tend to zero as ‖h‖ → 0. Let

Tx = [
D1(u)−D2(u)

]
x, x ∈ X. (2.41)

Then T is a linear operator on X such that

lim
‖x‖→0

‖Tx‖
‖x‖ = 0. (2.42)

Thus, given ε > 0 there exists δ(ε) > 0 such that ‖Tx‖/‖x‖ < ε for every x ∈ X
with ‖x‖ ∈ (0, δ(ε)). Given y ∈ X with y �= 0, let x = δ(ε)y/(2‖y‖). Then
‖x‖ < δ(ε) and ‖Tx‖/‖x‖ < ε, or ‖Ty‖ < ε‖y‖. Since ε is arbitrary, we obtain
Ty = 0 for every y ∈ X . We conclude that D1(u) = D2(u). �

The boundedness of the Fréchet derivative f ′(u) is equivalent to the continu-
ity of f at u. This is the content of the next theorem.

Theorem 2.20. Let f : S → Y be given, where S is an open subset of a Banach
space X and Y is another Banach space. Let f be Fréchet differentiable at u ∈ S. Then
f is continuous at u if and only if f ′(u) is a bounded linear operator.

Proof. Let f be continuous at u ∈ S. Then for each ε > 0 there exists δ(ε) ∈
(0, 1) such that

∥∥ f (u + h)− f (u)
∥∥ <

ε
2

,

∥∥ f (u + h)− f (u)− f ′(u)h
∥∥ <

(
ε
2

)
‖h‖ < ε

2

(2.43)

for all h ∈ X with u + h ∈ S and ‖h‖ ∈ (0, δ(ε)). Therefore,

∥∥ f ′(u)h
∥∥ <

(
ε
2

)
+
∥∥ f (u + h)− f (u)

∥∥ < ε (2.44)

for ‖h‖ ∈ (0, δ(ε)), u + h ∈ S, implies that the linear operator f ′(u) is con-
tinuous at the point 0. Exercise 1.4 says the f ′(u) is continuous on X . Thus,
f ′(u) is bounded by Theorem 1.19. The converse is left as an exercise (see Ex-
ercise 2.15). �

Theorems 2.22, 2.23, and 2.24 establish further important properties of
Fréchet derivatives. They are presented here in order to provide a better under-
standing of Fréchet differentiation. We denote by X∗ the space of all continuous
linear functionals on the Banach space X , that is, the space of all bounded linear
operators x∗ : X → R. The term continuously Fréchet differentiable, referring to a
function f and a point x0 in its domain S, means that the function f has a Fréchet
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derivative f ′(x0) which is continuous at x0 with the range of f ′(x0) associated with
the bounded operator topology, that is, given ε > 0 there exists δ(ε) > 0 such that∥∥ f ′(x)− f ′

(
x0
)∥∥ ≤ ε (2.45)

for every x ∈ S with ‖x− x0‖ ≤ δ(ε). If f is continuously Fréchet differentiable at
x0 as above, then ∥∥( f ′(x)− f ′

(
x0
))
h
∥∥ ≤ ε‖h‖ (2.46)

for every x ∈ S with ‖x−x0‖ ≤ δ(ε) and every h ∈ X . Naturally, the assumption of
the continuity of the Fréchet derivative of f at x0 implies that the Fréchet derivative
f ′(x0) is a bounded linear operator. This fact implies, by Theorem 2.20, that f is
continuous at x0. The term continuously Fréchet differentiable on a set S is defined
accordingly. This term is used in Theorems 2.23, 2.24, and 2.27.

Lemma 2.21. Let X be a Banach space. Then for each x ∈ X with x �= 0 there
exists x∗ ∈ X∗ such that x∗(x) = ‖x‖ and ‖x∗‖ = 1.

For a proof of this lemma the reader is referred to [42, page 161] (see also
Exercise 1.9 for X = Rn). For x, y in the Banach space X , with x �= y, we denote
by [x, y] the line segment {tx + (1− t)y; t ∈ [0, 1]}.

Theorem 2.22 (mean value theorem for real-valued functions). Let X be a
Banach space and let S be an open subset of X . Assume further that f : S → R is
Fréchet differentiable on [x, x + h] ⊂ S, where x is a point in S and h �= 0 a point in
X . Then there exists a number θ ∈ (0, 1) such that

f (x + h)− f (x) = f ′(x + θh)h. (2.47)

Proof. Consider the function g(t) = f (x+ th), t ∈ [0, 1]. It is easy to see that
g is continuous on [0, 1], differentiable on (0, 1), and g′(t) = f ′(x+th)h. Applying
the mean value theorem for real-valued functions of a real variable, we obtain

g(1)− g(0) = g′(θ), (2.48)

for some θ ∈ (0, 1). We have

f (x + h)− f (x) = f ′(x + θh)h. (2.49)
�

Theorem 2.23 (mean value theorem in Banach spaces). Let X , Y be Banach
spaces and S an open subset of X . Let f : S→ Y be continuously Fréchet differentiable
on [x, x + h] ⊂ S. Then∥∥ f (x + h)− f (x)

∥∥ ≤ sup
θ∈(0,1)

{∥∥ f ′(x + θh)
∥∥}‖h‖. (2.50)
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Proof. Let y∗ ∈ Y∗ be such that

y∗
(
f (x + h)− f (x)

) = ∥∥ f (x + h)− f (x)
∥∥,

∥∥y∗∥∥ = 1. (2.51)

Such a functional exists by Lemma 2.21. Applying Theorem 2.22 to the function
g(x) = y∗( f (x)), we obtain

g(x + h)− g(x) = y∗
(
f (x + h)

)− y∗
(
f (x)

)
= y∗

(
f (x + h)− f (x)

) = g′(x + θh)h,
(2.52)

where θ = θ(y∗) ∈ (0, 1). However, g′(x+θh) = y∗( f ′(x+θh)) (cf. Exercise 2.6).
Thus, ∥∥ f (x + h)− f (x)

∥∥ = y∗
(
f ′(x + θh)

)
h

≤ ∥∥y∗∥∥∥∥ f ′(x + θh)
∥∥‖h‖

= ∥∥ f ′(x + θh)
∥∥‖h‖.

(2.53)

�
Theorem 2.24. Let X , Y be Banach spaces. Let S ⊂ X be open and x0 ∈ S.

Assume that f : S → Y is continuously Fréchet differentiable on S. Then for every
ε > 0 there exists δ(ε) > 0 such that∥∥w(x0,h

)∥∥ ≤ sup
u∈[x0,x0+h]

{∥∥ f ′(u)− f ′
(
x0
)∥∥}‖h‖ (2.54)

for all h ∈ X with ‖h‖ ≤ δ(ε), where w is the remainder in (2.37).

Proof. Consider the mapping g : x → f (x) − f ′(x0)x. We have g′(x) =
f ′(x) − f ′(x0). Given ε > 0, let δ(ε) > 0 be such that x0 + h ∈ S for all h ∈ X
with ‖h‖ ∈ (0, δ(ε)]. Applying the mean value theorem (Theorem 2.23) to the
function g, for such h, we obtain∥∥w(x0,h

)∥∥ = ∥∥g(x0 + h
)− g

(
x0
)∥∥

≤ sup
u∈[x0,x0+h]

{∥∥g′(u)
∥∥}‖h‖

= sup
u∈[x0,x0+h]

{∥∥ f ′(u)− f ′
(
x0
)∥∥}‖h‖

(2.55)

because[
x0, x0 + h

] = {
x ∈ S : x = θx0 + (1− θ)

(
x0 + h

)
for some θ ∈ [0, 1]

}
= {

x ∈ S : x = x0 + θh for some θ ∈ [0, 1]
}
.

(2.56)
�

The following result is a well-known theorem of linear functional analysis. It
is called the bounded inverse theorem (see Schechter [51, Theorem 4.11]).
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Lemma 2.25 (bounded inverse theorem). Let X , Y be Banach spaces and let
T : X → Y be linear, bounded, one-to-one, and onto. Then the inverse T−1 of T is a
bounded linear operator on Y .

The concept of local invertibility, which is the content of the inverse function
theorem, is the purpose of the next definition. In the rest of this chapter, Bα(u0)
denotes the open ball of a Banach space with center at u0 and radius α > 0.

Definition 2.26. Let S be an open subset of the Banach space X and let f
map S into the Banach space Y . Fix a point u0 ∈ S and let v0 = f (u0). Then f is
said to be locally invertible at u0 if there exist two numbers α > 0, β > 0 with the

following property: for every v ∈ Bβ(v0) ⊂ Y there exists a unique u ∈ Bα(u0) ⊂ S
such that f (u) = v.

We are now ready for the main result of this section.

Theorem 2.27 (inverse function theorem). Let X , Y be Banach spaces and
S an open subset of X . Let f : S → Y be continuously Fréchet differentiable on S.
Moreover, assume that the Fréchet derivative f ′(u0) is one-to-one and onto at some
point u0 ∈ S. Then the function f is locally invertible at u0.

Proof. We may assume that u0 = 0 and f (u0) = 0. If this is not true, we can

consider instead the mapping f̃ (u) ≡ f (u + u0) − f (u0) on the set S̃ = S − u0 =
{u− u0;u ∈ S}. We have that S̃ is open, 0 ∈ S̃, f̃ (0) = 0, and f̃ ′(0) = f ′(u0).

Let D = f ′(0). Then the operator D−1 exists on all of Y and is bounded
(Lemma 2.25). Thus, the equation f (u) = v is equivalent to the equation
D−1 f (u) = D−1v. Fix v ∈ Y and define the operator U : S→ X as follows:

Uu = u + D−1[v − f (u)
]
, u ∈ S. (2.57)

Obviously, the fixed points of U are solutions of the equation f (u) = v. By a
suitable choice of v, we show that there exists a closed ball inside S with center at
0 on which U is a contraction operator. To this end, we Fréchet-differentiate U to
obtain

U ′(u) = I −D−1 f ′(u) = D−1[ f ′(0)− f ′(u)
]
, u ∈ S (2.58)

(see Exercise 2.6). Since f ′(u) is continuous in u, given ε ∈ (0, 1) there exists
α = α(ε) > 0 such that ‖U ′(u)‖ ≤ ε for all u ∈ S with ‖u‖ ≤ α. Fix such an ε and
choose α so that Bα(0) ⊂ S. By Theorem 2.23, we also have∥∥Uu1 −Uu2

∥∥ = ∥∥U(u2 +
(
u1 − u2

))−Uu2
∥∥

≤ sup
θ∈(0,1)

∥∥U ′(u2 + θ
(
u1 − u2

)∥∥∥∥u1 − u2
∥∥

≤ ε∥∥u1 − u2
∥∥

(2.59)
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for all u1,u2 ∈ Bα(0), because u2 + θ(u1 − u2) = θu1 + (1 − θ)u2 ∈ Bα(0) for all
θ ∈ (0, 1). Let

β = (1− ε)α∥∥D−1
∥∥ (2.60)

and ‖v‖ ≤ β. Then

‖Uu‖ ≤ ∥∥Uu−U(0)
∥∥ +

∥∥U(0)
∥∥

≤ ε‖u‖ +
∥∥D−1

∥∥‖v‖
≤ εα +

[
(1− ε)α∥∥D−1

∥∥
]∥∥D−1

∥∥
= α

(2.61)

whenever ‖u‖ ≤ α. It follows that, for v ∈ Bβ(0), the operator U maps the closed
ball Bα(0) into itself. By the Banach contraction principle, U has a unique fixed
point in Bα(0). We have shown that f is locally invertible, that is, for every v ∈
Bβ(0) there exists a unique u ∈ Bα(0) such that f (u) = v. �

In the following example we find the Fréchet derivative of a large class of func-
tions which are important for the applications of the inverse function theorem to
differential equations.

Example 2.28. Let J = [a, b] and let Br(0) be the open ball of Cn(J) with
center at 0 and radius r > 0. We consider a continuous function F : J×Br(0) → Rn

and the operator U : Br(0) → Cn(J) defined as follows:

(Ux)(t) = F
(
t, x(t)

)
, t ∈ J , x ∈ Br(0). (2.62)

We note first that U is continuous on Br(0). In fact, since F is uniformly continu-
ous on the compact set J × Br(0), for every ε > 0 there exists δ(ε) > 0 such that

∥∥F(t,u)− F(t, v)
∥∥ < ε (2.63)

for every u, v ∈ Br(0) with ‖u− v‖ < δ(ε) and every t ∈ J . This implies that

‖Ux −Uy‖∞ < ε (2.64)

whenever x, y ∈ Br(0) with ‖x − y‖∞ < δ(ε). In order to compute the Fréchet
derivative of U , we assume that the Jacobian matrix

Fx(t,u) =
[
∂Fi
∂xj

(t,u)
]

, i, j,= 1, 2, . . . ,n, (2.65)
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exists and is continuous on J × Br(0). Then, given a function x0 ∈ Br1 (0) (where
r1 ∈ (0, r)), we have that x0 + h ∈ Br1 (0) for all sufficiently small h ∈ Cn(J). For
such functions h we have∥∥U(x0 + h

)−Ux0 − Fx
(·, x0(·))h(·)∥∥∞

= sup
t∈J

∥∥F(t, x0(t) + h(t)
)− F

(
t, x0(t)

)− Fx
(
t, x0(t)

)
h(t)

∥∥
≤ sup

t∈J

{∥∥∥∥[ ∂Fi∂xj

(
t, x0(t) + θi(t)h(t)

)]n
i, j=1

− Fx
(
t, x0(t)

)∥∥∥∥}‖h‖∞,

(2.66)

where the functions θi(t), i = 1, 2, . . . ,n, are lying in the interval (0, 1). Here, we
have used the mean value theorem for real functions on Br(0) as follows:

Fi
(
t, x0(t) + h(t)

)− Fi
(
t, x0(t)

) = 〈∇Fi(t, zi(t)),h(t)
〉

, i = 1, 2, . . . ,n, (2.67)

where zi(t) = x0(t) + θi(t)h(t). From the uniform continuity of the functions
∇Fi(t,u), i = 1, 2, . . . ,n, on J ×Br1 (0) and (2.66), it follows that the Fréchet deriv-
ative U ′(x0) exists and is a bounded linear operator given by the formula

[
U ′(x0

)
h
]
(t) = Fx

(
t, x0(t)

)
h(t) (2.68)

for every h ∈ Cn(J) and every t ∈ J .

EXERCISES

2.1. Let f ∈ C1
1(R) be such that f (0) = 0 and f ′(0) = 0. Show that there

exists a q > 0 such that f : [−q, q] → [−q, q] and f is a contraction mapping on
[−q, q]. Can you generalize this to the case of functions f : Rn → Rn which are
continuously differentiable on Rn?

2.2. Consider the operator T with

(Tx)(t) = f (t) + y(t)
∫∞
t
e3sx(s)ds, t ∈ R+, (2.69)

where y ∈ C1(R+) satisfies

sup
t∈R+

{
e4t
∣∣y(t)

∣∣} < 1. (2.70)

and f ∈ C1(R+). Obviously, T is not well defined for all x ∈ C1(R+). We consider
the “weighted” norm

‖x‖e = sup
t∈R+

{
e4t
∣∣x(t)

∣∣} (2.71)
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and the space

Ce =
{
u ∈ C1

(
R+

)
: ‖u‖e < +∞} (2.72)

associated with this norm. Show that Ce is a Banach space. Using the contraction
mapping principle, show that for every f ∈ Ce the operator T has a unique fixed
point in Ce.

2.3. Let X , Y , Z be Banach spaces. Let T : X → Y , U : Y → Z be compact.
Show that the operator UT : X → Z is compact. Here, UT is the composition of
U and T .

2.4. Let X be a Banach space and S0 : X → X a compact operator. Let

∥∥S0x
∥∥ ≤ λ‖x‖ + m, (2.73)

where λ < 1, m are positive constants. Show that S0 has at least one fixed point in
X . Hint. Apply the Leray-Schauder Theorem to the operator S(x,µ) = µS0x, µ ∈
[0, 1]. Actually, here we may also apply the Schauder-Tychonov theorem. (How?)

2.5. Let M ⊂ Cl
n have the following properties:

(i) for every ε > 0 there exists δ(ε) > 0 such that

∥∥ f (t)− f (t′)
∥∥ < ε (2.74)

for every t, t′ ∈ R+ with |t − t′| < δ(ε) and every f ∈M;
(ii) there exists a constant L > 0 such that ‖ f ‖∞ ≤ L for every f ∈M;

(iii) let l f denote the limit of f (t) as t → +∞. Then for every ε > 0 there
exists Q(ε) > 0 such that

∥∥ f (t)− l f
∥∥ < ε ∀t > Q(ε), f ∈M. (2.75)

Show that M is relatively compact.

Hint. Consider the mapping T : Cl
n → Cn[0, 1] such that g = T f with

g(t) =
 f

(
t

1− t

)
, t ∈ [0, 1),

l f , t = 1.
(2.76)

2.6. Let X , Y be Banach spaces and S an open subset of X . Let T : X → Y
be a bounded linear operator and let f : S → X have Fréchet derivative f ′(u0) at
u0 ∈ S. Show that T f : S→ Y is Fréchet differentiable at u0 with Fréchet derivative

(T f )′
(
u0
) = T

(
f ′
(
u0
))
. (2.77)
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2.7. Consider the operator T : C1[0, 1] → C1[0, 1] defined by

(Tx)(t) =
∫ t

0

[
1− x2(s)

]1/3
ds. (2.78)

Show that T has a fixed point.

2.8. Let the operator T be defined on C1(R+) as follows:

(Tx)(t) = f (t) +
(

1
2

)∫ t

0
e−s sin

(
x(s)

)
ds. (2.79)

Here, f ∈ C1(R+) is a given function. Show that T has a unique fixed point in
C1(R+).

2.9. Let F : Rn → Rn be continuous and such that

∥∥F(x)
∥∥ ≤ ‖x‖ whenever ‖x‖ > r, (2.80)

where r is a positive constant. Show that F has a fixed point in the ball Br(0).

2.10. Let T : C3[a, b] → C1[a, b] be defined as follows:

(Tx)(t) = x2
1(t) + sin

(
x2(t)

)− x1(t) exp
{
x3(t)

}
, t ∈ [a, b], (2.81)

where x(t) ≡ (x1(t), x2(t), x3(t)). Find a formula for the Fréchet derivative T′(x0)
at any x0 ∈ C3[0, 1].

2.11. Let X , Y be Banach spaces and let f : X → Y be compact and Fréchet
differentiable at x0 ∈ X . Show that f ′(x0) : X → Y is a compact linear operator.
Hint. Assume that the conclusion is false. Then, for some ε > 0 and some {xn} ⊂ X
with ‖xn‖ = 1,

∥∥ f ′(x0
)
xn − f ′

(
x0
)
xm
∥∥ > 3ε, n �= m. (2.82)

Show that, for some δ > 0 such that ‖w(x0,h)‖ ≤ ε‖h‖ for all h ∈ Bδ(0), we have

∥∥ f (x0 + δxm
)− f

(
x0 + δxn

)∥∥ > δε, m �= n, (2.83)

which contradicts the compactness of f .

2.12. Let S be an open subset of a Banach space X with norm ‖ · ‖. Let f :
S → X have Fréchet derivative f ′(u0) at some point u0 ∈ S. Show that if ‖ · ‖a is
another norm of X , equivalent to ‖ ·‖, then the Fréchet derivative of f w.r.t. ‖ ·‖a
at u0 is also f ′(u0).



EXERCISES 39

2.13. Let the operator T be defined as follows:

(Tx)(t) = f (t) +
∫ t

a
K(t, s)F

(
s, x(s)

)
ds, (2.84)

where f ∈ C1[a, b] and K : [a, b]× [a, b] → R, F : [a, b]×R→ R are continuous.
Provide further conditions so that the Fréchet derivative of T exists on C1[a, b],
and obtain a formula for it.

2.14. In the setting of Theorem 2.27, show that there exist open neighbor-
hoods N(u0) and N(v0) such that f maps N(u0) homeomorphically onto N(v0).

2.15. In the setting of Theorem 2.20, prove that if f ′(u) is a bounded linear
operator, then f is continuous at u.

2.16. Show that there is a unique function x ∈ C1(R+) such that

x(t) + sin
(
0.4x(t)

)
+ tan−1 (0.5x(t)

) = e−t, t ∈ R+. (2.85)

2.17 (directional derivative). Let X , Y be Banach spaces and let S be an open
subset of X . Fix x0 ∈ S, h ∈ X . We say that f : S → Y has a directional derivative
at x0 in the direction h, if the limit

lim
t→0

f
(
x0 + th

)− f
(
x0
)

t
(2.86)

exists. This limit is called the directional derivative of f at x0 and is denoted by
Dh f (x0). In general, the operator Dh f (x) is neither linear nor continuous w.r.t.
the variable h. Show that if the Fréchet derivative f ′(x0) exists, then Dh f (x0) exists
in every direction h and Dh f (x0) = f ′(x0)h.

2.18 (Gâteaux derivative). In the setting of Exercise 2.17, if there exists a
bounded linear operator f ′(x0) : X → Y such that Dh f (x0) = f ′(x0)h, we say that
f is Gâteaux differentiable at x0 and we call the operator f ′(x0) the Gâteaux deriv-
ative of f at x0. Show that if the Gâteaux derivative f ′(x) of f exists on a neighbor-
hood N(x0) of the point x0 ∈ S and is continuous at x0 (‖ f ′(x)− f ′(x0)‖ → 0 as
x → x0), then the Fréchet derivative also exists at x0 and equals f ′(x0). Hint. Let the
Gâteaux derivative f ′(x) exist on N(x0) and be continuous at x0. Let [x0, x0 +h] ⊂
S. Let y∗ ∈ Y∗ and g(t) = y∗( f (x0+th)), t ∈ [0, 1]. Then g′(t) = y∗( f ′(x0+th)h)
and g′(t̃) = g(1)− g(0). Thus,

y∗
(
f
(
x0 + h

)− f
(
x0
)) = y∗

(
f ′
(
x0 + t̃h

)
h
)
. (2.87)

Add −y∗( f ′(x0)h) above to get

y∗
(
f
(
x0 + h

)− f
(
x0
)− f ′

(
x0
)
h
) = y∗

((
f ′
(
x0 + t̃h

)− f ′
(
x0
))
h
)
. (2.88)



40 FIXED POINT THEOREMS; THE INVERSE FUNCTION THEOREM

Picking a more appropriate functional y∗, as in Lemma 2.21, show that

∥∥ f (x0 + h
)− f

(
x0
)− f ′

(
x0
)
h
∥∥ ≤ ∥∥ f ′(x0 + t̃h

)− f ′
(
x0
)∥∥‖h‖. (2.89)

Use the continuity of f ′ at x0 to show that for every ε > 0 there exists δ(ε) > 0
such that ∥∥ f (x0 + h

)− f
(
x0
)− f ′

(
x0
)
h
∥∥

‖h‖ < ε (2.90)

for ‖h‖ ∈ (0, δ(ε)).

2.19 (zero Fréchet derivative). Assume that X , Y are Banach spaces and that
S ⊂ X is open and connected. Let f : S → Y be Fréchet differentiable on S. Show
that if f ′(x) = 0 on S, then f is constant on S. Hint. Fix x0 ∈ S and consider the
set

M = {
x ∈ S; f (x) = f

(
x0
)}
. (2.91)

Show that M is closed in S, and then show that M is open in S. To do the latter,
pick a point x̃0 ∈ M and a ball Br(x̃0) ⊂ S. Using the Mean Value Theorem on an
appropriate line segment [x̃0, x̃0 +h], conclude that Br(x̃0) ⊂M, for all sufficiently
small r > 0. Since S is connected, the only subsets of S which are both open and
closed in S are the empty set and S itself. Thus, M = S.

2.20. Which theorems on the Fréchet derivative (in Section 4 above) are ac-
tually true in any normed spaces X , Y ?



CHAPTER 3

EXISTENCE AND UNIQUENESS; CONTINUATION;
BASIC THEORY OF LINEAR SYSTEMS

In this chapter, we study systems of the form

x′ = F(t, x), (3.1)

where F : J ×M → Rn is continuous. Here, J is an interval of R and M is a subset
of Rn.

In Section 1, we state and prove the fundamental theorem of Peano. This the-
orem ensures the existence of local solutions of (3.1) under the mere assump-
tion of continuity of F. The uniqueness of the local solution then follows from
an assumed Lipschitz condition on F. This is the Picard-Lindelöf theorem (Theo-
rem 3.2), which we prove by using the method of successive approximations as in
the scalar case.

In Section 2, we concern ourselves with the problem of continuation of solu-
tions of (3.1). Roughly speaking, we show that the boundedness of the solution
x(t), t ∈ [a, b), or the boundedness of the function F(t,u) on an appropriate sub-
set of Rn, implies the continuation of x(t) to the point b, that is, the existence of
an extension of x(t) to t = b which is still a solution of (3.1). A similar situation
exists for left end-points of existence of x(t).

Section 3 is devoted to the establishment of some elementary properties of
linear systems. These properties are used in later chapters in order to obtain further
information about such systems or perturbed linear systems.

1. EXISTENCE AND UNIQUENESS

Theorem 3.1 (Peano). Let (t0, x0) be a given point in R × Rn. Let J = [t0 −
a, t0 + a], D = {x ∈ Rn : ‖x − x0‖ ≤ b}, where a, b are positive numbers. For the
system (3.1) assume the following: F : J ×D → Rn is continuous with ‖F(t,u)‖ ≤ L,
(t,u) ∈ J × D, where L is a nonnegative constant. Then there exists a solution x(t)
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of (3.1) with the following property: x(t) is defined and satisfies (3.1) on S = {t ∈ J :
|t − t0| ≤ α} with α = min{a, b/L}. Moreover, x(t0) = x0 and ‖x(t) − x0‖ ≤ b for
all t ∈ [t0 − α, t0 + α].

Proof. If L = 0, then F(t,u) ≡ 0 and x(t) ≡ x0 is the only solution to the
problem. Hence, we assume that L �= 0. We apply the Schauder-Tychonov theorem
(Theorem 2.13). To this end, we consider first the operator

(Tu)(t) = x0 +
∫ t

t0
F
(
s,u(s)

)
ds, t ∈ J1, (3.2)

where J1 = [t0, t0 + α]. Let

D0 =
{
u ∈ Cn

(
J1
)

:
∥∥u− x0

∥∥∞ ≤ b
}
. (3.3)

We note that D0 is a closed and convex set. To show that T maps D0 into itself, let
u ∈ D0. Then

∥∥(Tu)(t)− x0
∥∥ ≤ ∫ t0+α

t0

∥∥F(s,u(s)
)∥∥ds ≤ αL ≤ b. (3.4)

Thus, TD0 ⊂ D0. To show that TD0 is equicontinuous, let u ∈ D0. Then

∥∥(Tu)
(
t1
)− (Tu)

(
t2
)∥∥ ≤ ∣∣∣∣∫ t2

t1

∥∥F(s,u(s)
)∥∥ds∣∣∣∣ ≤ L

∣∣t1 − t2
∣∣, t1, t2 ∈ J1.

(3.5)

According to Theorem 2.5, TD0 is relatively compact.
Given ε > 0, there exists δ(ε) > 0 such that u, v ∈ D0, ‖u− v‖∞ < δ(ε) imply

that ‖F(·,u(·))− F(·, v(·))‖∞ < ε. This follows from the uniform continuity of F
on the set D1 = [t0, t0+α]×{x ∈ Rn : ‖x−x0‖ ≤ b}. For the proof of the continuity
of T on D0, let un,u ∈ D0 be such that ‖un−u‖∞ → 0 as n→∞. Then given ε > 0,
there exists N(ε) > 0 with ‖un − u‖∞ < δ(ε) for n > N(ε). Thus, we easily obtain
‖Tun − Tu‖∞ < αε for n > N(ε). The Schauder-Tychonov theorem applies now
and ensures the existence of a fixed point of T , that is, a function u ∈ D0 such that
Tu = u or

u(t) = x0 +
∫ t

t0
F
(
s,u(s)

)
ds, t ∈ [

t0, t0 + α
]
. (3.6)

The same method can be applied to show the existence of a solution ū(t) of (3.6)
on the interval [t0 − α, t0]. Both functions u(t) and ū(t) satisfy (3.1) on their re-
spective domains. Now, consider the function

x(t) =
ū(t), t ∈ [

t0 − α, t0
]
,

u(t), t ∈ [
t0, t0 + α

]
.

(3.7)
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This function satisfies the equation

x(t) = x0 +
∫ t

t0
F
(
s, x(s)

)
ds, t ∈ J , (3.8)

and it is the desired solution to (3.1). �
The uniqueness of the above solution can be achieved by assuming a Lipschitz

condition on F w.r.t. its second variable. This is the content of Theorem 3.2.

Theorem 3.2 (Picard-Lindelöf ). Consider system (3.1) under the assumptions
of Theorem 3.1. Let F : J ×D → Rn satisfy the Lipschitz condition

∥∥F(t, x1
)− F

(
t, x2

)∥∥ ≤ k
∥∥x1 − x2

∥∥ (3.9)

for every (t, x1), (t, x2) ∈ J × D, where k is a positive constant. Then there exists a
unique solution x(t) satisfying the conclusion of Theorem 3.1.

Proof. We give a proof of the existence of x(t) which is independent of the
result in Theorem 3.1. The method employed here uses successive approximations
as in the scalar case. In fact, consider the sequence of functions

y0(t) = x0,

yn+1(t) = x0 +
∫ t

t0
F
(
s, yn(s)

)
ds, n = 0, 1, . . . ,

(3.10)

for t ∈ [t0, t0 + α]. Then it is easy to show that for n ≥ 1 we have∥∥yn(t)− x0
∥∥ ≤ b,

∥∥yn+1(t)− yn(t)
∥∥ ≤ Lkn

(
t − t0

)n+1

(n + 1)!
,

(3.11)

for every t ∈ [t0, t0 + α]. It follows that the series

x0 +
∞∑
n=0

[
yn+1(t)− yn(t)

]
, (3.12)

whose partial sum Sn equals yn, n = 1, 2, . . . , converges uniformly on [t0, t0 + α]
to a function y(t), t ∈ [t0, t0 + α]. In fact, this is a consequence of the Weierstrass
M-Test and the fact that the terms of the above series are bounded above by the
corresponding terms of the series

∥∥x0
∥∥ +

L

k

∞∑
n=0

(kα)n+1

(n + 1)!
, (3.13)
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which converges to the number ‖x0‖ + (L/k)(ekα − 1). This shows the uniform
convergence of {yn(t)} to y(t) as n→∞. This function y(t) satisfies

y(t) = x0 +
∫ t

t0
F
(
s, y(s)

)
ds, t ∈ [

t0, t0 + α
]
. (3.14)

Thus, y(t0) = x0, ‖y(t) − x0‖ ≤ b, t ∈ [t0, t0 + α], and y(t) satisfies (3.1) on
the above interval. This process can now be repeated on the interval [t0 − α, t0] to
obtain a solution ȳ(t) with the required properties on this interval. The function
x(t), t ∈ [t0 − α, t0 + α], which is identical to ȳ(t) on [t0 − α, t0], and y(t) on
[t0, t0 + α], is a solution on [t0 − α, t0 + α]. Now, let x1(t) be another solution
having the same properties as x(t). Then we can use the equation

x1(t) = x0 +
∫ t

t0
F
(
s, x1(s)

)
ds (3.15)

to obtain by induction that

∥∥yn(t)− x1(t)
∥∥ ≤ L

k

(kα)n+1

(n + 1)!
, t ∈ [

t0, t0 + α
]
. (3.16)

Taking limits as n→∞, we obtain x(t) = x1(t), t ∈ [t0, t0+α]. One argues similarly
on the interval [t0 − α, t0]. This completes the proof of the theorem. �

Remark 3.3. It is obvious that the interval J in Theorems 3.1 and 3.2 may be
replaced by one of the intervals [t0−α, t0] or [t0, t0 +α], in which case the solution
found to exist will be defined on [t0−α, t0] or [t0, t0 +α], respectively. We will refer
to Peano’s theorem in the sequel even in cases where our assumptions involve only
one of these two intervals.

By a solution of equation (3.1), we mean a continuously differentiable func-
tion x(t) which is defined on an interval J1 ⊂ J and satisfies (3.1) on J1.

The uniqueness part of Theorem 3.2 can be shown with the help of an in-
equality—Gronwall’s inequality. In Theorem 3.2 we gave a proof using successive
approximations in order to exhibit the method in Rn. This method actually goes
over to Banach spaces, where a continuous function F(t, x) does not necessarily
give rise to a compact integral operator as in the case of Theorem 3.1.

Gronwall’s inequality, which will be needed several times in the sequel, is con-
tained in the following lemma. Its proof is given as an exercise (see Exercise 3.1).

Lemma 3.4 (Gronwall’s inequality). Let u, g : [a, b] → R+ be continuous and
such that

u(t) ≤ K +
∫ t

a
g(s)u(s)ds, t ∈ [a, b], (3.17)
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where K is a nonnegative constant. Then

u(t) ≤ K exp
{∫ t

a
g(s)ds

}
, t ∈ [a, b]. (3.18)

2. CONTINUATION

In this section, we study the problem of continuation (or extendability) of the
solutions whose existence is ensured by Theorems 3.1 and 3.2. In what follows, a
domain is an open, connected set. We have the following definition.

Definition 3.5. A solution x(t), t ∈ [a, b), a < b < +∞, of system (3.1) is
said to be continuable to t = b, if there exists another solution x̄(t), t ∈ [a, c],
c ≥ b, of system (3.1) such that x̄(t) = x(t), t ∈ [a, b). A solution x(t), t ∈ [a, b),
a < b < +∞, of system (3.1) is said to be continuable to t = c (b < c < +∞), if it
is continuable to t = b, and whenever we assume that x(t) is a solution on [a,d),
for any d ∈ (b, c], we can show that x(t) is continuable to the point t = d. Such a
solution is continuable to +∞ if it is continuable to t = c for any c > b. Similarly
one defines continuation to the left.

The words “extendable” and “continuable” are interchangeable in the sequel.

Theorem 3.6. Suppose that D is a domain of R × Rn and that F : D → Rn is
continuous. Let (t0, x0) be a point in D and assume that system (3.1) has a solution
x(t) defined on a finite interval (a, b) with t0 ∈ (a, b) and (t, x(t)) ∈ D, t ∈ (a, b).
Then if F is bounded on D, the limits

x
(
a+) = lim

t→a+
x(t), x

(
b−
) = lim

t→b−
x(t) (3.19)

exist as finite vectors. If the point (a, x(a+)) ((b, x(b−))) is in D, then x(t) is continu-
able to t = a (t = b).

Proof. In order to show that the first limit in (3.19) exists, we first note that

x(t) = x0 +
∫ t

t0
F
(
s, x(s)

)
ds, t ∈ (a, b). (3.20)

Let ‖F(t, x)‖ ≤ L for (t, x) ∈ D, where L is a positive constant. Then if t1, t2 ∈
(a, b), we see that

∥∥x(t1)− x
(
t2
)∥∥ ≤ ∣∣∣∣∫ t2

t1

∥∥F(s, x(s)
)∥∥ds∣∣∣∣ ≤ L

∣∣t1 − t2
∣∣. (3.21)

Thus, x(t1)− x(t2) converges to zero as t1 and t2 converge to the point t = a from
the right. Applying the Cauchy criterion for functions, we obtain our assertion.
One argues similarly for the second limit of (3.19).
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We assume now that the point (b, x(b−)) belongs to D and consider the
function

x̄(t) =
x(t), t ∈ (a, b),

x
(
b−
)
, t = b.

(3.22)

This function is a solution of (3.1) on (a, b]. In fact, (3.20) implies

x̄(t) = x0 +
∫ t

t0
F
(
s, x̄(s)

)
ds, t ∈ (a, b], (3.23)

which in turn implies the existence of the left-hand derivative x̄′−(b) of x̄(t) at
t = b.

Thus, we have

x̄′−(b) = F
(
b, x̄(b)

)
, (3.24)

which completes the proof for t = b. A similar argument holds for t = a. �

It should be noted that if the point (a, x(a+)) is not in D, but F(a, x(a+)) can
be defined so that F is continuous at (a, x(a+)), then x(t) is continuable to t = a
with value x(a+) there. A similar situation exists at (b, x(b−)).

In the rest of this chapter we are mainly concerned with the continuation of
a solution to the right of its interval of existence. The reader should bear in mind
that corresponding results cover the continuation to the left of that interval. The
following continuation theorem is needed for the proof of Theorem 3.8. More
general theorems can be found in Chapter 5.

Theorem 3.7. Let F : [a, b] × Rn → Rn be continuous and such that ‖F(t,
x)‖ ≤ L for all (t, x) ∈ [a, b]×Rn, where L is a positive constant. Then every solution
x(t) of (3.1), defined on an interval to the left of b, is continuable to t = b.

Proof. Let x(t) be a solution of (3.1) passing through the point (t0, x0) ∈
[a, b) × Rn. Assume that x(t) is defined on the interval [t0, c), where c is some
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point with c ≤ b. Then, as in the proof of Theorem 3.6, x(c−) exists and x(t)
is continuable to t = c. If c = b, the proof is complete. If c < b, then Peano’s
theorem (Theorem 3.1), applied on [c, b] × D, with D a sufficiently large closed
ball with center at x(c−), ensures the existence of a solution x̄(t), t ∈ [c, b], such
that x̄(c) = x(c−). Thus, the function

x0(t) =
x(t), t ∈ [

t0, c
]
,

x̄(t), t ∈ [c, b],
(3.25)

is the desired continuation of x(t). �

Theorem 3.8 says that the uniform boundedness of all solutions through a
certain point implies their extendability.

Theorem 3.8. Let F : [a, b] ×M → Rn be continuous, where M is the closed
ball Br(0) (or Rn). Assume that (t0, x0) ∈ [a, b]×M is given and that every solution
x(t) of (3.1) passing through (t0, x0) satisfies ‖x(t)‖ < λ for as long as it exists to the
right of t0. Here, λ ∈ (0, r] (or λ ∈ (0,∞)). Then every solution x(t) of (3.1) with
x(t0) = x0 is continuable to t = b.

Proof. We give the proof for M = Br(0). An even easier proof applies to the
case M = Rn. Let x(t) be a solution of (3.1) with x(t0) = x0 and assume that x(t)
is defined on [t0, c) with c < b. Since F is continuous on [a, b]×Bλ(0), there exists
L > 0 such that ‖F(t, x)‖ ≤ L for all (t, x) ∈ [a, b] × Bλ(0). Now, consider the
function

F1(t, x) =


F(t, x), (t, x) ∈ [a, b]× Bλ(0),

λ

‖x‖F
(
t,

λx

‖x‖
)

, t ∈ [a, b], ‖x‖ ≥ λ.
(3.26)

It is easy to see that F1 is continuous and such that ‖F1(t, x)‖ ≤ L on [a, b] × Rn.
Consequently, Theorem 3.7 implies that every solution of the system

x′ = F1(t, x) (3.27)

is continuable to t = b. Naturally, x(t) is a solution of (3.27) defined on [t0, c)
because F1(t, x) = F(t, x) for ‖x‖ ≤ λ. Therefore, there exists a solution x1(t), t ∈
[t0, b], of (3.27) such that x1(t) = x(t), t ∈ [t0, c). We claim that ‖x1(t)‖ < λ, t ∈
[t0, b]. We already know that ‖x1(t)‖ = ‖x(t)‖ < λ for all t ∈ [t0, c). Assume that
there is t1 ∈ [c, b] such that ‖x1(t1)‖ = λ. Then, for some t2 ∈ [c, t1], ‖x1(t2)‖ = λ
and ‖x1(t)‖ < λ for all t ∈ [t0, t2). Obviously, x1(t) satisfies system (3.1) on [t0, t2].
Since ‖x1(t2)‖ = λ, we have a contradiction to our assumption that ‖x(t)‖ < λ for
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all solutions with x(t0) = x0. Thus, ‖x1(t)‖ < λ for all t ∈ [t0, b], which implies
that x(t) is continuable to the point t = b. �

The following theorem is an important tool in dealing with various problems
on infinite intervals. It guarantees the existence of a bounded solution on an in-
finite interval under the assumption that for every finite interval of R there exists
a solution of (3.1) defined on that interval and bounded there by a fixed positive
constant.

Theorem 3.9. Let the function F : R × Rn → Rn (F : R+ × Rn → Rn) be
continuous. For each m = 1, 2, . . . , assume the existence of a solution xm(t), t ∈
[−m,m] (t ∈ [0,m]), of (3.1) such that ‖xm‖∞ ≤ K , where K is a fixed positive
constant. Then system (3.1) has at least one solution x(t), t ∈ R (t ∈ R+), such that
‖x‖∞ ≤ K .

Proof. We give the proof for t ∈ R. The proof for t ∈ R+ follows similarly.
Let

qm = sup
|t|≤m
‖u‖≤K

∥∥F(t,u)
∥∥, m = 1, 2, . . . . (3.28)

Then, for every m = 1, 2, . . . , we have

xm(t) = xm(0) +
∫ t

0
F
(
s, xm(s)

)
ds, t ∈ [−m,m]. (3.29)

This yields, for m ≥ k,

∥∥xm(t)− xm(t′)
∥∥ ≤ qk|t − t′|, t, t′ ∈ [−k, k]. (3.30)

It follows that the sequence {xm(t)}∞m=k is uniformly bounded and equicontinuous
on the interval [−k, k] for all k = 1, 2, . . . . Theorem 2.5 implies the existence of a
subsequence {x1m(t)}∞m=1 of {xm(t)}which converges uniformly to a function x̄1 ∈
Cn[−1, 1] asm→∞. This sequence {x1m(t)} has a subsequence {x2m(t)}∞m=1 which
converges uniformly to a function x̄2 ∈ Cn[−2, 2]. By induction, we can construct
a subsequence {xj+1,m(t)}∞m=1 of the sequence {xj,m(t)}which converges uniformly
to the function x̄ j+1 ∈ Cn[−( j + 1), j + 1]. All functions x̄m(t) satisfy ‖x̄m‖∞ ≤ K ,
m = 1, 2, . . . . Given an integer r > 0, let J denote the interval [−r, r]. The diagonal
sequence {xmm(t)} is defined on J for all m ≥ r and converges uniformly to the
desired solution on J . In fact, we have

xmm(t) = xmm(0) +
∫ t

0
F
(
s, xmm(s)

)
ds, t ∈ J , m ≥ r. (3.31)
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Taking the limit of each side of (3.31) as m→∞, we get

xr(t) = xr(0) +
∫ t

0
F
(
s, xr(s)

)
ds (3.32)

or

x′r(t) = F
(
t, xr(t)

)
, t ∈ [−r, r], (3.33)

where xr(t) is the uniform limit of {xmm(t)}∞m=r on J . Since r is arbitrary, we have
constructed a function x(t) which is the amalgamation of uniform limits xrn(t) of
the sequence {xmm(t)} (for m ≥ rn) on the intervals [−rn, rn], respectively, where
rn is any sequence of positive integers with rn → ∞ as n → ∞. This completes the
proof. �

3. LINEAR SYSTEMS

We now consider systems of the form

x′ = A(t)x, (S)

x′ = A(t)x + f (t). (S f )

Here, A(t) is an n× n matrix of continuous functions on a real interval J and f (t)
is an n-vector of continuous functions on J .

There is a very simple existence and continuation theory about these linear
systems. Theorem 3.10 below shows this fact and suggests a more general result
(Theorem 3.11) for system (3.1) with Lipschitz functions F. We give an indepen-
dent proof of Theorem 3.10 in order to exhibit the method.

Theorem 3.10. Let A : J → Mn, f : J → Rn be continuous. Let (t0, x0) be a
point in J ×Rn. Then there exists a unique solution x(t) of (S f ) which is defined on
J and satisfies the condition x(t0) = x0.

Proof. Let [a, b] be a closed interval contained in J and containing t0. Let
t0 �= a, b. Then we can show the existence of a unique solution x(t) of system (S f )
defined on [a, b] and such that x(t0) = x0. In fact, consider first the interval [a, t0]
and the operator T defined on Cn[a, t0] as follows:

(Tx)(t) = x0 +
∫ t

t0

[
A(s)x(s) + f (s)

]
ds, t ∈ [

a, t0
]
. (3.34)

In order to apply the contraction principle, we modify the norm of Cn[a, t0]. We
use instead the so-called Bielecki norm (see also Exercise 2.2) which is defined, for
u ∈ Cn[a, t0], to be

‖u‖e = sup
a≤t≤t0

e−k(t0−t)∥∥u(t)
∥∥. (3.35)
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Here, k is a fixed positive constant with k > r, where

r = max
a≤t≤t0

∥∥A(t)
∥∥. (3.36)

The space Cn[a, t0] is a Banach space with the norm ‖ · ‖e. We have

∥∥(Tu1
)
(t)− (

Tu2
)
(t)
∥∥ ≤ ∫ t0

t

∥∥A(s)
(
u1(s)− u2(s)

)∥∥ds
≤
∫ t0

t

∥∥A(s)
∥∥∥∥u1(s)− u2(s)

∥∥ds
≤ r

∫ t0

t

∥∥u1(s)− u2(s)
∥∥ds

≤ r
∥∥u1 − u2

∥∥
e

∫ t0

t
ek(t0−s)ds.

(3.37)

If we multiply the above inequality by e−k(t0−t), we obtain

e−k(t0−t)∥∥(Tu1
)
(t)− (

Tu2
)
(t)
∥∥ ≤ r

∥∥u1 − u2
∥∥
e

∫ t0

t
ek(t−s)ds

≤
(
r

k

)∥∥u1 − u2
∥∥
e.

(3.38)

Thus,

∥∥Tu1 − Tu2
∥∥
e ≤

(
r

k

)∥∥u1 − u2
∥∥
e, u1,u2 ∈ Cn

[
a, t0

]
. (3.39)

Since r/k < 1, T is a contraction on Cn[a, t0], and an application of the contraction
mapping principle (Theorem 2.1) yields a unique fixed point u of T , which is the
unique solution of (S f ) on [a, t0]. One works similarly on the interval [t0, b] to
obtain the unique solution ū(t) of (S f ) on this interval with the property ū(t0) =
x0. Joining these two solutions together, we obtain the unique solution x(t) of (S f )
on the interval [a, b]. Naturally, if t0 = a or t0 = b, then one of these two solutions
equals x(t) on [a, b]. Now, we prove the theorem in the case J = (−∞, b). All
the other cases, finite or infinite, can be handled similarly. Suppose that x(t) is a
solution of (S f ), with x(t0) = x0, which cannot be continued to −∞. Then x(t) is
defined on a largest interval (c,d). Using the above methods of existence on closed
intervals, we can show that (S f ) has a unique solution x̄(t) on the interval [c, t0]
such that x̄(t0) = x0. Obviously, x̄(t) = x(t), t ∈ (c, t0], which proves that x(t) is
continuable to the point t = c, that is, a contradiction. A similar argument applies
to the case d < b. Thus, x(t) is the unique solution of (S f ) on J = (−∞, b). This
finishes the proof. �

The method of the proof of the above theorem can now be applied to obtain
a more general result.
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Theorem 3.11. Let F : J ×Rn → Rn be continuous. Assume further that for ev-
ery interval [a, b] ⊂ J there exists a constant k > 0 depending on [a, b] and such that∥∥F(t,u1

)− F
(
t,u2

)∥∥ ≤ k
∥∥u1 − u2

∥∥, t ∈ [a, b], u1,u2 ∈ Rn. (3.40)

Then if (t0, x0) ∈ J × Rn, system (3.1) possesses a unique solution x(t) defined on J
and such that x(t0) = x0.

We now consider the matrix system

X ′ = A(t)X , t ∈ J , (SA)

where J is an interval of R and A : J →Mn is continuous. Here, we seek a solution
X : J → Mn. The existence and uniqueness theory of systems of the form (SA) is
identical to the corresponding theory of systems of the form (S). This is stated in
the following theorem.

Theorem 3.12. Consider (SA) with A : J → Mn continuous. Fix t0 ∈ J and
B ∈ Mn. Then there exists a unique solution X(t) of (SA) which is defined on J and
satisfies X(t0) = B.

The following theorem says that the space of solutions of (S) is a vector space
of dimension n.

Theorem 3.13. Let A : J → Mn. Then the set of all solutions of (S) is an
n-dimensional vector space, that is, there exists a set P of n linearly independent so-
lutions of (S) such that every other solution of (S) is a linear combination of the
solutions in P.

Proof. Obviously, the set of all solutions of (S) is closed under addition and
scalar multiplication (by real scalars). Thus, it is a real vector space. We first show
that there exist at least n linearly independent solutions of (S). To this end, let
x̄i, i = 1, 2, . . . ,n, denote the n-vectors (in Rn)

x̄1 =


1
0
...
0

 , x̄2 =


0
1
...
0

 , x̄3 =


0
0
...
1

 , (3.41)

respectively. Let t0 be a point in J and consider the solutions xi(t), i = 1, 2, . . . ,n,
of (S) which satisfy xi(t0) = x̄i. These solutions exist on J and are unique by Theo-
rem 3.10. Now, assume that the function set {xi : i = 1, 2, . . . ,n} is linearly depen-
dent on J . Then there are constants ci, i = 1, 2, . . . ,n, not all zero, such that

n∑
i=1

cixi(t) = 0, t ∈ J. (3.42)
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In particular,

n∑
i=1

cix̄i =
n∑
i=1

cixi
(
t0
) = 0. (3.43)

This, however, is a contradiction because the vectors x̄i, i = 1, 2, . . . ,n, are linearly
independent. Now, let x̄(t) be any solution of (S) and consider the algebraic system
(in ci)

n∑
i=1

cix̄i =
n∑
i=1

cixi
(
t0
) = x̄

(
t0
)
. (3.44)

This system has a unique solution, say c̄1, c̄2, . . . , c̄n, because the determinant of its
coefficients equals 1. Define the function y(t) as follows:

y(t) =
n∑
i=1

c̄ixi(t), t ∈ J. (3.45)

Then y(t) satisfies (S) on J and y(t0) = x̄(t0). Since the solutions of (S) are unique
w.r.t. initial conditions, y(t) = x̄(t), t ∈ J , which shows that x̄(t) is a linear combi-
nation of the functions xi(t). This ends the proof. �

Definition 3.14. Consider the system (S) with A : J → Mn continuous. Let
xi(t), i = 1, 2, . . . ,n, be any linearly independent solutions of (S). Then the matrix
X(t), t ∈ J , whose columns are the n solutions xi(t) is called a fundamental matrix
of (S).

The connection between the system (S) and the system (SA) is established in
the following theorem.

Theorem 3.15. Let A : J →Mn be continuous. Then every fundamental matrix
X(t) of (S) satisfies the matrix system (SA). Moreover, if X(t0) = B for some t0 ∈ J
and B ∈Mn, then X(t) is the unique solution of (SA) taking the value B at t = t0.

Proof. It is easy to see that

X ′(t) = A(t)X(t), t ∈ J. (3.46)

The rest of the proof follows from Theorem 3.12. �
Under the assumptions of Theorem 3.15, let X(t), t ∈ J , be a fundamental

matrix of (S). Then it is a simple fact that x(t) ≡ X(t)x0 is a solution of (S) for
any x0 ∈ Rn. Moreover, x(t0) = X(t0)x0. Thus, if we show that X−1(t0) exists for
any fundamental matrix X(t) of (S), then the solution x(t) of (S) with x(t0) = u0,
for some (t0,u0) ∈ J × Rn, will be given by x(t) ≡ X(t)X−1(t0)u0. To this end,
assume that X(t0) is singular at some t0 ∈ J . Then the equation X(t0)y = 0 has a
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nonzero solution y0 ∈ Rn. But this implies that the function y(t) = X(t)y0, t ∈ J ,
is a solution of (S) with y(t0) = X(t0)y0 = 0. Since the solutions of (S) are unique
w.r.t. initial conditions, we must have y(t) ≡ X(t)y0 ≡ 0. This implies that the
columns of X(t) are linearly dependent on J , that is, a contradiction. Therefore,
X−1(t0) exists.

The following theorem summarizes the above and gives an expression for the
general solution of (S f ) in terms of a fundamental matrix X and the function f .

Theorem 3.16. Let A : J →Mn, f : J → Rn be continuous. Let (t0, x0) ∈ J×Rn

be given. Then the unique solution u(t), t ∈ J , of the linear system (S), such that
u(t0) = x0, is given by u(t) ≡ X(t)X−1(t0)x0, where X(t) is any fundamental matrix
of (S). Furthermore, the unique solution x(t) of (S f ), such that x(t0) = x0, is given
by the formula

x(t) = X(t)X−1(t0)x0 + X(t)
∫ t

t0
X−1(s) f (s)ds, t ∈ J. (3.47)

Proof. Since x(t0) = x0, it suffices to show that the function

v(t) ≡ X(t)
∫ t

t0
X−1(s) f (s)ds (3.48)

is a particular solution of (S f ). In fact,

v′(t) = X ′(t)
∫ t

t0
X−1(s) f (s)ds + X(t)X−1(t) f (t)

= A(t)X(t)
∫ t

t0
X−1(s) f (s)ds + f (t)

= A(t)v(t) + f (t).

(3.49)

�

Equation (3.47) is called the variation of constants formula for system (S f ). For
a constant matrix A ∈Mn, we have the following theorem.

Theorem 3.17. Let A ∈ Mn be given. Then the fundamental matrix X(t), t ∈
R, of the system

x′ = Ax, (3.50)

with the property X(0) = I , is given by the formula X(t) ≡ etA. Moreover, the varia-
tion of constants formula (3.47) becomes now

x(t) = e(t−t0)Ax0 +
∫ t

t0
e(t−s)A f (s)ds. (3.51)
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Proof. Let X(t) = etA. Then, for h �= 0, we have

X(t + h)− X(t) = e(t+h)A − etA = (
ehA − I

)
etA. (3.52)

However,

ehA − I = hA +
(hA)2

2!
+ · · ·

= hA + hL(h,A),
(3.53)

where L(h,A) → 0 as h→ 0. Consequently,

lim
h→0

X(t + h)− X(t)
h

= X ′(t) = AetA = AX(t). (3.54)

Since (3.50) has unique solutions w.r.t. initial conditions, the first part of the proof
is complete. The second part follows trivially from (3.47). �

EXERCISES

3.1. Prove Lemma 3.4.

3.2. Let F : [a, b]×Rn → Rn be continuous and satisfy the following Lipschitz
condition:

∥∥F(t,u1
)− F

(
t,u2

)∥∥ ≤ L
∥∥u1 − u2

∥∥, t ∈ [a, b], u1,u2 ∈ Rn, (3.55)

where L is a positive constant. Use Gronwall’s inequality to show that, for every
x0 ∈ Rn, the problem

x′ = F(t, x), x(a) = x0 (3.56)

can have at most one solution on [a, b].

3.3 (continuity w.r.t. initial conditions). Let F be as in Exercise 3.2. Moreover,
let the sequence of terms x̄m ∈ Rn converge to x̄ ∈ Rn as m → ∞. Show that the
solution xm(t), t ∈ [a, b], of the problem

x′ = F(t, x), x(a) = x̄m (3.57)

converges as m→∞ to the unique solution of the problem

x′ = F(t, x), x(a) = x̄ (3.58)

uniformly on [a, b].
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3.4. Let A : J → Mn (J is a subinterval of R) be continuous. Let t0 ∈ J be
given and X(t) be the fundamental matrix of system (S) with X(t0) = I . Further-
more, let X1(t) denote the fundamental matrix of the system x′ = −AT(t)x (called
the adjoint system) with X1(t0) = I . Show that XT

1 (t) = X−1(t) for every t ∈ J .
Moreover, if −AT(t) ≡ A(t), show that ‖y(t)‖ is constant for any solution y(t)
of (S).

3.5. LetA(t) be as in the first part of Exercise 3.4 and letX(t) be a fundamental
matrix of (S). Let Y(t) be another fundamental matrix of (S). Show that there
exists a constant nonsingular matrix B such that X(t)B = Y(t), t ∈ J .

3.6 (Liouville-Jacobi). Let A : [a, b] → Mn be continuous. Let X(t) be a fun-
damental matrix of (S) and let t0 ∈ [a, b]. Then

∣∣X(t)
∣∣ = ∣∣X(t0)∣∣ exp

{∫ t

t0
trA(s)ds

}
, t ∈ [a, b], (3.59)

where |A| denotes the determinant and trA denotes the trace of the matrix A.
Hint. Show that u(t) ≡ |X(t)| satisfies the differential equation u′ = trA(t)u.

3.7. Let A : R → Mn be continuous and such that A(t + T) = A(t), t ∈ R,
where T is some positive constant. Show that in order to obtain a solution x(t)
of (S) with x(t+T) = x(t), t ∈ R, it suffices to show the existence of x(t), t ∈ [0,T],
with x(0) = x(T). Furthermore, show that x(t) ≡ 0 is the only such solution if and
only if I − X(T) is nonsingular. Here, X(t) is the fundamental matrix of (S) with
X(0) = I .

3.8. Let A : R+ →Mn, f : R+ → Rn be continuous and such that

∫∞
0

∥∥A(t)
∥∥dt < +∞,

∫∞
0

∥∥ f (t)
∥∥dt < +∞. (3.60)

Using Gronwall’s inequality, show that every solution x(t) of (S f ) is bounded, that
is, there exists K > 0 (depending on the solution x) such that ‖x(t)‖ ≤ K , t ∈ R+.
Then show that every solution of (S f ) belongs to Cl

n. Moreover, given ξ ∈ Rn,
there exists a solution xξ(t) of (S f ) such that limt→∞ xξ(t) = ξ.

3.9. Let A : R+ →Mn be continuous and such that ‖A(t)‖ ≤ K , t ≥ 0, where
K is a positive constant. Prove that every solution x(t) �≡ 0 of (S) satisfies

lim sup
t→∞

ln
(∥∥x(t)

∥∥)
t

< +∞. (3.61)

3.10. Consider the sublinear scalar problem

x′ = |x|β sgn x, x(0) = 0, (3.62)
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where β ∈ (0, 1) is a constant. Show that every function of the type

x(t) =
0, t ≤ c,[

(1− β)(t − c)
](1/(1−β))

, t ≥ c,
(3.63)

is a solution to this problem. Here, c is any positive constant. Conclude that f (x) ≡
|x|β sgn x cannot satisfy a Lipschitz condition on any interval containing zero.

3.11. Consider the scalar problem

x′ = f (x), x(0) = 0, t ≥ 0, (3.64)

where f : R → R is continuous, f (−x) = − f (x), x ∈ R, and x f (x) > 0 for x �= 0.
Show that this problem has infinitely many solutions if

∫ ε
0+

du

f (u)
< +∞,

∫∞
ε

du

f (u)
= +∞, (3.65)

for some ε > 0. If the first integral equals +∞, then the only solution to the prob-
lem is the zero solution. Hint. For every t0 > 0, let u(t) = 0, t ∈ [0, t0], and, for
t > t0, let u = u(t) be the unique positive solution of

∫ u

0+

dv

f (v)
= t − t0. (3.66)

3.12. For the system (3.1), assume that F : R+ × Rn → Rn is continuous and
such that

∥∥F(t, x)
∥∥ ≤ p(t)‖x‖ + q(t), (3.67)

where p, q : R+ → R+ are continuous. Apply Gronwall’s inequality and Theo-
rem 3.8 to conclude that all local solutions of (3.1) are continuable to +∞.

3.13. Using Exercise 3.12, discuss the continuation to the right of the local
solutions of the system

x1

x2

x3


′

=
 t sin x1

(cos t) ln
(|x2| + 1

)
e−tx3

 +

 t2

sin t
e2t

 . (3.68)

3.14. The scalar equation

y′′ + y = f (t) (3.69)
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can be written in system form as follows:

x′1 = x2, x′2 = −x1 + f (t). (3.70)

Here, x1 = y. Using the variation of constants formula, express the general so-
lution of this system in terms of its initial condition x(0) = x0, the fundamental
matrix X(t) (X(0) = I) of the linear system

[
x1

x2

]′
=
[

0 1
−1 0

][
x1

x2

]
(3.71)

and the function f .

3.15. Examine the local existence, uniqueness and extendability to the right
of solutions of the superlinear scalar equation

x′ = |x|β sgn x, (3.72)

where β > 1 is a constant. Compare this situation to that of Exercise 3.10 for the
initial condition x(0) = 0.

3.16. Solve the problem

[
x1

x2

]′
=
[

0 1
1 0

][
x1

x2

]
+

[
0

sin t

]
,

[
x1(0)
x2(0)

]
=
[

1
0

]
(3.73)

using the variation of constants formula.

3.17. Let the assumptions of Exercise 3.2 be satisfied with a = 0. Using Gron-
wall’s inequality, show that the problem

x′ = F(t, x), x(b) = x1 (3.74)

has a unique solution defined on the interval [0, b]. Provide and prove a state-
ment concerning continuity w.r.t. final conditions xn(b) = x̄n analogous to that of
Exercise 3.3.

3.18. Using Theorem 3.8, show that every solution to the scalar problem

x′ = (sin x)
(
1− x2)1/2

, x(0) = 1
2

(3.75)

is continuable to t = 1/3.
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3.19 (generalized Gronwall’s inequality). Let J ⊂ R be an interval, t0 ∈ J , and
a, b,u : J → R+ continuous. Assume that

u(t) ≤ a(t) +
∣∣∣∣∫ t

t0
b(s)u(s)ds

∣∣∣∣, t ∈ J. (3.76)

Show that

u(t) ≤ a(t) +
∣∣∣∣∫ t

t0
a(s)b(s) exp

{∣∣∣∣∫ t

s
b(σ)dσ

∣∣∣∣}ds∣∣∣∣, t ∈ J. (3.77)

3.20. Let F be as in Exercise 3.2. Let xi ∈ C1
n[a, b], i = 1, 2, be such that

‖x1(a)− x2(a)‖ ≤ δ, for a positive constant δ, and∥∥x′i (t)− F
(
t, xi(t)

)∥∥ ≤ εi, i = 1, 2, t ∈ [a, b], (3.78)

where εi is a positive constant for i = 1, 2. Show that

∥∥x1(t)− x2(t)
∥∥ ≤ δeL(t−a) +

(
ε1 + ε2

)[
eL(t−a) − 1

]
L

(3.79)

for all t ∈ [a, b]. Hint. Use Exercise 3.19.

3.21 (Green’s formula). Let A : [a, b] → Mn, f : [a, b] → Rn, g : [a, b] → Rn

be continuous. Assume that x(t), t ∈ [a, b], is a solution of (S f ) and y(t), t ∈
[a, b], is a solution of

y′ = −AT(t)y − g(t). (3.80)

Then ∫ t

a

[〈
f (s), y(s)

〉− 〈
x(s), g(s)

〉]
ds = 〈

x(t), y(t)
〉− 〈

x(a), y(a)
〉
. (3.81)

3.22 (invariant sets). Let f : Rn → Rn be continuous and satisfy a Lipschitz
condition on every ball Br(0). We denote by x(t, x0) the solution of the autonomous
( f (t, x) ≡ f (x)) system

x′ = f (x) (3.82)

with x(0) = x0. Fix such a solution x(t) ≡ x(t, x0), defined onR+, and assume that
Ω(x) is the set of all x̃ ∈ Rn with the property: there exists a sequence {tn} ⊂ R+

such that tn → ∞ and x(tn) → x̃. Show that Ω(x) is a closed set which is invariant,
that is, if x̃ ∈ Ω(x), then x(t, x̃) ∈ Ω(x) for all t ∈ R+. Hint. Show first that
x(t, x(s, x0)) = x(t + s, x0), s, t ≥ 0. Fix x̃ ∈ Ω(x) with x(tn, x0) → x̃. Consider the
sequence x(t + tn, x0).
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3.23 (Green’s function for an initial value problem). Let P1, P2 be two pro-
jection matrices in Mn with P1 + P2 = I . Let A : [a, b] → Mn, f : [a, b] → Rn be
continuous. Show that the function

x(t) =
∫ b

a
G(t, s) f (s)ds, t ∈ [a, b], (3.83)

is a solution of the system (S f ). Here, for t, s ∈ [a, b] with t �= s,

G(t, s) ≡
X(t)P1X−1(s), t > s,

−X(t)P2X−1(s), t < s.
(3.84)

Hint. We actually have

∂G(t, s)
∂t

= A(t)G(t, s),

∂G(t, s)
∂s

= −G(t, s)A(s)

(3.85)

for t �= s, and

G
(
t+, t

)−G
(
t−, t

) = I ,

G
(
s, s+)−G

(
s, s−

) = −I , (3.86)

for t, s in the interior of [a, b]. Use

x(t) ≡
∫ t

a
G(t, s) f (s)ds +

∫ b

t
G(t, s) f (s)ds. (3.87)

3.24 (evolution identity). Let W(t, t0)x0 denote the right-hand side of the
variation of constants formula (3.47). Show that

W(t, s)W(s, r) =W(t, r) (3.88)

for all (t, s, r) ∈ R3
+ with r ≤ s ≤ t.





CHAPTER 4

STABILITY OF LINEAR SYSTEMS;
PERTURBED LINEAR SYSTEMS

In this chapter, we study the stability of systems of the form

x′(t) = F(t, x), (E)

where F : R+ ×Rn → Rn is continuous.
A solution x0(t), t ∈ R+, of the system (E) is stable, if the solutions of (E)

which start close to x0(t) at the origin remain close to x0(t) for t ∈ R+. This actu-
ally means that small disturbances in the system that cause small perturbations to
the initial conditions of solutions close to x0(0) do not really cause a considerable
change to these solutions over the interval R+.

Although there are numerous types of stability, we present here only the five
types that are most important in the applications of linear and perturbed linear
systems. Other stability results can be found in Chapters 5, 7, and 8.

1. DEFINITIONS OF STABILITY

In the following definitions x0(t) denotes a fixed solution of (E) defined on R+.

Definition 4.1. The solution x0(t) is called stable if for every ε > 0 there
exists δ(ε) > 0 such that every solution x(t) of (E) with ‖x(0)−x0(0)‖ < δ(ε) exists
and satisfies ‖x(t) − x0(t)‖ < ε on R+. The solution x0(t) is called asymptotically
stable if it is stable and there exists a constant η > 0 such that x(t) − x0(t) → 0 as
t → ∞ whenever ‖x(0) − x0(0)‖ ≤ η. The solution x0(t) is called unstable if it is
not stable.

Definition 4.2. The solution x0(t) is called uniformly stable if for every ε > 0
there exists δ(ε) > 0 such that every solution x(t) of (E) with ‖x(t0) − x0(t0)‖ <
δ(ε), for some t0 ≥ 0, exists and satisfies ‖x(t)− x0(t)‖ < ε on [t0,∞). It is called
uniformly asymptotically stable if it is uniformly stable and there exists η > 0 with



62 STABILITY OF LINEAR SYSTEMS; PERTURBED LINEAR SYSTEMS

the property: for every ε > 0 there exists T(ε) > 0 such that ‖x(t0) − x0(t0)‖ < η,
for some t0 ≥ 0, implies ‖x(t)− x0(t)‖ < ε for every t ≥ t0 + T(ε).

It is obvious that uniform stability implies stability and that uniform asymp-
totic stability implies asymptotic stability.

Definition 4.3. The solution x0(t) is called strongly stable if for every ε > 0
there exists δ(ε) > 0 such that every solution x(t) of (E) with ‖x(t0) − x0(t0)‖ <
δ(ε), for some t0 ≥ 0, exists and satisfies ‖x(t)− x0(t)‖ < ε on R+.

Naturally, strong stability implies uniform stability. We should mention here
that the interval [0,∞) in the definitions of stability can be replaced by any (but
fixed) interval [t1,∞) of the real line. We use the interval [0,∞) only for conve-
nience. We should also have in mind that x0(t) can be considered to be the zero
solution. In fact, if (E) does not have the zero solution, then the transformation
u(t) = x(t)− y(t), where y(t) is a fixed solution of (E) and x(t) is any other solu-
tion, takes (E) into the system

u′ = F
(
t,u + y(t)

)− F
(
t, y(t)

) ≡ G(t,u). (4.1)

This system has the function u(t) ≡ 0 as a solution. The stability properties of this
solution correspond to the stability properties of the solution y(t).

2. LINEAR SYSTEMS

In this section, we study the stability properties of the linear systems

x′ = A(t)x, (S)

x′ = A(t)x + f (t), (S f )

where A : R+ → Mn, f : R+ → Rn are continuous. It is clear that the solution
x0(t) of (S f ) satisfies one of the definitions of stability of the previous section if
and only if the zero solution of (S) has the same property. This follows from the
fact that the concept of stability involves differences of solutions combined with
the superposition principle. Consequently, we may talk about the stability of (S f )
instead of the stability of one of its particular solutions. This will be done in the
sequel even if f ≡ 0.

Theorem 4.4. Let X(t) be a fundamental matrix of (S). Then (S) is stable if
and only if there exists a constant K > 0 with∥∥X(t)

∥∥ ≤ K , t ∈ R+. (4.2)

The system (S) is asymptotically stable if and only if∥∥X(t)
∥∥ �→ 0 as t �→∞. (4.3)
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The system (S) is uniformly stable if and only if there exists a constant K > 0
such that

∥∥X(t)X−1(s)
∥∥ ≤ K , 0 ≤ s ≤ t < +∞. (4.4)

The system (S) is uniformly asymptotically stable if and only if there exist con-
stants α > 0, K > 0 with

∥∥X(t)X−1(s)
∥∥ ≤ Ke−α(t−s), 0 ≤ s ≤ t < +∞. (4.5)

The system (S) is strongly stable if and only if there exists a constant K > 0 such
that

∥∥X(t)
∥∥ ≤ K ,

∥∥X−1(t)
∥∥ ≤ K , t ∈ R+. (4.6)

Proof. We may assume that X(0) = I because the conditions in the hypothe-
ses hold for any fundamental matrix of (S) if they hold for a particular one. As-
sume first that (4.2) holds and let x(t), t ∈ R+, be a solution of (S) with x(0) = x0.
Then, since x(t) ≡ X(t)x0, given ε > 0 we choose δ(ε) = K−1ε to obtain

∥∥x(t)
∥∥ = ∥∥X(t)x0

∥∥ < ε (4.7)

whenever ‖x0‖ < δ(ε). Thus, system (S) is stable.
Conversely, suppose that (S) is stable and fix ε > 0, δ(ε) > 0 with the property

∥∥X(t)x0
∥∥ < ε (4.8)

for every x0 ∈ Rn with ‖x0‖ < δ(ε). For a fixed t ∈ R+ we get

[
1

δ(ε)

]∥∥X(t)x0
∥∥ = ∥∥∥∥X(t)

(
x0

δ(ε)

)∥∥∥∥ <
ε

δ(ε)
. (4.9)

Since x0/δ(ε) ranges over the interior of the unit ball, we obtain

∥∥X(t)
∥∥ = sup

‖u‖<1

∥∥X(t)u
∥∥ ≤ ε

δ(ε)
. (4.10)

This completes the proof of the first case because (4.10) holds for arbitrary t ∈ R+.
Now, assume that (4.3) holds. Then (4.2) holds for some K > 0 and

lim
t→∞ x(t) = lim

t→∞X(t)x0 = 0 (4.11)
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for any solution x(t) of (S) with x(0) = x0. Thus, (S) is asymptotically stable. Con-
versely, assume that (S) is asymptotically stable. Then there exists η > 0 such that
X(t)x0 → 0 as t → ∞ for every x0 ∈ Rn with ‖x0‖ ≤ η. Choose x0 = [η, 0, . . . , 0]T .
Since X(t)x0 = ηy(t), where y(t) is the first column of X(t), we obtain that every
entry of the first column of X(t) tends to zero as t → ∞. Similarly one concludes
that every entry of X(t) tends to zero as t → ∞. This completes the proof of this
case.

In order to prove the third conclusion of the theorem, let (4.4) hold and let
t0 ∈ R+ be given. Then x(t) = X(t)X−1(t0)x0 is the solution of (S) with x(t0) = x0.
Thus,

∥∥x(t)
∥∥ ≤ ∥∥X(t)X−1(t0)∥∥∥∥x0

∥∥ ≤ K
∥∥x0

∥∥ (4.12)

for any x0 ∈ Rn with ‖x0‖ < K−1ε, proves the uniform stability of (S) with δ(ε) =
K−1ε. Now, assume that (S) is uniformly stable. Fix ε > 0, δ(ε) > 0 such that
‖X(t)X−1(t0)x0‖ < ε for any x0 ∈ Rn with ‖x0‖ < δ(ε), any t0 ∈ R+ and any
t ≥ t0. From this point on, the proof follows as the sufficiency part of the first case
and is therefore omitted.

In the fourth case, let (4.5) hold. Then (S) is uniformly stable by virtue of
(4.4). Now, let ε ∈ (0,K), t0 ∈ R+ be given, and let x(t) be a solution of (S) with
‖x(t0)‖ = ‖x0‖ < 1. Then

∥∥x(t)
∥∥ = ∥∥X(t)X−1(t0)x0

∥∥ < Ke−α(t−t0) ≤ ε (4.13)

for every t ≥ t0 + T(ε), where T(ε) = −α−1 ln(ε/K). Consequently, system (S) is
uniformly asymptotically stable with the constant η of Definition 4.2 equal to 1.

Conversely, let (S) be uniformly asymptotically stable. Fix η, ε ∈ (0,η), T =
T(ε) as in Definition 4.2. Then ‖x0‖ < η implies

∥∥X(t)X−1(t0)x0
∥∥ < ε, t ≥ t0 + T. (4.14)

Thus, working as in the first case, we find

∥∥X(t)X−1(t0)∥∥ ≤ µ < 1, t ≥ t0 + T , (4.15)

where µ = ε/η. Now, (4.5) implies the existence of a constant K > 0 such that

∥∥X(t)X−1(t0)∥∥ ≤ K , t ≥ t0. (4.16)
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Given t ≥ t0, there exists an integer m ≥ 0 such that t0 + mT ≤ t < t0 + (m + 1)T .
This implies∥∥X(t)X−1(t0)∥∥ = ∥∥X(t)X−1(t0 + mT

)
X
(
t0 + mT

)
X−1(t0 + (m− 1)T

)
·X(t0 + (m− 1)T

) · · ·X−1(t0 + T
)
X
(
t0 + T

)
X−1(t0)∥∥

≤ ∥∥X(t)X−1(t0 + mT
)∥∥

· ∥∥X(t0 + mT
)
X−1(t0 + (m− 1)T

)∥∥
· · · · · ∥∥X(t0 + 2T

)
X−1(t0 + T

)∥∥∥∥X(t0 + T
)
X−1(t0)∥∥

≤ Kµm.
(4.17)

If we take α = −T−1 lnµ, then∥∥X(t)X−1(t0)∥∥ ≤ µ−1Kµm+1 = µ−1Ke−(m+1)αT

< µ−1Ke−α(t−t0)
(4.18)

for every t ≥ t0. This finishes the proof of the case of uniform asymptotic stability.
Assume now that (4.6) holds. Given ε > 0, choose δ(ε) = K−2ε. Then we

have ∥∥X(t)X−1(t0)x0
∥∥ ≤ ∥∥X(t)

∥∥∥∥X−1(t0)∥∥∥∥x0
∥∥ ≤ K2

∥∥x0
∥∥ < ε (4.19)

whenever ‖x0‖ < K−2ε and t, t0 ∈ R+. Thus, system (S) is strongly stable. To show
the converse, let (S) be strongly stable and fix ε > 0, δ(ε) > 0 so that∥∥X(t)X−1(t0)x0

∥∥ < ε, t, t0 ∈ R+, (4.20)

whenever ‖x0‖ < δ(ε). This implies that for arbitrary t, t0 ∈ R+ we have∥∥X(t)x0
∥∥ < ε,

∥∥X−1(t0)x0
∥∥ < ε (4.21)

provided that ‖x0‖ < δ(ε). In fact, this follows from (4.20) if we take t0 = 0, t = 0,
respectively. Thus, as above,

∥∥X(t)
∥∥ ≤ ε

δ(ε)
,

∥∥X−1(t)
∥∥ ≤ ε

δ(ε)
. (4.22)

This says that (4.6) holds with K = ε/δ(ε). �
Before we consider system (S) with a constant matrix A, we should note that

in the case of an autonomous system (i.e., F(t, x) ≡ F(x)) stability is equivalent
to uniform stability and asymptotic stability is equivalent to uniform asymptotic
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stability. This is a consequence of the fact that in this case y(t) ≡ x(t + α) is a
solution of (E) whenever x(t) is a solution of the same equation. This is true for
any number α ∈ R. Now, consider the system

x′ = Ax (4.23)

with A ∈ Mn. If λ is an eigenvalue of A, then the dimension of the eigenspace
of λ (i.e., the subspace of Cn generated by the eigenvectors of A corresponding to
λ) is called the index of λ. The following theorem characterizes the fundamental
matrices of (4.23) (cf. Cole [8, pages 89, 90, 100]).

Theorem 4.5. Let X(t) ≡ etA be the fundamental matrix of (4.23) with X(0) =
I . Then every entry of X(t) takes the form eαt(p(t) cosβt − q(t) sinβt) or the form
eαt(p(t) sinβt + q(t) cosβt), where λ = α + βi is some eigenvalue of A and p, q are
real polynomials in t. The degree d of the polynomial p(t) + iq(t) lies in [0,m − r],
where m is the multiplicity of λ and r its index. Furthermore, if m �= r, there is at least
one entry of X(t) such that d �= 0.

Theorem 4.6. System (4.23) is stable if and only if every eigenvalue of A that
has multiplicity m equal to its index r has nonpositive real part, and every other
eigenvalue has negative real part. The system (4.23) is asymptotically stable if and
only if every eigenvalue of A has negative real part. It is strongly stable if and only if
every eigenvalue of A is purely imaginary and has multiplicity equal to its index.

Proof. Let X(t) ≡ etA, t ∈ R+. Then (4.23) is stable if and only if ‖X(t)‖ ≤ K
for all t ∈ R+, where K is a positive constant (see Theorem 4.4). Let λ = α + βi be
an eigenvalue of A. Then every entry of X(t) corresponding to λ will be bounded
if and only if α ≤ 0 for m = r and α < 0 for m > r. This completes the proof of
our first assertion. System (4.23) is asymptotically stable if and only if etA → 0 as
t → ∞. This is of course possible if and only if every eigenvalue of A has negative
real part. The system is strongly stable if and only if there exists a constant K > 0
such that ‖etA‖ ≤ K and ‖e−tA‖ ≤ K for every t ∈ R+. Since e−tA solves the system
X ′ = −AX and λ is an eigenvalue of A if and only if −λ is an eigenvalue of −A,
these inequalities can hold if and only if every eigenvalue of A has real part zero
and m = r. �

3. THE MEASURE OF A MATRIX; FURTHER STABILITY CRITERIA

Definition 4.7. Let A ∈ Mn. Then µ(A) denotes the measure of A which is
defined by

µ(A) = lim
h→0+

‖I + hA‖ − 1
h

. (4.24)

Theorem 4.8. The measure µ(A) exists as a finite number for every A ∈Mn.
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Proof. Let ε ∈ (0, 1) be given and consider the function

g(h) = ‖I + hA‖ − 1
h

, h > 0. (4.25)

We have

‖I + εhA‖ = ∥∥ε(I + hA) + (1− ε)I
∥∥ ≤ ε‖I + hA‖ + (1− ε) (4.26)

or

g(εh) = ‖I + εhA‖ − 1
εh

≤ ‖I + hA‖ − 1
h

= g(h). (4.27)

Thus, g(h) is an increasing function of h. On the other hand,

∣∣∣∣‖I + hA‖ − 1
h

∣∣∣∣ = ∣∣∣∣‖I + hA‖ − ‖I‖
h

∣∣∣∣ ≤ ‖I + hA− I‖
h

= ‖A‖. (4.28)

This implies the existence of the limit of g(h) as h→ 0+. It follows that µ(A) exists
and is finite. �

Theorem 4.9. Let A ∈Mn be given. The µ(A) has the following properties:

(i) µ(αA) = αµ(A) for all α ∈ R+;
(ii) |µ(A)| ≤ ‖A‖;

(iii) µ(A + B) ≤ µ(A) + µ(B);
(iv) |µ(A)− µ(B)| ≤ ‖A− B‖.

Proof. Case (i) is trivial and (ii) follows from the fact that |g(h)| ≤ ‖A‖ for
all h > 0, where g is the function in the proof of Theorem 4.8. Inequality (iii)
follows from

∥∥I + h(A + B)
∥∥− 1

h
≤
∥∥(1/2)I + hA

∥∥− (1/2)
h

+

∥∥(1/2)I + hB
∥∥− (1/2)

h

= ‖I + 2hA‖ − 1
2h

+
‖I + 2hB‖ − 1

2h
.

(4.29)

Inequality (iv) follows easily from (ii) and (iii). �

The following theorem establishes the relationship between the solutions of
(S) and the measure of the matrix A(t).
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Theorem 4.10. Let A : R+ →Mn be continuous. Then for every t0, t ∈ R+ with
t ≥ t0 we have

∥∥x(t0)∥∥ exp
[
−
∫ t

t0
µ
(− A(s)

)
ds
]
≤ ∥∥x(t)

∥∥ ≤ ∥∥x(t0)∥∥ exp
[∫ t

t0
µ
(
A(s)

)
ds
]

,

(4.30)

where x(t) is any solution of (S).

Before we provide a proof of Theorem 4.10, we give the following auxiliary
lemma.

Lemma 4.11. Let r : [t0, b) → R+ and φ : [t0, b) → R (0 ≤ t0 < b ≤ +∞) be
continuous and such that

r′+(t) ≤ φ(t)r(t), t ∈ [
t0, b

)
, (4.31)

where r′+ denotes the right derivative of the function r(t). Then r(t) ≤ u(t), t ∈
[t0, b), where u(t) is the solution of

u′ = φ(t)u, u
(
t0
) = r

(
t0
)
. (4.32)

Proof. Let t1 ∈ (t0, b) be arbitrary. We will show that r(t) ≤ u(t) on the
interval [t0, t1]. Consider first the solution un(t), t ∈ [t0, t1], n = 1, 2, . . . , of the
problem

u′ = φ(t)u +
1
n

, u
(
t0
) = r

(
t0
)
. (4.33)

Fix n and assume the existence of a point t2 ∈ (t0, t1) such that r(t2) > un(t2).
Then there exists t3 ∈ [t0, t2) such that r(t3) = un(t3) and r(t) > un(t) on (t3, t2].
From (4.33) we obtain

u′n
(
t3
) = φ

(
t3
)
un
(
t3
)

+
1
n

= φ
(
t3
)
r
(
t3
)

+
1
n

≥ r′+
(
t3
)

+
1
n

> r′+
(
t3
)
.

(4.34)

Consequently, un(t) > r(t) in a small right neighborhood of the point t3. This is a
contradiction to the fact that r(t) > un(t), t ∈ (t3, t2]. Thus, r(t) ≤ un(t) for any
t ∈ [t0, t1] and any n = 1, 2, . . . . Now, we use Gronwall’s inequality (Lemma 3.4)
to show that (4.33) actually implies

∣∣un(t)− um(t)
∣∣ ≤ 2t1

∣∣∣∣ 1
m
− 1

n

∣∣∣∣ exp
[∫ t1

t0

∣∣φ(s)
∣∣ds], t ∈ [

t0, t1
]
, (4.35)
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for all m,n ≥ 1. Thus, {un(t)}, n = 1, 2, . . . , is a Cauchy sequence. It follows
that un(t) → u(t) as n → ∞ uniformly on [t0, t1], where u(t) is the solution of
problem (4.32) on the interval [t0, b). Since t1 is arbitrary, we have r(t) ≤ u(t),
t ∈ [t0, b). �

It should be noted that a corresponding inequality holds if r′−(t) ≥ φ(t)r(t),
where r′−(t) is the left derivative of r(t) on (t0, b].

Proof of Theorem 4.10. Let r(t) = ‖x(t)‖. We are planning to show that

r′+(t) ≤ µ
(
A(t)

)
r(t). (4.36)

To this end, we first notice that for any two vectors x1, x2 ∈ Rn, the limit

lim
h→0+

∥∥x1 + hx2
∥∥− ∥∥x1

∥∥
h

(4.37)

exists as a finite number. To see this, it suffices to show that the function

g1(h) =
∥∥x1 + hx2

∥∥− ∥∥x1
∥∥

h
(4.38)

is increasing and bounded by ‖x2‖ on (0,∞). We omit the proof of these proper-
ties because we have already done this for the function g(h) in the proof of Theo-
rem 4.8. It follows that the limit

lim
h→0+

∥∥x(t) + hx′(t)
∥∥− ∥∥x(t)

∥∥
h

(4.39)

exists and is a finite number. We will show that this number equals r′+(t). In fact,
let h > 0 be given. Then we have∣∣∣∣∣

∥∥x(t + h)
∥∥− ∥∥x(t)

∥∥
h

−
∥∥x(t) + hx′(t)

∥∥− ∥∥x(t)
∥∥

h

∣∣∣∣∣
=
∣∣∣∣∣
∥∥x(t + h)

∥∥− ∥∥x(t) + hx′(t)
∥∥

h

∣∣∣∣∣
≤
∥∥x(t + h)− x(t)− hx′(t)

∥∥
h

�→ 0

(4.40)

as h→ 0+, which proves that r′+(t) equals the limit in (4.39). Consequently,

r′+(t) = lim
h→0+

∥∥x(t) + hA(t)x(t)
∥∥− ∥∥x(t)

∥∥
h

≤ lim
h→0+

∥∥I + hA(t)
∥∥− 1

h
r(t)

= µ
(
A(t)

)
r(t).

(4.41)
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Applying Lemma 4.11, we obtain

∥∥x(t)
∥∥ = r(t) ≤ ∥∥x(t0)∥∥ exp

[∫ t

t0
µ
(
A(s)

)
ds
]

(4.42)

for every t ≥ t0. In order to find a corresponding lower bound of ‖x(t)‖, let u = −t,
u0 = −t0. Then y(u) = x(−u), u ∈ (−∞,u0], satisfies the system

y′ = −A(−u)y. (4.43)

Thus, as in (4.42), we get

∥∥y(u0
)∥∥ ≤ ∥∥y(u)

∥∥ exp
[∫ u0

u
µ
(− A(−s))ds]

= ∥∥y(u)
∥∥ exp

[
−
∫ −u0

−u
µ
(− A(v)

)
dv
]

, u0 ≥ u,
(4.44)

or

∥∥x(t0)∥∥ ≤ ∥∥x(t)
∥∥ exp

[∫ t

t0
µ
(− A(s)

)
ds
]

, t ≥ t0. (4.45)

This completes the proof. �
We are now ready for the main theorem of this section.

Theorem 4.12. Consider system (S) with A : R+ →Mn continuous. If

lim inf
t→∞

∫ t

0
µ
(− A(s)

)
ds = −∞, (4.46)

then (S) is unstable. If

lim sup
t→∞

∫ t

0
µ
(
A(s)

)
ds < +∞, (4.47)

then (S) is stable. If

lim
t→∞

∫ t

0
µ
(
A(s)

)
ds = −∞, (4.48)

then (S) is asymptotically stable. If

µ
(
A(t)

) ≤ 0, t ≥ 0, (4.49)

then (S) is uniformly stable. If, for some r > 0,

µ
(
A(t)

) ≤ −r, t ≥ 0, (4.50)

then (S) is uniformly asymptotically stable.
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Table 1 provides formulas for µ(A) corresponding to the three different norms
of Example 1.5.

Table 1

‖x‖ µ(A)

‖x‖1 largest eigenvalue of (1/2)(A + AT )

‖x‖2 maxi{aii +
∑

j, j �=i |ai j |}
‖x‖3 max j{aj j +

∑
i,i�= j |ai j |}

4. PERTURBED LINEAR SYSTEMS

In this section, we study the stability of systems of the form

x′ = A(t)x + F(t, x), (SF)

where A : R+ →Mn and F : R+×Rn → Rn are continuous functions with F(t, 0) ≡
0, t ∈ R+. We start with a theorem concerning the asymptotic stability of (SF). The
proof of this theorem is based on Lemma 4.13 below.

Lemma 4.13. Let X(t) be a fundamental matrix of the system (S). Assume fur-
ther that there exists a constant K > 0 such that∫ t

0

∥∥X(t)X−1(s)
∥∥ds ≤ K , t ≥ 0. (4.51)

Then there exists a constant M > 0 such that

∥∥X(t)
∥∥ ≤Me−K

−1t, t ≥ 0. (4.52)

Proof. Let u(t) ≡ ‖X(t)‖−1. Then we have

(∫ t

0
u(s)ds

)
X(t) =

∫ t

0
u(s)X(t)X−1(s)X(s)ds, (4.53)

from which we obtain∫ t

0
u(s)ds

∥∥X(t)
∥∥ ≤ ∫ t

0

∥∥X(t)X−1(s)
∥∥∥∥X(s)

∥∥u(s)ds ≤ K , t ≥ 0, (4.54)

or

u(t) ≥ K−1
∫ t

0
u(s)ds. (4.55)
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Now, let λ(t) denote the integral on the right-hand side of (4.55). Then we have

λ′(t) ≥ K−1λ(t), t ≥ 0. (4.56)

Dividing (4.56) by λ(t) and integrating from t0 > 0 to t ≥ t0, we obtain

λ(t) ≥ λ
(
t0
)
eK

−1(t−t0), t ≥ t0. (4.57)

Consequently,

∥∥X(t)
∥∥ = [

u(t)
]−1 ≤ K

[
λ(t)

]−1 ≤
[

K

λ
(
t0
)]e−K−1(t−t0) (4.58)

for every t ≥ t0. We choose M so large that

M ≥
[

K

λ
(
t0
)]eK−1t0 ,∥∥X(t)

∥∥ ≤Me−K
−1t0 , 0 ≤ t ≤ t0.

(4.59)

This completes the proof. �

Theorem 4.14. Let X(t) be a fundamental matrix of system (S) such that

∫ t

0

∥∥X(t)X−1(s)
∥∥ds ≤ K , t ≥ 0. (4.60)

Moreover, let

∥∥F(t, x)
∥∥ ≤ µ‖x‖, t ≥ 0, (4.61)

with µ ∈ [0,K−1). Then the zero solution of (SF) is asymptotically stable.

Proof. Let X(t) be the fundamental matrix of (S) with X(0) = I . Then since
X(t)X−1(s) = Y(t)Y−1(s) for any other fundamental matrix Y(t) of (S), it follows
that our assumed inequality on X(t) holds for this particular fundamental matrix
and so does Lemma 4.13. Thus, X(t) → 0 as t → ∞. If x(t) is a local solution
of (SF) defined to the right of t = 0, then x(t) satisfies the system

u′ = A(t)u + F
(
t, x(t)

)
. (4.62)

Using the variation of constants formula (3.47) for this system, we obtain

x(t) = X(t)x(0) +
∫ t

0
X(t)X−1(s)F

(
s, x(s)

)
ds. (4.63)
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Letting L > 0 be such that ‖X(t)‖ ≤ L for t ≥ 0, we obtain

∥∥x(t)
∥∥ ≤ L

∥∥x(0)
∥∥ + µK max

0≤s≤t
∥∥x(s)

∥∥, (4.64)

which implies

max
0≤s≤t

∥∥x(s)
∥∥ ≤ (1− µK)−1L

∥∥x(0)
∥∥. (4.65)

It follows that

∥∥x(t)
∥∥ ≤ (1− µK)−1L

∥∥x(0)
∥∥ (4.66)

as long as x(t) is defined. This implies that x(t) is continuable to +∞ (see Theo-
rem 3.8), and that the zero solution is stable. Now, we show that x(t) → 0 as t →∞.
To this end, let

c = lim sup
t→∞

∥∥x(t)
∥∥ (4.67)

and pick d ∈ (µK , 1). We are going to show that c = 0. Assume that c > 0. Then,
since d−1c > c, there exists t0 ≥ 0 such that

∥∥x(t)
∥∥ ≤ d−1c (4.68)

for every t ≥ t0. Thus, (4.63) implies

∥∥x(t)
∥∥ = ∥∥∥∥X(t)x(0) + X(t)

∫ t

0
X−1(s)F

(
s, x(s)

)
ds
∥∥∥∥

=
∥∥∥∥X(t)x(0) + X(t)

∫ t0

0
X−1(s)F

(
s, x(s)

)
ds

+ X(t)
∫ t

t0
X−1(s)F

(
s, x(s)

)
ds
∥∥∥∥

≤ ∥∥X(t)
∥∥∥∥x(0)

∥∥ +
∥∥X(t)

∥∥∫ t0

0

∥∥X−1(s)F
(
s, x(s)

)∥∥ds
+
∫ t

t0

∥∥X(t)X−1(s)
∥∥∥∥F(s, x(s)

)∥∥ds
≤ ∥∥X(t)

∥∥∥∥x(0)
∥∥ +

∥∥X(t)
∥∥∫ t0

0

∥∥X−1(s)F
(
s, x(s)

)∥∥ds + µKd−1c.

(4.69)

Taking the lim sup above as t →∞, we obtain c ≤ µKd−1c, that is, a contradiction.
Thus, c = 0 and the proof is finished. �
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Theorem 4.15. Let X(t) be a fundamental matrix of system (S) such that∥∥X(t)X−1(s)
∥∥ ≤ K , t ≥ s ≥ 0, (4.70)

where K is a positive constant. Moreover, let∥∥F(t, x)
∥∥ ≤ λ(t)‖x‖, (4.71)

where λ : R+ → R+ is continuous and such that∫∞
0
λ(t)dt < +∞. (4.72)

Let

M = K exp
{
K
∫∞

0
λ(t)dt

}
. (4.73)

Then every local solution x(t) of (SF), defined to the right of the point t0 ≥ 0, is
continuable to +∞ and satisfies ∥∥x(t)

∥∥ ≤M
∥∥x(t0)∥∥ (4.74)

for every t ≥ t0.

Proof. From the variation of constants formula (3.47) we have

∥∥x(t)
∥∥ ≤ K

∥∥x(t0)∥∥ + K
∫ t

t0
λ(s)

∥∥x(s)
∥∥ds (4.75)

for all t ≥ t0. Applying Gronwall’s inequality (Lemma 3.4), we obtain

∥∥x(t)
∥∥ ≤ K

∥∥x(t0)∥∥ exp
{
K
∫ t

t0
λ(s)ds

}
≤M

∥∥x(t0)∥∥ (4.76)

for t ≥ t0. Consequently, by Theorem 3.8, x(t) is continuable to +∞ and (4.76)
holds for every t ≥ t0. �

Corollary 4.16. If system (S) is uniformly stable and F is as in Theorem 4.15,
then the zero solution of (SF) is uniformly stable. In particular, the uniform stability
of (S) implies the uniform stability of the system

x′ = [
A(t) + B(t)

]
x, (4.77)

where B : R+ →Mn is continuous and such that∫∞
0

∥∥B(t)
∥∥dt < +∞. (4.78)
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The corollary to Theorem 4.17 below shows that uniform asymptotic stability
of linear systems (S) is maintained under the effect of small perturbations F(t, x).

Theorem 4.17. Let X(t) be a fundamental matrix of (S) such that∥∥X(t)X−1(s)
∥∥ ≤ Ke−µ(t−s), t ≥ s ≥ 0, (4.79)

where K and µ are positive constants. Let∥∥F(t, x)
∥∥ ≤ λ‖x‖ (4.80)

with λ ∈ (0,K−1µ). Then if c = µ − λK , every solution x(t) of (SF), defined on a
right neighborhood of t0 ≥ 0, exists for all t ≥ t0 and satisfies∥∥x(t)

∥∥ ≤ Ke−c(t−s)
∥∥x(s)

∥∥ (4.81)

for every t, s with t ≥ s ≥ t0.

Proof. From the variation of constants formula,

x(t) = X(t)X−1(t0)x(t0) +
∫ t

t0
X(t)X−1(s)F

(
s, x(s)

)
ds, (4.82)

in a right neighborhood of the point t0 ≥ 0, we obtain

∥∥x(t)
∥∥ ≤ Ke−µ(t−t0)

∥∥x(t0)∥∥ + λK
∫ t

t0
e−µ(t−s)∥∥x(s)

∥∥ds, t ≥ t0. (4.83)

Letting z(t) ≡ eµ(t−t0)‖x(t)‖, we have

z(t) ≤ Kz
(
t0
)

+ λK
∫ t

t0
z(s)ds, t ≥ t0. (4.84)

An application of Gronwall’s inequality (Lemma 3.4) yields

z(t) ≤ Kz
(
t0
)
eλK(t−t0), t ≥ t0,∥∥x(t)

∥∥ ≤ K
∥∥x(t0)∥∥e−c(t−t0).

(4.85)

Obviously, x(t) is continuable to +∞ (see Theorem 3.8). The conclusion of the
theorem for points t, s with t ≥ s ≥ t0, follows exactly as above. �

Corollary 4.18. If (S) is uniformly asymptotically stable and if (4.80) holds
for a sufficiently small λ > 0, then the zero solution of (SF) is also uniformly asymp-
totically stable. In particular, the uniform asymptotic stability of system (S) implies
the same property for system (4.77), where B : R+ →Mn is continuous and such that
B(t) → 0 as t →∞.

In the second part of Corollary 4.18 we use an interval [t1,∞), for a sufficiently
large t1 ≥ 0, instead of the interval [0,∞) of the definitions of stability.
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EXERCISES

4.1. Consider the scalar equation

x′ = b(t)x, (4.86)

where b : R+ → R is continuous. Show that (4.86) is asymptotically stable if and
only if

∫∞
0
b(t)dt = −∞. (4.87)

4.2. Prove Theorem 4.12.

4.3. Show that if

x′ = A(t)x, (S)

with A : R+ →Mn continuous, is stable, and if

∫ t

0
trA(s)ds ≥ m, t ≥ 0, (4.88)

with m constant, then (S) is strongly stable. Hint. Use the Liouville-Jacobi Formula
of Exercise 3.6 and the fact that X−1(t) ≡ X̃(t)/ detX(t), where X̃(t) is the matrix
whose (i, j)th entry is the cofactor of the ( j, i)th entry of X(t).

4.4. Consider System (SF) with A : R+ →Mn, F : R+ ×Rn → Rn continuous.
Furthermore, assume the existence of a positive constant c such that ‖F(t, x)‖ ≤
λ(t)‖x‖ for every x ∈ Rn with ‖x‖ ≤ c, where λ : R+ → R+ is continuous and such
that ∫∞

0
λ(t)dt = d < +∞. (4.89)

Then the uniform stability of the homogeneous system (S), assuming (4.4), im-
plies the stability of the zero solution of system (SF). Hint. Show that if ‖x0‖ < µ,
where

µ = min
{
c, cK−1e−dK

}
, (4.90)

then ‖x(t)‖ < c as long as x(t) exists. Here, x(t) is a solution of (SF) with x(0) = x0.
To this end, assume that there is a point t ∈ (0,∞) such that ‖x(t)‖ = c and
‖x(t)‖ < c on [0, t). Then use the growth condition on F along with Gronwall’s
inequality to obtain the contradiction: ‖x(t)‖ ≤ K‖x0‖edK < c on [0, t]. This last
inequality on [0,∞) implies the stability of the zero solution of (SF).
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4.5. Consider the scalar equation

x′′ + x = (
1 + t3)−1|x|α sgn x, t ≥ 0, (4.91)

where α > 1 is a constant. Show that the system corresponding to this equation
has its zero solution stable. Hint. Apply the result of Exercise 4.4.

4.6. Consider the “autonomous” system x′ = F(x), where F : Rn → Rn is
continuous and such that F(0) = 0. Show that the stability of the zero solution of
this system is equivalent to its uniform stability.

4.7. How small should |m| be (m constant) so that the zero solution of the
equation

x′′ + 2x′ + x =
[

m(
1 + t2

)]|x|, (4.92)

written as a system, is asymptotically stable?

4.8. Let (S) be uniformly asymptotically stable. Let

∫ t+1

t

∥∥ f (s)
∥∥ds ≤ C, t ≥ 0, (4.93)

where f : R+ → Rn is continuous and C is a positive constant. Show that every
solution of (S f ) is bounded. Hint. Show first that (4.93) implies

e−αt
∫ t

0
eαs
∥∥ f (s)

∥∥ds ≤ C
(
1− e−α

)−1
, t ≥ 0, (4.94)

for any α > 0. In fact,

e−αt
∫ t

0
eαs
∥∥ f (s)

∥∥ds ≤ e−αt
[t]∑
j=0

eα(t− j)C, (4.95)

where [t] is the greatest integer function at t.

4.9. Consider the system (S) with A : R+→Mn continuous. Let limt→∞ A(t)
= A0. Then, assuming “smallness” conditions on

∥∥A(t)− A0
∥∥ or

∫∞
0

∥∥A(t)− A0
∥∥dt, (4.96)

obtain stability properties for (S) based on those of x′ = A0x.
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4.10. Let A0 ∈ Mn and let A : R+ → Mn, f : R+ → Rn be continuous. Show
that if all solutions of x′ = A0x are bounded, then all solutions of (S f ) are bounded,
provided that ∫∞

0

∥∥A(t)− A0
∥∥dt < +∞,

∫∞
0

∥∥ f (t)
∥∥dt < +∞. (4.97)

4.11. Consider (S f ) withA : R+ →Mn, f : R+ → Rn continuous. Assume that
system (S) is uniformly asymptotically stable. Show that if ‖ f (t)‖ → 0 as t → ∞,
then every solution of (S f ) tends to zero as t →∞.

4.12. Let A ∈ Mn and F : R+ × Rn → Rn be continuous in (SF). Assume that
the system (S) is asymptotically stable and that

lim
‖u‖→0

∥∥F(t,u)
∥∥

‖u‖ = 0, uniformly w.r.t. t ∈ R+. (4.98)

Show that the zero solution of (SF) is asymptotically stable.

4.13. Assume that X(t) satisfies (4.6) and that F is as in Theorem 4.15. Let t0
be an arbitrary point in R+. Show that every solution x(t) of (SF), defined on a
right neighborhood of t0, is continuable to +∞ and satisfies∥∥x(t)

∥∥ ≤M
∥∥x(t0)∥∥, t ∈ [

t0,∞), (4.99)

where M is a positive constant independent of the solution x(t). Then show that
the zero solution of (SF) is strongly stable. Hint. Use the variation of constants
formula to get (4.99) for M = LK2, where L is the constant determined below.
Then differentiate the function q(t) = ‖X−1(t)x(t)‖ from the left, by using

∣∣q(t)− q(t − h)
∣∣ ≤ K2

∫ t

t−h
λ(s)q(s)ds, 0 < t − h < t, (4.100)

to obtain locally

−K2λ(t)q(t) ≤ q′−(t) ≤ K2λ(t)q(t). (4.101)

Use a suitable version of Lemma 4.11 to obtain integral inequalities as in Theo-
rem 4.10:

q
(
t1
)

exp
{
− K2

∫ t2

t1
λ(t)dt

}
≤ q

(
t2
) ≤ q

(
t1
)

exp
{
K2

∫ t2

t1
λ(t)dt

}
(4.102)

for t2 ≥ t1 ≥ t0. Show that∥∥X−1(t)x(t)
∥∥ ≤ L

∥∥X−1(s)x(s)
∥∥, t, s ≥ t0, (4.103)
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where

L = exp
{
K2

∫∞
t0
λ(t)dt

}
. (4.104)

4.14. Using Exercise 4.13, show that the strong stability of the system (S) im-
plies the strong stability of (4.77), where B : R+ →Mn is continuous and such that

∫∞
0

∥∥B(t)
∥∥dt < +∞. (4.105)

4.15. Let F : Rn → Rn be continuously differentiable with F(0) = 0. Assume
that the system

x′ = F′(0)x (4.106)

is asymptotically stable, where F′(0) is the Jacobian matrix of F at 0. Show that the
zero solution of the system

x′ = F(x) (4.107)

is asymptotically stable. How would you extend this result to time-dependent sys-
tems of the type x′ = G(t, x) and Jacobian matrices Gx(t, 0)? Hint. Prove that

F(x) = F′(0)x + W(x), (4.108)

where W(x)/‖x‖ → 0 as x → 0. Then use Exercise 4.12.

4.16. Show that µ(A(t)) is a continuous function of t for any continuous A :
J →Mn, where J is an interval of R.





CHAPTER 5

LYAPUNOV FUNCTIONS IN THE
THEORY OF DIFFERENTIAL SYSTEMS;

THE COMPARISON PRINCIPLE

Let V : Rn → R be a continuous function such that lim‖x‖→∞V(x) = +∞, and let
x(t) be a solution of the system

x′ = F(t, x) (E)

defined onR+. In order to show that x(t) is bounded onR+, it suffices to show that
the function V(x(t)) is bounded above on R+. In fact, let V(x(t)) ≤ K , t ∈ R+,
where K is a positive constant, and assume that ‖x(tm)‖ → +∞ as m → ∞, for
some sequence {tm}∞m=1. ThenV(x(tm)) → +∞, which is a contradiction. It follows
that x(t) is bounded.

The main observation here is that local or global information about the solu-
tions of (E) may be obtained from certain scalar functions which, in some sense,
are associated with system (E). The study of this situation is the subject of this
chapter.

In Section 1, we introduce the concept of such Lyapunov functions V and show
their main connection with system (E). Section 2 establishes the existence of max-
imal and minimal solutions of first-order scalar problems

u′ = γ(t,u), u
(
t0
) = u0, (5.1)

and their relationships to system (E) by means of

V ′
E(t,u) ≤ γ

(
t,V(t,u)

)
, V

(
t0,u0

) ≤ u0, (5.2)

where V is a Lyapunov function associated with (E) and V ′
E is a certain deriva-

tive of V along the system (E). This inequality, which provides information about
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V(t, x(t)), is the main ingredient of the well-known comparison principle. Natu-
rally, the scalar function γ(t,u) above is intimately related to system (E). Such a
relationship could be given, for example, by an inequality of the type

∥∥F(t,u)
∥∥ ≤ γ

(
t,‖u‖) (5.3)

on a subset of R+ ×Rn.
An application of these considerations to an existence theorem on R+ is given

in Section 3, and Section 4 concerns itself with stability properties of the zero so-
lution of (E).

1. LYAPUNOV FUNCTIONS

Definition 5.1. Let S = R+×Rn and let V : S→ R be continuous and satisfy
a Lipschitz condition w.r.t. its second variable in every compact subset of S. This
means that if K ⊂ S is compact, then there exists a constant LK > 0 such that

∥∥V(t,u1
)−V

(
t,u2

)∥∥ ≤ LK
∥∥u1 − u2

∥∥ (5.4)

for every (t,u1), (t,u2) ∈ K . Then V is called a Lyapunov function.

In what follows, the function F : R+ × Rn → Rn in equation (E) will be
assumed continuous. Let V(t,u) be a Lyapunov function. We define V ′

E as follows:

V ′
E(t,u) = lim sup

h→0+

V
(
t + h,u + hF(t,u)

)−V(t,u)
h

. (5.5)

If x(t) is a solution of (E) such that (t, x(t)) ∈ S, t ∈ [a, b) (0 ≤ a < b ≤ +∞), then
we define

V+(t, x(t)
) = lim sup

h→0+

V
(
t + h, x(t + h)

)−V
(
t, x(t)

)
h

(5.6)

for every t ∈ [a, b). In our argument below, the point t ∈ R+ is fixed. Moreover, h
is a sufficiently small positive number, and L is a (local) Lipschitz constant for the
Lyapunov function V . We first note that

x(t + h)− x(t)
h

− F
(
t, x(t)

) = ε(h), (5.7)

where ε(h) → 0 as h→ 0+. Since

∣∣V(t + h, x(t) + hF
(
t, x(t)

)
+ hε(h)

)−V
(
t + h, x(t) + hF

(
t, x(t)

))∣∣ ≤ Lh
∥∥ε(h)

∥∥,
(5.8)
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it follows that

V
(
t + h, x(t + h)

)−V
(
t, x(t)

)
= V

(
t + h, x(t) + hF

(
t, x(t)

)
+ hε(h)

)−V
(
t, x(t)

)
≤ V

(
t + h, x(t) + hF

(
t, x(t)

))
+ Lh

∥∥ε(h)
∥∥−V

(
t, x(t)

)
.

(5.9)

Dividing above by h > 0 and then taking the lim sup as h→ 0+, we obtain

V+(t, x(t)
) ≤ V ′

E

(
t, x(t)

)
. (5.10)

Similarly, we have

V
(
t + h, x(t + h)

)−V
(
t, x(t)

) ≥ V
(
t + h, x(t) + hF

(
t, x(t)

))
− Lh

∥∥ε(h)
∥∥−V

(
t, x(t)

)
,

(5.11)

which yields

V ′
E

(
t, x(t)

) ≤ V+(t, x(t)
)
. (5.12)

Thus,

V ′
E

(
t, x(t)

) = V+(t, x(t)
)

(5.13)

at all points t ∈ [a, b). Evidently, we also have

lim inf
h→0+

V
(
t + h, x(t + h)

)−V
(
t, x(t)

)
h

= lim inf
h→0+

V
(
t + h, x(t) + hF

(
t, x(t)

))−V
(
t, x(t)

)
h

.

(5.14)

We have shown the following lemma.

Lemma 5.2. Let S = R+ ×Rn and let (t, x(t)) ∈ S for every t ∈ [a, b) (0 ≤ a <
b ≤ +∞), where x(t) is a solution of system (E). Assume further that V is a Lyapunov
function. Then

V ′
E

(
t, x(t)

) = V+(t, x(t)
)

(5.15)

for every t ∈ [a, b).

Naturally, if V is differentiable, then

V+(t, x(t)
) = d

dt
V
(
t, x(t)

) = Vt
(
t, x(t)

)
+
〈∇V(t, x(t)

)
,F
(
t, x(t)

)〉
,

(5.16)

where∇V denotes the gradient of V(t,u) w.r.t. u.
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2. MAXIMAL AND MINIMAL SOLUTIONS;
THE COMPARISON PRINCIPLE

The four Dini derivatives of a function u(t) are defined as follows:

D+u(t) = lim sup
h→0+

u(t + h)− u(t)
h

,

D+u(t) = lim inf
h→0+

u(t + h)− u(t)
h

,

D−u(t) = lim sup
h→0−

u(t + h)− u(t)
h

,

D−u(t) = lim inf
h→0−

u(t + h)− u(t)
h

.

(5.17)

These functions may assume the values +∞ and −∞.

Definition 5.3. Consider the equation

u′ = γ(t,u), (5.18)

where γ is a continuous real-valued function defined on a suitable subset ofR+×R.
Let u(t) be a solution of (5.18) defined on an interval I = [t0, t0 +a) (0 < a ≤ +∞)
or I = [t0, t0 + a] with t0 ≥ 0. Then u(t) is said to be a maximal solution of (5.18)
on I , if for any other solution v(t) of (5.18) with v(t0) = u(t0) and domain I1 ⊂ I
we have

u(t) ≥ v(t), t ∈ I1. (5.19)

Similarly one defines a minimal solution.

Obviously, maximal and minimal solutions are unique w.r.t. their initial con-
ditions. We are planning to show that there are always local maximal and minimal
solutions of (5.18) with any appropriate initial conditions. Before we state the rel-
evant result, we need the following auxiliary theorem.

Theorem 5.4. Let M ⊂ R2 be open and let γ : M̄ → R be a continuous
function. Let v,w : [t0, t0 + a) → R (0 < a ≤ +∞) be continuous and such that
(t, v(t)), (t,w(t)) ∈ M̄ for all t ∈ [t0, t0 +a). Furthermore, assume that v(t0) < w(t0)
and

D−v(t) < γ
(
t, v(t)

)
,

D−w(t) ≥ γ
(
t,w(t)

) (5.20)

for every t ∈ (t0, t0 + a). Then

v(t) < w(t), t ∈ [
t0, t0 + a

)
. (5.21)
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Proof. Assume that the conclusion is not true. Then

N = {
t ∈ [

t0, t0 + a
)

: v(t) ≥ w(t)
} �= ∅. (5.22)

Let t1 = inf{t : t ∈ N}. By the continuity of v, w, and the inequality v(t0) < w(t0),
we have t1 > t0, v(t1) = w(t1), and

v(t) < w(t), t ∈ [
t0, t1

)
. (5.23)

Thus, for h < 0 and −h sufficiently small, we have

v
(
t1 + h

)− v
(
t1
)

h
>
w
(
t1 + h

)−w
(
t1
)

h
, (5.24)

which yields D−v(t1) ≥ D−w(t1). This and (5.20) imply γ(t1, v(t1)) > γ(t1,w(t1)),
that is, a contradiction to v(t1) = w(t1). It follows that N is the empty set. �

Theorem 5.5 (existence of maximal and minimal solutions). Let D=[t0, t0 +
a]×{u ∈ R : |u−u0| ≤ b}, where t0 ≥ 0, u0 ∈ R and b > 0 are fixed. Let γ : D → R
be continuous and such that |γ(t,u)| ≤ K (K constant) for every (t,u) ∈ D. Then
the scalar problem

u′ = γ(t,u), u
(
t0
) = u0, (*)

has a maximal and a minimal solution on [t0, t0 +α], where α = min{a, b/(b+2K)}.
Above, and in what follows, a maximal (minimal) solution of (*) is just a

maximal (minimal) solution u(t) of (5.18) with initial condition u(t0) = u0.

Proof of Theorem 5.5. We will only be concerned with the existence of a
maximal solution. Dual arguments cover the existence of a minimal solution. Let
ε ∈ (0, b/2] and consider the scalar problem

u′ = γ(t,u) + ε, u
(
t0
) = u0 + ε. (5.25)ε

We notice that the function γ(t,u) + ε is continuous on the set Dε = [t0, t0 + a]×
{u ∈ R : |u − (u0 + ε)| ≤ b/2}. We also notice that Dε ⊂ D and |γ(t,u) + ε| ≤
K + (b/2) on Dε. Consequently, the Peano theorem (Theorem 3.1) ensures the
existence of a solution uε(t) of the problem (5.25)ε which exists on [t0, t0 + α].
The boundedness of γ(t,u) on D implies the equicontinuity of the family of func-
tions uε(t), ε ∈ (0, b/2], t ∈ [t0, t0 + α]. Since these functions are also uniformly
bounded, we may choose a decreasing sequence {εn} such that εn → 0 as n → ∞
and s(t) = limn→∞ uεn(t) exists uniformly on [t0, t0 +α] (see Theorem 2.5). Letting
n→∞ in

uεn(t) = u0 + εn +
∫ t

t0

[
γ
(
s,uεn(s)

)
+ εn

]
ds (5.26)
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and taking into consideration the fact that γ(t,uεn(t)) → γ(t, s(t)) uniformly on
[t0, t0 + α], we obtain that s(t) is a solution of (*) on the interval [t0, t0 + α]. To
show that s(t) is actually the maximal solution of (*) on [t0, t0 + α], let u(t) be any
other solution of (*) on [t0, t0 + α′], α′ ≤ α. Then we have

u
(
t0
) = u0 < u0 + ε = uε

(
t0
)
,

u′(t) < γ
(
t,u(t)

)
+ ε,

u′ε(t) = γ
(
t,uε(t)

)
+ ε

(5.27)

for every t ∈ [t0, t0 + α′], ε ∈ (0, b/2]. Theorem 5.4 applies now to obtain u(t) <
uε(t), t ∈ [t0, t0 + α′]. This of course implies that u(t) ≤ s(t) on [t0, t0 + α′] and
completes the proof. �

It is well known that a continuous function f : [a, b] → R is decreasing on
[a, b] if and only if D− f (x) ≤ 0 (D+ f (x) ≤ 0) for all x ∈ (a, b). Similarly, f is
increasing on [a, b] if and only if D+ f (x) ≥ 0 (D− f (x) ≥ 0) for all x ∈ (a, b).
The following three lemmas will be used in the proof of the Comparison theorem
(Theorem 5.10). The letter D denotes any one of the Dini derivatives.

Lemma 5.6. Let u : [t0, t0 + a] → R, t0 ≥ 0, be continuous and such that
Du(t) ≤ 0 for t ∈ [t0, t0 + a] \ S, where S is a countable set. Then u(t) is decreasing
on [t0, t0 + a].

The proof of this lemma follows easily from the proof of Theorem 34.1 in
McShane [41, page 200].

Lemma 5.7. Let v,w : [t0, t0 + a] → R, t0 ≥ 0, be continuous and such that
Dv(t) ≤ w(t) for every t ∈ [t0, t0 + a] \ S, where S is a countable set. Then D−v(t) ≤
w(t) for every t ∈ (t0, t0 + a).

Proof. Let

y(t) = v(t)−
∫ t

t0
w(s)ds, t ∈ [

t0, t0 + a
]
. (5.28)

Then Dy(t) = Dv(t) − w(t) ≤ 0, t ∈ [t0, t0 + a] \ S. Consequently, Lemma 5.6
implies that y(t) is decreasing on [t0, t0 + a], which in turn implies

D−y(t) = D−v(t)−w(t) ≤ 0, t ∈ (
t0, t0 + a

)
(5.29)

(see McShane [41, page 191]). This completes the proof of the lemma. �

Remark 5.8. It is important to note that, in view of the above lemma, the
derivative D− in Theorem 5.4 can actually be replaced by any other Dini derivative.
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Lemma 5.9. Let γ : R+ × R → R be continuous and let (t0,u0) ∈ R+ × R
be fixed. Let s(t) be the maximal solution of (*) on the interval [t0, t0 + a), for some
a ∈ (0, +∞), and fix t1 ∈ (t0, t0 +a). Then there exists ε0 > 0 such that, if ε ∈ (0, ε0),
then the maximal solution sε(t) of the problem

u′ = γ(t,u) + ε, u
(
t0
) = u0 + ε, (5.25)ε

exists on [t0, t1] and satisfies

lim
ε→0

sε(t) = s(t) (5.30)

uniformly on [t0, t1].

Proof. Let M ⊂ R+×R be compact and such that, there exists b > 0 such that

Dt
ε = [t, t + b]× {

u ∈ R :
∣∣u− (

s(t) + ε
)∣∣ ≤ b

} ⊂M (5.31)

for every t ∈ [t0, t1], ε ∈ (0, b/2]. Suppose that |γ(t,u)| ≤ K on M, where K is a
positive constant. Then we have

∣∣γ(t,u) + ε
∣∣ ≤ K +

b

2
(5.32)

on Dt
ε for every t ∈ [t0, t1], ε ∈ (0, b/2]. Theorem 5.5 applied to the rectangle

Dt0
ε ensures the existence of a maximal solution sε(t) of (5.25)ε on the interval

[t0, t0 + α] with α = min{b, (b/b + 2K)}. The number α does not depend on ε.
Now, we choose a positive integer N such that

α′ = t1 − t0
N

≤ α, (5.33)

and we proceed as in Theorem 5.5 to conclude that

lim
ε→0

sε(t) = s(t) (5.34)

uniformly on [t0, t0 + α′]. Here, we have used the fact that a maximal solution is
unique and that for every sequence {εn}with εn > 0 and limn→∞ εn = 0 there exists
a subsequence {ε′n} such that sεn′ (t) → s(t) as n → ∞ uniformly on [t0, t0 + α′]. It
follows that sε(t0 + α′) → s(t0 + α′) as ε → 0. Thus, there exists a positive ε1 ≤ b/2
such that

0 < µ(ε) = sε
(
t0 + α′

)− s
(
t0 + α′

) ≤ b

2
, ε ∈ (

0, ε1
]
. (5.35)
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Repeating the above argument on the rectangle Dt0+α′
µ(ε) ⊂ M, for ε < ε1, we obtain

that the problem

u′ = γ(t,u) + ε, u
(
t0 + α′

) = s
(
t0 + α′

)
+ µ(ε) (5.36)

has its maximal solution s̄ε(t) existing on [t0 + α′, t0 + 2α′]. We can extend the
function sε(t) to the interval [t0 + α′, t0 + 2α′] by defining

sε(t) = s̄ε(t), t ∈ [
t0 + α′, t0 + 2α′

]
, (5.37)

for ε < ε1. Obviously, this extended function sε(t) is the maximal solution of
(5.25)ε on the interval [t0, t0 +2α′] and converges to s(t) uniformly on this interval
as ε → 0. Similarly, using finite induction, we show that there is ε0 = εN−1 such
that the maximal solution sε(t) of (5.25)ε exists on [t0, t0 + Nα′] = [t0, t1] for
ε ∈ (0, ε0), and converges to s(t) uniformly on [t0, t1] as ε → 0. The proof is
finished. �

Theorem 5.10 (the comparison theorem). Let γ : R+ ×R→ R be continuous
and fix (t0,u0) ∈ R+×R, a ∈ (0, +∞]. Let s(t) be the maximal solution of (*) on the
interval [t0, t0 + a). Let u : [t0, t0 + a) → R be continuous and such that u(t0) ≤ u0

and

Du(t) ≤ γ
(
t,u(t)

)
, t ∈ [

t0, t0 + a
) \ S, (5.38)

where S is a countable set. Then

u(t) ≤ s(t), t ∈ [
t0, t0 + a

)
. (5.39)

Proof. We first notice that, by Lemma 5.7, we have

D−u(t) ≤ γ
(
t,u(t)

)
, t ∈ (

t0, t0 + a
)
. (5.40)

If t1 is a point in (t0, t0 + a), then the above lemma ensures the existence of the
maximal solution sε(t) of (5.25)ε on [t0, t1] for all sufficiently small ε > 0. We also
have that sε(t) → s(t) uniformly on [t0, t1] as ε → 0. Combining (5.25)ε, (5.40),
and Theorem 5.4, we find that u(t) < sε(t) on [t0, t1]. This implies that u(t) ≤ s(t),
t ∈ [t0, t1]. Since t1 ∈ (t0, t0 + a) is arbitrary, the theorem is proved. �

We are now ready to state and prove the comparison principle mentioned in the
introduction. This principle is the source of an abundance of local and asymptotic
properties of solutions of (E). Some of its applications will be given in Sections 3
and 4.
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Theorem 5.11 (the comparison principle). Let V be a Lyapunov function de-
fined on R+ ×Rn and assume that

V ′
E(t,u) ≤ γ

(
t,V(t,u)

)
, (t,u) ∈ R+ ×Rn, (5.41)

where γ : R+ × R → R is continuous and such that problem (*) has the maximal
solution s(t) on the interval [t0,T) (0 ≤ t0 < T ≤ +∞). Let x(t), t ∈ [t0,T), be any
solution of (E) with V(t0, x(t0)) ≤ u0. Then V(t, x(t)) ≤ s(t) for every t ∈ [t0,T).

Proof. Let λ(t) = V(t, x(t)), t ∈ [t0,T). Then λ(t0) ≤ u0 and, by Lemma 5.2,

D+λ(t) ≤ γ
(
t, λ(t)

)
, t ∈ [

t0,T
)
. (5.42)

Theorem 5.10 implies λ(t) ≤ s(t), t ∈ [t0,T). �

3. EXISTENCE ONR+

In this section, we employ the comparison principle in order to establish an exis-
tence theorem onR+ for system (E). As before, we assume that F : R+×Rn → Rn is
a continuous function. The following lemma is an easy consequence of the proofs
of Theorems 3.6 and 3.7.

Lemma 5.12. Let x(t), t ∈ [t0, t1) (0 ≤ t0 < t1 < +∞), be a solution of sys-
tem (E). Then x(t) is extendable to the point t = t1 if and only if it is bounded on
[t0, t1).

Definition 5.13. Let x(t), t ∈ [t0,T), (0 ≤ t0 < T ≤ +∞), be a solution of
system (E). Then x(t) is said to be noncontinuable or nonextendable to the right if
T equals +∞ or x(t) cannot be continued to t = T .

Theorem 5.14 below says that every extendable to the right solution of (E) is
the restriction of a noncontinuable to the right solution of the same system.

Theorem 5.14. Let x(t), t ∈ [t0, t1) (t1 > t0 ≥ 0), be an extendable to the right
solution of system (E). Then there is a noncontinuable to the right solution of (E)
which extends x(t). This means that there is a solution y(t), t ∈ [t0, t2), such that
t2 > t1, y(t) = x(t), t ∈ [t0, t1), and y(t) is noncontinuable to the right. Here, t2 may
equal +∞.

Proof. It suffices to assume that t0 > 0. Let Q = (0,∞) × Rn and, for m =
1, 2, . . . , let Qm = {(t,u) ∈ Q : t2 + ‖u‖2 ≤ m, t ≥ 1/m}. Then Qm ⊂ Qm+1 and⋃
Qm = Q. Furthermore, each set Qm is a compact subset of Q. By Lemma 5.12, a

solution y(t), t ∈ [t0,T), is noncontinuable to the right if its graph {(t, y(t)) : t ∈
[t0,T)} intersects all the sets Qm. We are going to construct such a solution y(t)
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which extends x(t). Since x(t) is continuable to the right, we may consider it de-
fined and continuous on the interval [t0, t1]. Now, since the graph G = {(t, x(t)) :
t ∈ [t0, t1]} is compact, there exists an integer m1 such that G ⊂ Qm1 . If the num-
ber α > 0 is sufficiently small, then for every (a,u) ∈ Qm1 the set

Ma,u =
{

(t, x) ∈ Rn+1 : |t − a| ≤ α,‖x − u‖ ≤ α
}

(5.43)

is contained in the set Qm1+1. Let ‖F(t, x)‖ ≤ K on the set Qm1+1, where K is
a positive constant. By Peano’s theorem (Theorem 3.1), for every point (a,u) ∈
Qm1 there exists a solution x(t) of system (E) such that x(a) = u, defined on the
interval [a, a + β] with β = min{α,α/K}. This number β does not depend on the
particular point (a,u) ∈ Qm1 . Consequently, since (t1, x(t1)) ∈ Qm1 , there exists a
solution x1(t) of (E) which continues x(t) to the point t = t1 + β. Repeating this
process, we eventually have a solution xq(t) (q a positive integer) of system (E),
which continues x(t) to the point t1 +qβ and has its graph in the set Qm1+1, but not
entirely inside the set Qm1 . In this set Qm1+1 we repeat the continuation process as
we did for the set Qm1 . Thus, we eventually obtain a solution y(t) which intersects
all the sets Qm, m ≥ m1, for some m1, and is a noncontinuable extension of the
solution x(t). �

The theorem below shows that a noncontinuable to the right solution of (E)
actually blows up at the right endpoint T of the interval of its existence, provided
that this point T is finite.

Theorem 5.15. Let x(t), t ∈ [t0,T) (0 ≤ t0 < T < +∞), be a noncontinuable
to the right solution of (E). Then

lim
t→T−

∥∥x(t)
∥∥ = +∞. (5.44)

Proof. Assume that our assertion is false. Then there exists an increasing
sequence {tm}∞m=1 such that tm ∈ [t0,T), limm→∞ tm = T and limm→∞ ‖x(tm)‖
= L < +∞. Since {x(tm)}, m = 1, 2, . . . , is bounded, there exists a subsequence
{x(t′m)} such that x(t′m) → y, as m→∞, with ‖y‖ = L and t′m increasing. Let M be
a compact subset of R+ × Rn such that the point (T , y) is an interior point of M.
We may assume that (t′m, x(t′m)) ∈ intM for all m = 1, 2, . . . . We will show that,
for infinitely many m, there exists t̄m such that

t′m < t̄m < t′m+1,
(
t̄m, x

(
t̄m
)) ∈ ∂M. (5.45)

In fact, if this were not true, there would be some ε ∈ (0,T) such that (t, x(t)) ∈
intM for all t ∈ (T − ε,T). But then Lemma 5.12 would imply the extendability
of x(t) to t = T , which is a contradiction. Let (5.45) hold for a subsequence {m′}
of the positive integers so that t̄m′ is the smallest number with the property

t′m′ < t̄m′ < t′m′+1,
(
t̄m′ , x

(
t̄m′

)) ∈ ∂M. (5.46)
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Then we have

lim
m′→∞

(
t̄m′ , x

(
t̄m′

)) = (T , y). (5.47)

This is a consequence of the fact that t̄m′ → T as m′ → ∞ and the inequality∥∥x(t̄m′
)− x

(
t′m′

)∥∥ ≤ µ
(
t̄m′ − t′m′

)
, (5.48)

where µ is an upper bound for the function F(t, x) on M. However, since ∂M is a
closed set, we have (T , y) ∈ ∂M. This is a contradiction to our assumption. The
proof is complete. �

It should be noted that a local maximal solution of (*) can always be extended
to a noncontinuable to the right maximal solution. This is a consequence of The-
orems 5.5 and 5.14.

We are now ready for the main result of this section which says that every
solution of system (E) is extendable to +∞ if this is true for an associated scalar
differential equation.

Theorem 5.16 (the comparison principle and existence onR+). Let V : R+×
Rn → R be a Lyapunov function satisfying

V ′
E(t,u) ≤ γ

(
t,V(t,u)

)
, (t,u) ∈ R+ ×Rn (5.49)

and V(t,u) → +∞ as ‖u‖ → +∞ uniformly w.r.t. t lying in any compact set. Here, γ :
R+×R→ R is continuous and such that for every (t0,u0) ∈ R+×R the problem (*)
has a maximal solution defined on [t0, +∞). Then every solution of (E) is extendable
to +∞.

Proof. Let [t0,T) be the maximal interval of existence of a solution x(t)
of (E) and assume that T < +∞. Let y(t) be the maximal solution of (*) with
y(t0) = V(t0, x(t0)). Then Theorem 5.11 ensures that

V
(
t, x(t)

) ≤ y(t), t ∈ [
t0,T

)
. (5.50)

On the other hand, since x(t) is a noncontinuable to the right solution, we must
have

lim
t→T−

∥∥x(t)
∥∥ = +∞ (5.51)

by Theorem 5.15. This implies thatV(t, x(t)) converges to +∞ as t→T−, but (5.50)
implies that

lim sup
t→T−

V
(
t, x(t)

) ≤ y(T). (5.52)

Thus, T = +∞. �
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It is easy to see that (5.49) is not needed for all (t,u) ∈ R+ × Rn. It can be
assumed instead that it holds for all u ∈ Rn such that ‖u‖ > α, where α is a positive
constant. Having this in mind, we establish the following important corollary.

Corollary 5.17. Assume that there exists α > 0 such that

∥∥F(t,u)
∥∥ ≤ γ

(
t,‖u‖), t ∈ R+, ‖u‖ > α, (5.53)

where γ : R+ × R+ → R+ is continuous and such that for every (t0,u0) ∈ R+ × R+,
problem (*) has a maximal solution defined on [t0,∞). Then every solution of (E) is
extendable to +∞.

Proof. Here, it suffices to take V(t,u) ≡ ‖u‖. In fact, from the proof of The-
orem 4.10 we obtain

V ′
E

(
t, x(t)

) = lim
h→0+

∥∥x(t) + hF
(
t, x(t)

)∥∥− ∥∥x(t)
∥∥

h

≤ ∥∥F(t, x(t)
)∥∥ ≤ γ

(
t,
∥∥x(t)

∥∥) = γ
(
t,V

(
t, x(t)

))
,

(5.54)

provided that ‖x(t)‖ > α. Now, let x(t), t ∈ [t0,T), be a noncontinuable to the
right solution of (E) such that T < +∞. Then, for t sufficiently close to T from the
left, we have ‖x(t)‖ > α. The rest of the proof follows as in Theorem 5.16. �

4. COMPARISON PRINCIPLE AND STABILITY

In this section, we establish stability properties of the zero solution of a system of
the form (E) by assuming the same stability properties of the zero solution of an
associated scalar equation of the form (*).

Definition 5.18. Let the function λ : R+ → R+ be strictly increasing, con-
tinuous and such that λ(0) = 0. Then λ is called a Q-function. The set of all Q-
functions will be denoted by QF.

Definition 5.19. A Lyapunov function V : R+ ×Rn → R with V(t, 0) ≡ 0 is
said to be Q-positive if there exists λ ∈ QF such that

V(t,u) ≥ λ
(‖u‖), (t,u) ∈ R+ ×Rn. (5.55)

Definition 5.20. A Lyapunov function V : R+ × Rn → R is said to be Q-
bounded if there exists λ ∈ QF such that

V(t,u) ≤ λ
(‖u‖), (t,u) ∈ R+ ×Rn. (5.56)

We are now ready for our first stability results via the comparison method.
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Theorem 5.21. Let F(t, 0) ≡ 0 and V : R+ ×Rn → R be a Lyapunov function
with the property

V ′
E(t,u) ≤ γ

(
t,V(t,u)

)
, (t,u) ∈ R+ ×Rn, (5.57)

where γ : R+ ×R→ R is continuous and γ(t, 0) ≡ 0. If the zero solution of

u′ = γ(t,u) (5.58)

is stable (asymptotically stable) and V is Q-positive, then the zero solution of (E) is
stable (asymptotically stable).

Proof. Assume the stability of the zero solution of (5.58). The Q-positiveness
of V implies the existence of λ ∈ QF such that

V(t,u) ≥ λ
(‖u‖), (t,u) ∈ R+ ×Rn. (5.59)

Given ε > 0 there exists η(ε) > 0 such that |y(t)| < λ(ε) for all t ∈ R+, where
y(t) is any solution of (5.58) with |y(0)| < η(ε). This property follows from
the stability assumption on (5.58). On the other hand, since V is continuous and
V(t, 0) ≡ 0, there exists δ(ε) > 0 such that

V
(
0, x0

)
< η(ε) whenever

∥∥x0
∥∥ < δ(ε). (5.60)

Now, fix x0 with ‖x0‖ < δ(ε), let x(t) be a solution of (E) with x(0) = x0, and let
u(t) be the maximal solution of (5.58) with the property u(0) = V(0, x0). Then,
by Theorem 5.11, we have

λ
(∥∥x(t)

∥∥) ≤ V
(
t, x(t)

) ≤ u(t) < λ(ε), t ∈ R+, (5.61)

which, along with the fact that λ is strictly increasing, implies that∥∥x(t)
∥∥ < ε, t ∈ R+. (5.62)

This proves the stability of the zero solution of (E).
If we assume the asymptotic stability of the zero solution of (5.58), then the

asymptotic stability of the zero solution of (E) follows from

λ
(∥∥x(t)

∥∥) ≤ u(t), t ∈ R+, (5.63)

which holds for ‖x(0)‖ = ‖x0‖ sufficiently small. Since limt→∞ u(t) = 0, we also
have

lim
t→∞

∥∥x(t)
∥∥ ≤ lim

t→∞ λ
−1(u(t)

) = 0. (5.64)

This is the end of the proof. �
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The uniform stability cases are covered by Theorem 5.22.

Theorem 5.22. Let F(t, 0) ≡ 0 and V : R+ ×Rn → R be a Lyapunov function
with the property

V ′
E(t,u) ≤ γ

(
t,V(t,u)

)
, (t,u) ∈ R+ ×Rn, (5.65)

where γ : R+ × R → R is continuous and γ(t, 0) ≡ 0. Assume that V is Q-positive
and Q-bounded. Then if the zero solution of (5.58) is uniformly (uniformly asymp-
totically) stable, the same fact is true for (E).

Proof. Let λ,µ ∈ QF be such that

λ
(‖u‖) ≤ V(t,u) ≤ µ

(‖u‖), (t,u) ∈ R+ ×Rn, (5.66)

and let (5.58) have its zero solution uniformly stable. Then given ε > 0, t0 ∈ R+,
there exists η(ε) > 0, independent of t0, such that |y(t)| < λ(ε) for all t ≥ t0,
where y(t) is any solution of (5.58) with |y(t0)| < η(ε). Now, let δ(ε) > 0 satisfy
δ(ε) < µ−1(η(ε)). Then if x0 ∈ Rn is given with ‖x0‖ < δ(ε), we have

V
(
t, x0

) ≤ µ
(∥∥x0

∥∥) < η(ε) (5.67)

for every t ≥ 0. From this point on, the proof of our first assertion follows as the
proof of Theorem 5.21 by arguing at t = t0 instead of t = 0.

To prove our second assertion, let (5.58) have its zero solution uniformly
asymptotically stable, and let λ, µ be as in (5.66). Then there exists η0 > 0 with
the following property: given ε > 0, there exists T(ε) > 0 such that every solution
y(t) of (5.58) with |y(t0)| < η0, for some t0 ≥ 0, satisfies

∣∣y(t)
∣∣ < λ(ε), t ≥ t0 + T(ε). (5.68)

Let δ0 > 0 be such that µ(δ0) < η0. Then if x0 is a vector in Rn with ‖x0‖ < δ0, we
have

V
(
t, x0

) ≤ µ
(∥∥x0

∥∥) < µ
(
δ0
)
< η0 (5.69)

for every t ∈ R+. Again, the proof continues as the proof of Theorem 5.21 by
arguing at t = t0 + T(ε) instead of t = 0. �

EXERCISES

5.1. Consider (E) with F(t, 0) ≡ 0. Let V : R+ × Rn → R+ be an appropriate
Lypunov function satisfying

a‖u‖ ≤ V(t,u) ≤ b‖u‖, V ′
E(t,u) ≤ −cV(t,u), (5.70)
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for every (t,u) ∈ R+ × Rn, where a, b, c are positive constants. Show that there
exists a constant K > 0 such that∥∥x(t)

∥∥ ≤ K
∥∥x0

∥∥e−c(t−t0), t ≥ t0 ≥ 0, (5.71)

where x(t) is any solution of (E) with x(t0) = x0. This phenomenon is called
exponential asymptotic stability of the zero solution of (E).

5.2. Consider (E) with F(t, 0) ≡ 0. Let V : R+ × Rn → R be a Q-positive
Lyapunov function satisfying

V ′
E(t,u) ≤ −p(t)q

(
V(t,u)

)
(5.72)

for all (t,u) ∈ R+ ×Rn, where p : R+ → R+ is continuous and satisfies∫∞
0

p(t)dt = +∞. (5.73)

Provide conditions on q : R → R so that the zero solution of (E) is asymptotically
stable.

5.3. Consider the system

x′1 = x2,

x′2 = −x1 − g
(
x2
)
,

(A)

where g : R → R is continuous with g(0) = 0. Provide conditions on g that
ensure the stability of the zero solution of (A). Hint. Use the Lyapunov function
V(t,u) ≡ ‖u‖2.

5.4. Consider the system

x′1 = x2,

x′2 = −p
(
x1, x2

)
,

(B)

where p : R2 → R is continuous and such that sgn p(u1, 0) = sgnu1 for any
u1 ∈ R,

u2
[
p
(
u1, 0

)− p
(
u1,u2

)] ≤ 0,
(
u1,u2

) ∈ R2,

lim
|v|→∞

∫ v

0
p(s, 0)ds = +∞.

(5.74)

Show that all solutions of (B) are bounded. Hint. Consider the Lyapunov function

V(t,u) ≡ u2
2 + 2

∫ u1

0
p(s, 0)ds, (5.75)

where u = (u1,u2) ∈ R2.
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5.5. Study the stability properties of the linear system

x1

x2

′ =
 b(t) a(t)

−a(t) b(t)

x1

x2

 (5.76)

with a, b : R+ → R continuous, by imposing general conditions on the functions
a, b. Use the Lyapunov function V(u) ≡ ‖u‖2.

5.6. Show that the local Lipschitz continuity assumption in the definition of
a Lyapunov function (Definition 5.1) cannot be omitted. Consider the Lyapunov
function V(x) ≡ |x|1/2 sgn x. Compute V+(0, x(0)) and V ′

E(0, x(0)) for the solu-
tion x(t) ≡ t2 of the equation x′ = 2t.

5.7. Let F in (E) be such that ‖F(t,u)‖ ≤ p(t)q(‖u‖), where p : R+ → R+ and
q : R+ → R+ are continuous with q(0) = 0 and q(s) > 0 for s > 0. Furthermore, let

∫∞
v

ds

q(s)
= +∞, (5.77)

for some v > 0. Using the problem

u′ = p(t)q(u), u
(
t0
) = u0 > 0, (5.78)

show that for every (t0, x0) ∈ R+ × Rn there exists a solution x(t), t ∈ R+, of (E)
with x(t0) = x0.

5.8 (integral inequalities). Let K : J × J × R → R, J = [t0,∞), be continu-
ous and increasing in its third variable. Assume further that for three continuous
functions u, v, f : J → R we have

u(t) < f (t) +
∫ t

t0
K
(
t, s,u(s)

)
ds,

v(t) ≥ f (t) +
∫ t

t0
K
(
t, s, v(s)

)
ds

(5.79)

for every t ≥ t0 and u(t0) < v(t0). Show that u(t) < v(t), t ≥ t0. Hint. Assume
that there is t1 > t0 with u(t1) = v(t1) and u(t) < v(t), t ∈ [t0, t1). Prove that this
assumption leads to the contradiction that u(t1) < v(t1).

5.9 (local solutions to scalar integral equations). Consider the equation

x(t) = f (t) +
∫ t

t0
K
(
t, s, x(s)

)
ds, (I)
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where f : [t0, t0 + a] → R is continuous. Furthermore, assume that K : D → R be
continuous, where

D = [
t0, t0 + a

]× [
t0, t0 + a

]×D1, (5.80)

where D1 = {u ∈ R : |u − f (t)| ≤ b, for some t ∈ [t0, t0 + a]}, with b a positive
constant. Show that (I) has a solution x(t), t ∈ [t0, t0+α], where α = min{a, b/K0},
K0 = sup{|K(t, s,u)|; (t, s,u) ∈ D}. Hint. Consider the sequence {xm(t)}∞m=1 with
x1(t) = f (t), t ∈ [t0, t0 + α], and

xm(t) = f (t), t ∈
[
t0, t0 +

α

m

]
,

xm(t) = f (t) +
∫ t−α/m

t0
K
(
t, s, xm(s)

)
ds, t ∈

[
t0 +

α

m
, t0 + α

]
,

(5.81)

for every m = 2, 3, . . . . The first equation defines {xm(t)} on [t0, t0 + (α/m)]. From
the second equation we get

xm(t) = f (t) +
∫ t−α/m

t0
K
(
t, s, f (s)

)
ds, t ∈

[
t0 +

α

m
, t0 +

2α
m

]
. (5.82)

In the next step, xm(t) is defined on [t0 + (2α/m), t0 + (3α/m)] and so on. Thus,
the second equation of the definition of xm(t) defines xm(t) “piecewise” on the
intervals [t0 +(kα/m), t0 +((k+1)α/m)], k = 1, 2, . . . ,m−1. The resulting function
is continuous on [t0, t0 + α]. Show that |xm(t)− f (t)| ≤ b and use Theorem 2.5 to
show the existence of a subsequence of {xm(t)} converging to the desired solution.

5.10 (Maximal solutions of integral equations). Let the assumptions of Exer-
cise 5.9 be satisfied with the last factor of D replaced by R. Assume further that K
is increasing in its last variable. Then (I) has a maximal solution on some interval
[t0, t0 + α], α > 0. Hint. Model your proof after that of Theorem 5.5. Consider the
integral equation

x(t) = f (t) +
∫ t

t0
K
(
t, s, x(s)

)
ds. (5.83)

Apply the result of Exercise 5.9 to obtain an appropriate solution xε(t) on [t0, t0+α]
as in Theorem 5.5.

5.11. Let F : R+ × Rn → Rn, V : Rn → R+ be continuous and such that
F(t, 0) ≡ 0, V(0) = 0 and V(u) > 0 for u �= 0. Assume that V is continuously
differentiable on the ball Bα(0), for some α > 0, and satisfies

〈∇V(u),F(t,u)
〉 ≤ 0, t ∈ R+, u ∈ Bα(0). (D)
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Prove that the zero solution of

x′ = F(t, x) (E)

is stable by following these steps: letting ε ∈ (0,α), show that V attains its mini-
mum m > 0 on ∂Bε(0). Then show that there is δ ∈ (0, ε) such that V(x) ≤ m/2
for x ∈ Bδ(0). Thus, if ‖x(0)‖ < δ, then the inequality

V
(
x(t)

) ≤ V
(
x(0)

) ≤ m

2
(5.84)

precludes x(t) from reaching the surface ∂Bε(0). This means that ‖x(t)‖ < ε for as
long as x(t) exists. (Naturally, this problem can be solved by considering the scalar
equation u′ = 0.)

5.12. Let the assumptions of Exercise 5.11 be satisfied with F(u) instead of
F(t,u). Assume further that

T(u) ≡ 〈∇V(u),F(u)
〉
< 0 (5.85)

for every u ∈ Bβ(0) such that u �= 0. Here, β ∈ (0,α]. Show that the zero solution
of (E) is asymptotically stable. Hint. Let ε ∈ (0,β), ‖x(0)‖ < δ, where δ is as in
Exercise 5.11. Let V(x(t)) → L as t → ∞. If L = 0, we are done. If L > 0, there
exists K > 0 such that ‖x(t)‖ ≥ K and ‖x(t)‖ < ε for all large t. Use the fact that
the function T(u) attains its (negative) maximum on the set S = {u ∈ Rn : K ≤
‖u‖ ≤ ε}, and an integration of T(x(t)) to get a contradiction to the positiveness
of V(x(t)).

5.13. Consider Van der Pol’s equation

x′′ + k
(
1− x2)x′ + x = 0, (G)

where k is a constant.

(1) Determine k so that the zero solution of (G) (written as a system) is
stable.

(2) Extend your result to Liénard’s equation

x′′ + f (x)x′ + g(x) = 0 (L)

with f : R→ R, g : R→ R continuous and g(0) = 0.
(3) Impose further conditions on f , g that guarantee the asymptotic stabil-

ity of the zero solution of (L). Hint. You may consider the system

x′1 = x2,

x′2 = − f
(
x1
)
x2 − g

(
x1
)
,

(5.86)
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or the system

x′1 = x2 −
∫ x1

0
f (u)du,

x′2 = −g
(
x1
)
,

(5.87)

in connection with the Lyapunov function

V
(
x1, x2

) = x2
2

2
+
∫ x1

0
g(u)du (5.88)

and Exercises 5.11 and 5.12.

5.14 (instability). Let V : Rn → R+, F : Rn → Rn be continuous with F(0) =
0, V(0) = 0 and V(u) > 0 for u �= 0. Furthermore, assume that V is continuously
differentiable on Bα(0), for some α ∈ (0,∞), and

〈∇V(u),F(u)
〉
> 0 (5.89)

for all u ∈ Bα(0) with u �= 0. Show that the zero solution of (E) is unstable. Hint.
Let β ∈ (0,α). Choose c ∈ Bβ(0) (c �= 0), µ ∈ (0,‖c‖) such that V(u) < V(c) for
‖u‖ ≤ µ. Let m be the minimum of 〈∇V(u),F(u)〉 on {u ∈ Rn : µ ≤ ‖u‖ ≤ β}.
Show that if the solution x(t) satisfies x(0) = c, then dV(x(t))/dt ≥ 0 for as long
as ‖x(t)‖ ≤ β. This says that V(x(t)) ≥ V(c) and ‖x(t)‖ ≥ µ. It follows that

V
(
x(t)

) ≥ V(c) + tm (5.90)

for as long as ‖x(t)‖ ≤ β. Since the function V(x(t)) is bounded for as long as
‖x(t)‖ ≤ β, the above inequality implies that x(t) must go through the sphere
∂Bβ(0) at some time t0. Thus, from each ball Bβ(0) starts a solution x(t) of x′ =
F(x) that penetrates the sphere ∂Bβ(0). This implies the instability of the zero so-
lution of x′ = F(x).

5.15. Let F : R×Rn → Rn, V : Rn → R+ be continuous and such that F(t,u)
is T-periodic in t (T > 0 is fixed and F(t + T ,u) = F(t,u), (t,u) ∈ R × Rn).
Moreover, F(t, 0) ≡ 0, V(0) = 0 and V(u) > 0 for u �= 0. Assume that V is
continuously differentiable on Rn and satisfies

〈∇V(u),F(t,u)
〉 ≤ 0 (5.91)

for all t ∈ [0,T], u ∈ Rn. Assume further that given any constant c > 0, there is
no solution x(t) of (E) such that V(x(t)) = c, t ∈ [0,T]. Show that (E) has no
T-periodic solutions x(t) �≡ 0.
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5.16 (uniqueness via Lyapunov functions). Let V : Rn → R+, F : R+ ×Rn →
Rn be continuous and such that V(0) = 0, V(u) > 0 for u �= 0, and F(t, 0) ≡ 0.
Furthermore, let V be continuously differentiable on Rn and such that

〈∇V(u− v),F(t,u)− F(t, v)
〉 ≤ 0 (5.92)

for any t ∈ R+, (u, v) ∈ Rn × Rn. Then if x(t), y(t), t ∈ [t0,∞) (t0 ∈ R+), are
two solutions of (E) such that x(t0) = y(t0), we have x(t) = y(t), t ∈ [t0,∞).
Show this, and then consider an improvement of this result by replacing zero in
the above inequality by γ(t,V(u− v)), for some suitable scalar function γ.

5.17. Extend the results of Exercises 5.12 and 5.14 to nonautonomous sys-
tems (E) (with F depending also on the variable t). Furthermore, examine the case
of Lyapunov functions V depending also on the variable t.

5.18. Prove Lemma 5.12.

5.19. Show that the zero solution of the following system is stable:

x′1 = x2 − x3
1, x′2 = −x1 − x3

2 . (5.93)

Hint. Use the Lyapunov function V(x) ≡ x2
1 + x2

2 and Exercise 5.11.

5.20. Consider the system

x′ = −∇V(x), (5.94)

where V : Rn → R+ is continuously differentiable, V(0) = 0, and V(x) > 0 for
x �= 0. Show that V(x) can be used as a Lyapunov function to show the stability of
this system. Use Exercise 5.11.

5.21. Let A : R+ →Mn be continuous and consider the system

x′ = A(t)x. (S)

Assume that A(t) = [ai j(t)]ni, j=1, where ai j(t) = −aji(t) for i �= j and aii(t) ≤ 0.
Show the stability of this system by using the Lyapunov function V(x) ≡ ‖x‖2 and
Exercise 5.11. Compare with Exercise 5.5.

5.22. For the scalar equation

x′′ + f
(
x, x′

)
x′ + g(x) = h(t), (5.95)

assume the following:

(i) f : R2 → R+, g : R→ R, h : R+ → R are continuous;
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(ii) ug(u) > 0 for u �= 0 and G(x) →∞ as |x| → ∞, where

G(x) ≡
∫ x

0
g(u)du; (5.96)

(iii) ∫∞
0

∣∣h(t)
∣∣dt < +∞. (5.97)

Show that all solutions of this equation and their derivatives are bounded
on R+.

Hint. Consider the system

x′1 = x2,

x′2 = − f
(
x1, x2

)
x2 − g

(
x1
)

+ h(t),
(5.98)

and the “Lyapunov” function

V(t, x) ≡
√
x2

2 + 2G
(
x1
)− ∫ t

0

∣∣h(s)
∣∣ds. (5.99)

Show that (d/dt)V(t, x(t)) ≤ 0 whenever t ≥ 0 and x2
1(t) + x2

2(t) �= 0.

5.23. For the scalar equation

x′′ + f
(
t, x, x′

)
x′ + g(x) = h(t), (5.100)

assume that f : R+ × R2 → R+, g : R → R, h : R+ → R are continuous and such
that

lim
|x|→∞

{
G(x) ≡

∫ x

0
g(u)du

}
= +∞,

lim
t→∞

{
E(t) ≡

∫ t

0

∣∣h(t)
∣∣dt} < +∞.

(5.101)

Show that all solutions of this equation and their derivatives are bounded on R+.
Hint. Consider the resulting system in R2 and the Lyapunov function

V(t, x) ≡ e−2E(t)
{
G
(
x1
)

+
x2

2

2
+ 1

}
. (5.102)





CHAPTER 6

BOUNDARY VALUE PROBLEMS ON FINITE
AND INFINITE INTERVALS

Let J be a subinterval of R and F : J × Rn → Rn continuous. Let BJ be a class of
continuous Rn-valued functions defined on J . Then the system

x′ = F(t, x) (E)

along with the condition x ∈ BJ is a boundary value problem on the interval J . Nat-
urally, the condition x ∈ BJ is too general and contains the initial value problem
on J = [t0,T], that is, BJ can be the class {x ∈ Cn[t0,T] : x(t0) = x0}. A bound-
ary value problem (b.v.p.) usually concerns itself with boundary conditions of the
form x ∈ BJ which involve values of the function x at more than one point of the
interval J . One of the most important b.v.p.’s in the theory of ordinary differential
equations is the problem concerning the existence of a T-periodic solution. This
problem consists of (E) and the condition

x(t + T) = x(t) for every t ∈ R, (6.1)

where T is a fixed positive number. Here, we usually assume that F is T-periodic in
its first variable t which ranges overR. In this case, this problem is actually reduced
to the simple problem

x(0)− x(T) = 0 (B1)

(see Exercise 3.7). Another, more general, b.v.p. is the problem ((E), (B2)), where

Mx(0)−Nx(T) = 0. (B2)

Here, M and N are known n×n matrices. Naturally, the points 0, T can be replaced
above, and in what follows, by any other points a, b ∈ R with b > a. In the case
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M = N = I , the condition (B2) coincides with (B1). An even more general problem
is the problem ((E), (B3)), where

Ux = r. (B3)

Here, r ∈ Rn is fixed and U is a linear operator with domain in Cn[0,T] and values
in Rn. Such an operator U could be given, for example, by

Ux =
∫ T

0
V(s)x(s)ds, (6.2)

where V : [0,T] →Mn is continuous. The operator U in (B3) could be defined on
a class of functions over an infinite interval. For example,

Ux =
∫∞

0
V(s)x(s)ds (6.3)

or

Ux =Mx(0)−Nx(∞), (6.4)

where x(∞) denotes the limit of x(t) at t →∞. In these two last conditions we may
consider BJ = {u ∈ Cl

n : Uu = r}. Naturally, we must also assume a condition on
V like ∫∞

0

∥∥V(t)
∥∥dt < +∞. (6.5)

In this chapter, we study b.v.p.’s on finite as well as infinite intervals. We begin
with the case of linear systems and continue with perturbed systems of the type
discussed in Chapter 4. All boundary value problems on finite (closed) intervals
are studied on [0,T]. Extensions to arbitrary finite (closed) intervals are obvious.

1. LINEAR SYSTEMS ON FINITE INTERVALS

We are interested in b.v.p.’s for linear systems of the forms

x′ = A(t)x, (S)

x′ = A(t)x + f (t), (S f )

where A : J → Mn, f : J → Rn are assumed to be continuous on the interval
J = [0,T]. Let X(t) be the fundamental matrix of (S) with the property X(0) = I .
Then the general solution of (S) is X(t)x0, where x0 is an arbitrary vector in Rn.
Let U : Cn[0,T] → Rn be a bounded linear operator. Then U(X(·)x0) = X̃x0

for every x0 ∈ Rn, where X̃ is the matrix whose columns are the values of U on
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the corresponding columns of X(t). It is easy to prove that this equation holds. It
is obvious that the homogeneous problem (S), with the homogeneous boundary
conditions

Ux = 0, (B4)

is satisfied only by the zero solution if and only if x0 = 0 is the only solution to the
equation X̃x0 = 0, that is, if and only if the matrix X̃ is nonsingular. Now, we look
at the problem ((S f ), (B3)). The general solution of (S f ) is given by

x(t) = X(t)x0 + p(t, f ), t ∈ [0,T], (6.6)

where

p(t, f ) = X(t)
∫ t

0
X−1(s) f (s)ds. (6.7)

The solution x(t), with x(0) = x0, satisfies (B3) if and only if

Ux = r = X̃x0 + Up(·, f ). (6.8)

This equation in x0 has a unique solution in Rn, for some r ∈ Rn, f ∈ Cn[0,T], if
and only if X̃ is nonsingular. This solution is given by

x0 = X̃−1[r −Up(·, f )
]
. (6.9)

Consequently, we have shown the following theorem.

Theorem 6.1. Consider the problem ((S f ), (B3)), where U : Cn[0,T] → Rn is
a bounded linear operator. The following statements are equivalent:

(i) the problem ((S), (B4)) has only the zero solution;
(ii) the problem (((S f ), (B3)) has a unique solution for every (r, f ) ∈ Rn ×

Cn[0,T];
(iii) the problem ((S f ), (B3)) has a unique solution for some (r, f ) ∈ Rn ×

Cn[0,T];
(iv) X̃ is nonsingular.

This theorem holds true if Cn[0,T] is replaced by Cn(R+) or Cl
n, provided of

course that the matrix X̃ and the vector Up(·, f ) are well defined.

2. PERIODIC SOLUTIONS OF LINEAR SYSTEMS

We now show that the dimension of the vector space of T-periodic solutions (i.e.,
solutions x(t) such that x(0) = x(T)) of (S) is the same as the dimension of the
corresponding space of the adjoint system

y′ = −yA(t)
(
or u′ = −AT(t)u

)
, (Sa)
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where y=[y1, y2, . . . , yn] and u= yT . Whenever we are dealing with T-periodicity,
the functions F(t, x) in (E) and A(t), f (t) in (S f ) will be assumed to be T-periodic
in t. The reader should not confuse the period T with the letter T indicating trans-
pose.

Theorem 6.2. Let m be the number of linearly independent T-periodic solutions
of system (S). Then m is also the number of linearly independent T-periodic solutions
of (Sa).

Proof. System (S) has a T-periodic solution with initial value x0 if we have
X(T)x0 = x0. From Exercise 3.4 we know that X−1(t) is the fundamental ma-
trix of system (Sa) with X−1(0) = I . Consequently, the general solution of (Sa) is
y(t) = y0X−1(t). System (Sa) will have a T-periodic solution with initial value y0

if we have y0 = y0X−1(T) or y0X(T) = y0. Transposing this equation we obtain
XT(T)yT0 = yT0 . However, the matrices X(T) − I , XT(T) − I have the same rank.
It follows that the equations

[
X(T)− I

]
x0 = 0,

[
XT(T)− I

]
yT0 = 0 (6.10)

have the same number of linearly independent solutions. This implies that the
systems (S) and (Sa) have the same number of linearly independent T-periodic
solutions. �

Theorem 6.3 below is called the Fredholm alternative and provides a necessary
and sufficient condition for the existence of T-periodic solutions of system (S f ).
If C ∈ Mn and D is an n-vector (row n-vector), the symbol [C | D] denotes the
augmented (row-augmented) matrix of C and D.

Theorem 6.3 (Fredholm alternative). A necessary and sufficient condition for
the existence of a T-periodic solution of system (S f ) is that f be orthogonal to all
T-periodic solutions of (Sa), that is,

∫ T

0
yj(t) f (t)dt = 0, j = 1, 2, . . . ,m, (6.11)

where {yj}mj=1 is a basis for the vector space of T-periodic solutions of system (Sa).

Proof. The general solution x(t) of (S f ) is given by

x(t) = X(t)x0 +
∫ t

0
X(t)X−1(s) f (s)ds (6.12)

for every t ∈ [0,T], x0 ∈ Rn. Thus,

x(T) = X(T)x0 + X(T)
∫ T

0
X−1(s) f (s)ds. (6.13)
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Hence, x(t) will be T-periodic if and only if

[
I − X(T)

]
x0 = X(T)

∫ T

0
X−1(s) f (s)ds (6.14)

has solutions x0. Assume that (S f ) does have a T-periodic solution x(t) with initial
condition x(0) = x0. Let y(t) be aT-periodic solution of (Sa) with y(0) = y0. Then
we have (see proof of Theorem 6.2) y0 = y0X(T) or

y0
[
I − X(T)

] = 0. (6.15)

It follows that

y0
[
I − X(T)

]
x0 = 0. (6.16)

Equations (6.14) and (6.16) yield

y0X(T)
∫ T

0
X−1(s) f (s)ds =

∫ T

0
y0X(T)X−1(s) f (s)ds = 0. (6.17)

However, y0X(T) = y0 and y(t) ≡ y0X−1(t) (see proof of Theorem 6.2). Hence,∫ T

0
y(s) f (s)ds = 0, (6.18)

which shows that (6.11) is necessary.
Before we show that (6.11) is also sufficient, we first recall that a system

xC = D (Cx = D) (6.19)

with C ∈ Mn, x, D row n-vectors (column n-vectors), has at least one solution
if and only if the rank of C equals the rank of the augmented (row-augmented)
matrix [C | D]. Now, assume that (6.18) is true for every T-periodic solution y(t)
of (Sa). Then we have

y0X(T)
∫ T

0
X−1(s) f (s)ds = 0 (6.20)

for every solution y0 of the system

y0 = y0X(T). (6.21)

This implies that the dimension of the solution space of (6.15) is the same as the
dimension of the solution space of the system

y0
[
I − X(T)

] = 0, y0X(T)
∫ T

0
X−1(s) f (s)ds = 0. (6.22)
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By the Kronecker-Capelli theorem, the rank of the matrix I − X(T) is the same as
the rank of the augmented matrix

[
I − X(T)

∣∣ X(T)
∫ T

0
X−1(s) f (s)ds

]
. (6.23)

Hence, system (6.14) has at least one solution x0. �
The following important result says that if system (S f ) has at least one

bounded solution on R+, then (S f ) has at least one T-periodic solution.

Theorem 6.4. If system (S f ) does not have any T-periodic solutions, then it has
no bounded solutions.

Proof. Let X(t) denote the fundamental matrix of system (S) with X(0) = I .
Suppose that (S f ) does not have any T-periodic solutions. Then (Sa) must have at
least one nontrivial T-periodic solution. If this were not true, then Theorem 6.1
would imply the existence of a unique T-periodic solution of (S f ) because the

matrix X̃ = X(0)−X(T) would be nonsingular. Thus, there must exist a nontrivial
T-periodic solution y(t) of (Sa) which can be chosen, by Theorem 6.3, to satisfy

∫ T

0
y(t) f (t)dt �= 0. (6.24)

Let y0 = y(0). Then we have

y0
[
I − X(T)

] = 0, y0

∫ T

0
X−1(t) f (t)dt �= 0 (6.25)

because y(t) ≡ y0X−1(t) and y(t) is T-periodic. Now, let x(t) be any solution
of (S f ) with x(0) = x0. Then the variation of constants formula (3.47) implies

x(T) = X(T)
[
x0 +

∫ T

0
X−1(s) f (s)ds

]
, (6.26)

which yields

y0x(T) = y0X(T)x0 + y0X(T)
∫ T

0
X−1(s) f (s)ds

= y0x0 + y0

∫ T

0
X−1(s) f (s)ds.

(6.27)

We also have

x(t + T) = X(t)x(T) +
∫ t

0
X(t)X−1(s) f (s)ds (6.28)
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because both sides of (6.28) are solutions of (S f ) with the value x(T) at t = 0.
Thus,

x(2T) = X(T)
[
x(T) +

∫ T

0
X−1(s) f (s)ds

]
, (6.29)

which, along with (6.26) and (6.27), implies

y0x(2T) = y0x(T) + y0

∫ T

0
X−1(s) f (s)ds

= y0x0 + 2y0

∫ T

0
X−1(s) f (s)ds.

(6.30)

Similarly, by induction, we obtain

y0x(nT) = y0x0 + ny0

∫ T

0
X−1(s) f (s)ds, n = 1, 2, . . . . (6.31)

It follows that x(t) cannot be a bounded solution of (S f ) onR+. In fact, if x(t) was
bounded on R+, then the sequence {y0x(nT)} would be bounded. This in turn
would imply that the sequence

ny0

∫ T

0
X−1(s) f (s)ds, n = 1, 2, . . . , (6.32)

is bounded, which is in contradiction with the second relation in (6.25). The proof
is complete. �

3. DEPENDENCE OF x(t) ON A, U

In this section, we study the dependence of the solution x(t) of ((S f ), (B3)) on the
matrix A and the operator U . We actually show that x(t) is a continuous function
of A, U in a certain sense. In what follows, U is assumed to be a bounded linear
operator on Cn[0,T] with values in Rn. We recall that Cn[0,T] is associated with
the sup-norm. The norm of Rn in this section will be

‖x‖ =
n∑
i=1

∣∣xi∣∣. (6.33)

The corresponding matrix norm is

‖A‖ = max
k

∑
i

∣∣aik∣∣ (6.34)

(see Table 1). We use the symbol ‖A‖ (‖x‖) to denote the sup-norm of a time
dependent matrix (vector) A(t) (x(t)). The proof of the following lemma is left as
an exercise.
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Lemma 6.5. Let A ∈ Mn be nonsingular with ‖A−1‖ = M. Then any matrix
B ∈Mn with ‖B − A‖ < 1/M is also nonsingular.

The fundamental matrix X(t) of (S) with X(0) = I will be denoted by XA(t).
We also denote the matrix X̃ , introduced in Section 1, by X̃A. By (SB) we denote the
system (S f ) with A(t) replaced by B(t). The following lemma shows a continuity
property of the matrix XA as a function of the matrix A.

Lemma 6.6. Let A : [0,T] → Mn be continuous. Then for every ε > 0 there
exists δ(ε) > 0 such that for every continuous B : [0,T] →Mn with

∫ T

0

∥∥A(t)− B(t)
∥∥dt < δ(ε), (6.35)

we have

∥∥XA − XB

∥∥ < ε. (6.36)

Proof. From

X ′B(t) = A(t)XB(t) +
[
B(t)− A(t)

]
XB(t) (6.37)

it is easy to see that

XB(t) = XA(t)
[
I +

∫ t

0
X−1
A (s)

[
B(s)− A(s)

]
XB(s)ds

]
. (6.38)

Letting

K = max
t∈[0,T]

∥∥XA(t)
∥∥, L = max

t∈[0,T]

∥∥X−1
A (t)

∥∥, (6.39)

we obtain

∥∥XA(t)− XB(t)
∥∥ ≤ ∥∥∥∥XA(t)

∫ t

0
X−1
A (s)

[
A(s)− B(s)

][
XA(s)− XB(s)

]
ds
∥∥∥∥

+
∥∥∥∥XA(t)

∫ t

0
X−1
A (s)

[
A(s)− B(s)

]
XA(s)ds

∥∥∥∥
≤ KL

∫ t

0

∥∥A(s)− B(s)
∥∥∥∥XA(s)− XB(s)

∥∥ds
+ K2L

∫ t

0

∥∥A(s)− B(s)
∥∥ds

(6.40)

for every t ∈ [0,T]. To get this inequality, we have added to and subtracted an
obvious term from the right-hand side of (6.38). Applying Gronwall’s inequality
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to (6.40), we obtain

∥∥XA(t)− XB(t)
∥∥ ≤ C exp

{
KL

∫ t

0

∥∥A(s)− B(s)
∥∥ds}, (6.41)

where

C = K2L
∫ T

0

∥∥A(t)− B(t)
∥∥dt. (6.42)

Thus, it suffices to pick as δ(ε) any positive number λ such that

λK2LeλKL < ε. (6.43)
�

Lemma 6.7. Let A be as in Lemma 6.6 with X̃A nonsingular. Then there exists a
number δ > 0 such that for every continuous B : [0,T] →Mn with∫ T

0

∥∥A(t)− B(t)
∥∥dt < δ, (6.44)

the matrix X̃B is also nonsingular.

Proof. Let V = X̃A − X̃B = [vi j] and XA(t) ≡ [xi j(t)], XB(t) ≡ [yi j(t)]. Then
we have

n∑
i=1

∣∣vi j∣∣ = ∥∥∥U([x1 j(·)− y1 j(·), . . . , xnj(·)− ynj(·)
]T)∥∥∥

≤ ‖U‖
∥∥∥[x1 j(·)− y1 j(·), . . . , xnj(·)− ynj(·)

]T∥∥∥
= ‖U‖ max

t∈[0,T]

n∑
i=1

∣∣xi j(t)− yi j(t)
∣∣.

(6.45)

Consequently,

‖V‖ = max
j

n∑
i=1

∣∣vi j∣∣
≤ ‖U‖max

j
max
t∈[0,T]

n∑
i=1

∣∣xi j(t)− yi j(t)
∣∣

= ‖U‖ max
t∈[0,T]

max
j

n∑
i=1

∣∣xi j(t)− yi j(t)
∣∣

= ‖U‖ max
t∈[0,T]

∥∥XA(t)− XB(t)
∥∥

= ‖U‖∥∥XA − XB

∥∥.

(6.46)
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If we let ε0 > 0 be such that ε0‖U‖‖X̃−1
A ‖ < 1, then, by Lemma 6.6, there exists

δ(ε0) > 0 such that

∫ T

0

∥∥A(t)− B(t)
∥∥dt < δ

(
ε0
)

(6.47)

implies ‖XA − XB‖ < ε0. This says that whenever (6.47) holds we have

‖V‖ = ∥∥X̃A − X̃B

∥∥ < ε0‖U‖, (6.48)

which, by Lemma 6.5, implies the invertibility of the matrix X̃B. �
Now, we are ready for the following important corollaries.

Corollary 6.8. Consider system (S) with A : [0,T] →Mn continuous. Assume
further that X̃−1

A exists. Then there exists δ1 > 0 such that, for every continuous B :
[0,T] →Mn with

∫ T

0

∥∥A(t)− B(t)
∥∥dt < δ1, (6.49)

the problem ((SB), (B3)) has a unique solution for every f ∈ Cn[0,T] and every
r ∈ Rn.

Corollary 6.9. Let A, X̃A be as in Corollary 6.8. Then there exists δ2 > 0 such
that, for every bounded linear operator U1 : Cn[0,T] → Rn with ‖U −U1‖ < δ2, the
problem consisting of (S f ) and

U1x = r (B5)

has a unique solution for every f ∈ Cn[0,T] and every r ∈ Rn.

Proof. Let U1 be a bounded linear operator mapping Cn[0,T] into Rn and
assume that X̃1,A denotes the matrix whose columns are the values of U1 on the
corresponding columns of XA(t). Moreover, let W = X̃A − X̃1,A = [wij]. Then if
XA(t) ≡ [xi j(t)], we have

n∑
i=1

∣∣wij

∣∣ = ∥∥∥(U −U1
)([

x1 j(·), x2 j(·), . . . , xnj(·)
]T)∥∥∥

≤ ∥∥U −U1
∥∥∥∥∥[x1 j(·), x2 j(·), . . . , xnj(·)

]T∥∥∥
= ∥∥U −U1

∥∥ max
t∈[0,T]

n∑
i=1

∣∣xi j(t)∣∣.
(6.50)
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It follows that

‖W‖ = max
j

n∑
i=1

∣∣wij

∣∣
≤ ∥∥U −U1

∥∥ max
t∈[0,T]

max
j

n∑
i=1

∣∣xi j(t)∣∣
= ∥∥U −U1

∥∥ max
t∈[0,T]

∥∥X(t)
∥∥

= λ
∥∥U −U1

∥∥,

(6.51)

where λ = ‖X‖. Thus, according to Lemma 6.5, it suffices to take δ2 = µ/λ, where µ
is a positive number with µ‖X̃−1

A ‖ < 1. For such δ2, the matrix X̃1,A is nonsingular.
This, by Theorem 6.1, proves our assertion. �

Combining the above corollaries, we obtain the next theorem which is the
main result of this section.

Theorem 6.10. Let A : [0,T] → Mn be continuous and let U : Cn[0,T] →
Rn be a bounded linear operator such that, X̃A is nonsingular. Then there exist two
positive numbers δ1, δ2 such that, for every continuous B : [0,T] →Mn with

∫ T

0

∥∥A(t)− B(t)
∥∥dt < δ1 (6.52)

and every bounded linear operatorU1 : Cn[0,T] → Rn with ‖U−U1‖ < δ2, the prob-
lem ((SB), (B5)) has a unique solution for every f ∈ Cn[0,T] and every r ∈ Rn.

Naturally, the integral condition in Theorem 6.10 can be replaced by the con-
dition ‖A− B‖ < δ1/T = δ∗1 .

4. PERTURBED LINEAR SYSTEMS

In this section, we are interested in the solutions of the problem

x′ = A(t)x + F(t, x), (SF)

Ux = r, (B3)

where A, U , r are as in Section 3 and F : [0,T]×Rn → Rn is continuous. We will
study the same problem on the interval R+. As we saw in Section 1, the problem
((SF), (B3)) will have a solution on [0,T] if a function x(t), t ∈ [0,T], can be
found satisfying the integral equation

x(t) = X(t)X̃−1[r −Up(·, x)
]

+ p(t, x), (6.53)
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where

p(t, x) =
∫ t

0
X(t)X−1(s)F

(
s, x(s)

)
ds, t ∈ [0,T]. (6.54)

In the following result we apply the Schauder-Tychonov theorem in order to obtain
a fixed point of the operator defined by the right-hand side of (6.53).

Theorem 6.11. Let

q(t) = max
‖u‖≤α

{∥∥X−1(t)F(t,u)
∥∥}, t ∈ [0,T], (6.55)

for some α > 0, and define the operator K as follows:

K f = X̃−1[r −Up(·, f )
]

(6.56)

for every f ∈ Bα, where Bα is the closed ball of Cn[0,T] with center at zero and radius
α. Suppose that L(M + N) ≤ α, where

L = max
t∈[0,T]

{∥∥X(t)
∥∥}, M = sup

g∈Bα

{‖Kg‖}, N =
∫ T

0
q(t)dt. (6.57)

Then problem ((SF), (B3)) has at least one solution.

Proof. We are going to show that the operator V : Bα → Cn[0,T], defined by

(Vu)(t) = X(t)
[
Ku +

∫ t

0
X−1(s)F

(
s,u(s)

)
ds
]

, (6.58)

has a fixed point in Bα. To this end, let t, t1 ∈ [0,T] be given. Then we have, with
some manipulation,

∥∥(Vu)(t)− (Vu)
(
t1
)∥∥ = ∥∥∥∥X(t)

[
Ku +

∫ t

0
X−1(s)F

(
s,u(s)

)
ds
]

− X
(
t1
)[
Ku +

∫ t1

0
X−1(s)F

(
s,u(s)

)
ds
]∥∥∥∥

≤M
∥∥X(t)− X

(
t1
)∥∥ + N

∥∥X(t)− X
(
t1
)∥∥

+
∥∥X(t1)∥∥∣∣∣∣∫ t1

t
q(s)ds

∣∣∣∣
≤ (M + N)

∥∥X(t)− X
(
t1
)∥∥ + L

∣∣∣∣∫ t1

t
q(s)ds

∣∣∣∣.

(6.59)
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Now, let ε > 0 be given. Then there exists δ(ε) > 0 such that

∥∥X(t)− X
(
t1
)∥∥ <

ε
2(M + N)

,
∣∣∣∣∫ t1

t
q(s)ds

∣∣∣∣ <
ε

2L
(6.60)

for every t, t1 ∈ [0,T] with |t − t1| < δ(ε). This follows from the uniform conti-
nuity of the function X(t) and the function

h(t) ≡
∫ t

0
q(s)ds (6.61)

on the interval [0,T]. Inequalities (6.59) and (6.60) imply the equicontinuity of
the set VBα. The fact that VBα ⊂ Bα follows easily from L(M +N) ≤ α. Thus VBα

is relatively compact (see Theorem 2.5). Now, we show that V is continuous on
Bα. In fact, let {um}∞m=1 ⊂ Bα, u ∈ Bα satisfy

∥∥um − u
∥∥∞ �→ 0 as m �→∞. (6.62)

Then

∥∥Vum −Vu
∥∥∞ ≤ L

[∥∥Kum − Ku
∥∥

+
∫ T

0

∥∥X−1(s)
[
F
(
s,um(s)

)− F
(
s,u(s)

)]∥∥ds]
≤ L

(
L
∥∥X̃−1

∥∥‖U‖ + 1
)

×
∫ T

0

∥∥X−1(s)
[
F
(
s,um(s)

)− F
(
s,u(s)

)]∥∥ds.

(6.63)

The integrand of the second integral in (6.63) converges uniformly to zero. Thus,
‖Vum − Vu‖∞ → 0 as m → ∞. By the Schauder-Tychonov theorem, there exists a
fixed point x ∈ Bα of the operator V . This function x(t), t ∈ [0,T], is a solution
to the problem ((SF), (B3)). �

In what follows, the symbol Bα denotes the closed ball of Rn with center at
zero and radius α > 0.

Theorem 6.12. Let Bα be as in Theorem 6.11 for a fixed α > 0. Assume that
there exists a constant k > 0 such that, for every x0 ∈ Bα the solution x(t, 0, x0)
of (SF), with x(0) = x0, exists on [0,T], it is unique and satisfies

sup
t∈[0,T]
x0∈Bα

∥∥x(t, 0, x0
)∥∥ ≤ k. (6.64)
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Let

N =
∫ T

0
q(s)ds, where q(t) = max

‖u‖≤k
∥∥X−1(t)F(t,u)

∥∥, (6.65)

and ∥∥X̃−1
∥∥(‖r‖ + ‖U‖LN) ≤ α, (6.66)

where L is defined in Theorem 6.11. Then there exists a solution to the problem ((SF),
(B3)).

Proof. We are going to apply Brouwer’s theorem (Corollary 2.15). To this
end, consider the operator Q : Bα → Rn defined by

Qu = X̃−1(r −Up1(·,u)
)
, (6.67)

where

p1(t,u) ≡
∫ t

0
X(t)X−1(s)F

(
s, x(s, 0,u)

)
ds. (6.68)

It is easy to see that our assumptions imply that QBα ⊂ Bα. To show the continuity
ofQ, we need to show the continuity of x(t, 0,u) w.r.t. u. Let um ∈ Bα,m = 1, 2, . . . ,
u ∈ Bα be such that ‖um−u‖ → 0 as m→∞ and let xm(t), x(t) be the solutions of

x′ = A(t)x + F(t, x), x(0) = um,

x′ = A(t)x + F(t, x), x(0) = u,
(6.69)

respectively. Then our assumptions imply that ‖xm(t)‖ ≤ k and ‖x(t)‖ ≤ k for all
t ∈ [0,T], m = 1, 2, . . . . The inequality∥∥x′m(t)

∥∥ ≤ k sup
t∈[0,T]

{∥∥A(t)
∥∥} + sup

t∈[0,T]
‖u‖≤k

{∥∥F(t,u)
∥∥} (6.70)

proves that {xm(t)} is also equicontinuous. By the Arzelà-Ascoli theorem (Theo-
rem 2.5), there exists a subsequence {xj(t)}∞j=1 of {xm(t)} such that xj(t) → x(t) as
j → ∞ uniformly on [0,T]. Here, x̄(t) is some function in Cn[0,T]. Taking limits
as j →∞ in

xj(t) = xj(0) +
∫ t

0
A(s)xj(s)ds +

∫ t

0
F
(
s, xj(s)

)
ds, (6.71)

we obtain

x̄(t) = u +
∫ t

0
A(s)x̄(s)ds +

∫ t

0
F
(
s, x̄(s)

)
ds. (6.72)
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Thus, by uniqueness, x̄(t) ≡ x(t). Since we could have started with any subse-
quence of {xm(t)} instead of {xm(t)} itself, we have actually shown the follow-
ing: every subsequence of {xm(t)} contains a subsequence converging uniformly
to x(t) on [0,T]. This implies the uniform convergence of {xm(t)} to x(t) on [0,T].
Equivalently, if um ∈ Bα, m = 1, 2, . . . , u ∈ Bα satisfy ‖um − u‖ → 0 as m → ∞,
then

∥∥x(t, 0,um
)− x(t, 0,u)

∥∥ �→ 0 uniformly on [0,T]. (6.73)

This yields the continuity of the function x(t, 0, x0) in x0 ∈ Bα, which is uniform
w.r.t. t ∈ [0,T]. Now, let {um}, u be as above. We have

∥∥Qum −Qu
∥∥ ≤ ∥∥X̃−1

∥∥‖U‖L∫ T

0

∥∥X−1(s)
[
F
(
s, x

(
s, 0,um

))− F
(
s, x(s, 0,u)

)]∥∥ds.
(6.74)

The integrand in (6.74) tends uniformly to 0 as m → ∞. Thus, ‖Qum − Qu‖ → 0
as m → ∞, and this implies the continuity of Q on Bα. Brouwer’s theorem implies
the existence of some x0 ∈ Bα with the property Qx0 = x0. This vector x0 is the
initial value of a solution to the problem ((SF), (B3)). �

5. PROBLEMS ON INFINITE INTERVALS

Theorem 6.11 can be extended to problems on infinite intervals. Actually, in this
section we show that this can be done in two ways. If we work in the space Cn(R+),
we truncate the problem by solving an equation such as (6.53) on [0,m], m =
1, 2, . . . , and then obtain a solution on R+ by a suitable approximation. If the do-
main of the operator V is Cl

n, then we can solve (6.53) by finding directly a fixed
point of V . This second method of solution is possible because we can detect the
compact sets in Cl

n (see Exercise 2.5).
The following well-known lemma will be useful in the sequel. Its proof is left

as an exercise.

Lemma 6.13 (Lebesgue’s dominated convergence theorem). Let fn : [t0,∞)→
Rn, m = 1, 2, . . . , t0 ≥ 0, be continuous and such that the improper integrals

∫∞
t0

fm(t)dt, m = 1, 2, . . . , (6.75)

are convergent. Let fm → f as m → ∞ pointwise on [t0,∞), where f : [t0,∞) → Rn

is continuous and such that the improper integral

∫∞
t0

f (t)dt (6.76)
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is convergent. Furthermore, let ‖ fm(t)‖ ≤ g(t), t ∈ [t0,∞), m = 1, 2, . . . , where
g : [t0,∞) → R+ is continuous and such that∫∞

t0
g(t)dt < +∞. (6.77)

Then we have

lim
m→∞

∫∞
t0

fm(t)dt =
∫∞
t0

lim
m→∞ fm(t)dt =

∫∞
t0

f (t)dt. (6.78)

In the proof of the next result the integral operator V is defined on Cn(R+).
As before, the symbol X̃ denotes the matrix in Mn whose columns are the values
of U on the corresponding columns of X(t). Naturally, this pre-supposes that the
columns of X(t) belong to Cn(R+). A similar situation will be assumed for the
space Cl

n.

Theorem 6.14. Let A : R+ → Mn, F : R+ × Rn → Rn be continuous and such
that ‖X(t)‖ ≤ M, t ∈ R+, where M is a positive constant. Furthermore, assume the
following:

(i) there exist two continuous functions g, q : R+ → R+ such that∥∥X−1(t)F(t,u)
∥∥ ≤ q(t)‖u‖ + g(t), (t,u) ∈ R+ ×Rn,

L =
∫∞

0
q(t)dt < +∞, N =

∫∞
0
g(t)dt < +∞;

(6.79)

(ii) U : Cn(R+) → Rn is a bounded linear operator such that X̃−1 exists;
(iii) LM2‖X̃−1‖‖U‖eLM < 1.

Then problem ((SF), (B3)) has at least one solution.

Proof. As in the proof of Theorem 6.11, it suffices to show that the equation

x(t) = X(t)X̃−1[r −Up(·, x)
]

+ p(t, x) (6.53)

has a solution x ∈ Cn(R+). To this end, we consider the spaces Dm, m = 1, 2, . . . ,
defined as follows:

Dm =
{
x ∈ Cn

(
R+

)
: x(t) = x(m), t ≥ m

}
. (6.80)

The spaces Dm are Banach spaces with norms

‖x‖m = sup
t∈[0,m]

∥∥x(t)
∥∥, (6.81)

respectively. We define the operator V1 : D1 × [0, 1] → D1 as follows: if ( f ,µ) ∈
D1 × [0, 1], then V1( f ,µ) = h ∈ D1, where the function h satisfies

h(t) = µX(t)X̃−1[r −Up(·, f )
]

+ µp(t, f ), t ∈ [0, 1]. (6.82)
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We are planning to apply the Leray-Schauder theorem (Theorem 2.16) in order to
obtain a fixed point for the operator V1(x, 1) in D1. We first show that V1(x,µ) is
continuous in x. Let { fk}∞k=1, f ∈ D1 be given with fk → f as k → ∞ uniformly
on R+. This is equivalent to saying that

∥∥ fk − f
∥∥

1 �→ 0 as k �→∞. (6.83)

We have∥∥V1
(
fk,µ

)−V1( f ,µ)
∥∥

1

≤M2
∥∥X̃−1

∥∥‖U‖∫∞
0

∥∥X−1(s)
[
F
(
s, fk(s)

)− F
(
s, f (s)

)]∥∥ds
+ M

∫∞
0

∥∥X−1(s)
[
F
(
s, fk(s)

)− F
(
s, f (s)

)∥∥]∥∥ds.
(6.84)

Since ‖F(t, fk(t))− F(t, f (t))‖ → 0 as m→∞ pointwise on R+ and

∥∥X−1(t)
[
F
(
t, fk(t)

)− F
(
t, f (t)

)]∥∥ ≤ q(t)
[∥∥ fk∥∥1 + ‖ f ‖1

]
+ 2g(t), t ∈ R+.

(6.85)

Inequality (6.84), Lemma 6.13, and our hypotheses on g, q imply that

∥∥V1
(
fk,µ

)−V1( f ,µ)
∥∥

1 �→ 0 as k �→∞. (6.86)

It follows that V1(·,µ) is continuous on D1. Before we show the compactness of
the operator V1(·,µ), we show that all possible solutions of V1(x,µ) = x lie in a
ball of D1 which does not depend on µ (see Theorem 2.16(iii)). To this end, let
x ∈ D1 solve V1(x,µ0) = x, for some µ0 ∈ [0, 1]. Then

∥∥x(t)
∥∥ ≤M

∥∥X̃−1
∥∥[‖r‖ + M‖U‖(L‖x‖1 + N

)]
+ M

∫ t

0
q(s)

∥∥x(s)
∥∥ds + MN , t ∈ [0, 1].

(6.87)

Letting

K = LM2
∥∥X̃−1

∥∥‖U‖,

Q =M
∥∥X̃−1

∥∥(‖r‖ + M‖U‖N) + MN ,
(6.88)

we obtain

∥∥x(t)
∥∥ ≤ K‖x‖1 + Q + M

∫ t

0
q(s)

∥∥x(s)
∥∥ds, t ∈ [0, 1]. (6.89)
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Applying Gronwall’s inequality, we arrive at

∥∥x(t)
∥∥ ≤ (

K‖x‖1 + Q
)

exp
{
M
∫ t

0
q(s)ds

}
≤ (

K‖x‖1 + Q
)
eLM , t ∈ [0, 1],

(6.90)

which yields

‖x‖1 ≤
(
1− KeLM

)−1
QeLM. (6.91)

Consequently, every solution x ∈ D1 of V1(x,µ) = x satisfies ‖x‖1 ≤ α, where the
constant α equals the right-hand side of (6.91) and does not depend on µ. The fact
that V1(·,µ) maps bounded sets onto bounded sets for each µ ∈ [0, 1], follows
from

∥∥V1( f ,µ)
∥∥

1 ≤ K‖ f ‖1 + Q + M
∫∞

0
q(t)dt‖ f ‖1, (6.92)

which can be obtained as the inequality preceding (6.90). This property and the
equicontinuity of the image under V1(·,µ) of any bounded subset of D1 imply the
compactness of the operator V1(·,µ) for each µ ∈ [0, 1]. The equicontinuity of
V1( f , ·), in the sense of Theorem 2.16(i), follows from

∥∥(V1( f ,µ)−V1
(
f ,µ0

))
(t)
∥∥

≤ ∣∣µ−µ0
∣∣(∥∥X(t)

∥∥∥∥X̃−1
∥∥[‖r‖+‖U‖∥∥p(·, f )

∥∥]+
∥∥p(t, f )

∥∥), t∈[0, 1],
(6.93)

and the uniform boundedness of the term multiplying |µ − µ0| above on the set
{(t, f ) : t ∈ [0, 1], f ∈ B}, for any bounded subset B of D1. By the Leray-Schauder
theorem (Theorem 2.16 with t0 = 0 there), we obtain a solution x1 ∈ Bα = {x ∈
Cn(R+) : ‖x‖∞ ≤ α} of the equation V1(x, 1) = x. This solution belongs to D1

and satisfies (6.53) on [0, 1]. Using mathematical induction, we obtain a sequence
of solution xm ∈ Dm, m = 1, 2, . . . , such that xm(t) satisfies (6.53) on [0,m] and
belongs to Bα.

It is easy to see now, using the differential equation (SF), that the sequence
{xm(t)}∞m=1 is equicontinuous on the interval [0, 1]. In fact, the sequence
{x′m(t)}∞m=1 is uniformly bounded on [0, 1]. By Theorem 2.5, there exists a subse-
quence {x1

m(t)} of {xm(t)} such that x1
m(t) → x1(t) as m → ∞ uniformly on [0, 1].

Similarly, there exists a subsequence {x2
m(t)} of {x1

m(t)}which converges uniformly
to a function x2(t), t ∈ [0, 2]. We obviously have x2(t) = x1(t), t ∈ [0, 1]. Contin-
uing this process by induction, we finally obtain a diagonal sequence {xmm(t)} such
that xmm(t) → x(t) uniformly on any interval [0, c], c > 0. This function x(t) is a
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continuous function on R+ with ‖x(t)‖ ≤ α, t ∈ R+. Let

y(t) = X(t)X̃−1[r −Up(·, x)
]

+ p(t, x), t ∈ R+. (6.94)

Then, for any c > 0 and m ≥ c, we get

∥∥xmm(t)− y(t)
∥∥

≤M
(
M
∥∥X̃−1

∥∥‖U‖ + 1
) ∫∞

0

∥∥X−1(s)
[
F
(
s, xmm(s)

)− F
(
s, x(s)

)]∥∥ds, (6.95)

for all t ∈ [0, c]. Applying once again the Lebesgue dominated convergence theo-
rem (Lemma 6.13), we obtain that xmm → y as m → ∞ uniformly on every interval
[0, c]. This shows that x(t) ≡ y(t), t ∈ R+. The function x(t) is a solution to the
problem ((SF), (B3)). �

In Theorem 6.15 the space Cn(R+) is replaced by the space Cl
n.

Theorem 6.15. Along with the assumptions (i)–(iii) of Theorem 6.14, assume
that

lim
t→∞X(t) = X(∞) (6.96)

exists as a finite matrix. Furthermore, assume that U : Cl
n → Rn is a bounded linear

operator such that X̃−1 exists. Then, for every r ∈ Rn, the problem ((SF), (B3)) has
at least one solution.

Proof. We consider the operatorV(x,µ) : Cl
n×[0, 1] → Cl

n defined as follows:

(
V( f ,µ)

)
(t) = µX(t)X̃−1[r −Up(·, f )

]
+ µp(t, f ), t ∈ R+. (6.97)

In order to apply the Leray-Schauder theorem, we show here only the equiconver-
gence (see Exercise 2.5(iii)) of the set

{
V( f ,µ) : f ∈ B

}
(6.98)

for every µ ∈ [0, 1], where B is any bounded subset of Cl
n. This property is needed

for the compactness of the operator V(·,µ). The rest of the assumptions of the
Leray-Schauder theorem follow as in the proof of Theorem 6.14 and are therefore
omitted.

For f ∈ B, let ‖ f ‖∞ ≤ α and let

lim
t→∞

(
V( f ,µ)

)
(t) = ξ, (6.99)
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for some µ ∈ (0, 1]. Then we have∥∥(V( f ,µ)
)
(t)− ξ

∥∥ ≤ ∥∥X(t)− X(∞)
∥∥∥∥X̃−1

∥∥‖r‖
+ M

∥∥X(t)− X(∞)
∥∥∥∥X̃−1

∥∥‖U‖(L‖ f ‖∞ + N
)

+
∥∥X(t)− X(∞)

∥∥∫∞
0

∥∥X−1(s)F
(
s, f (s)

)∥∥ds
+
∥∥X(∞)

∥∥∫∞
t

∥∥X−1(s)F
(
s, f (s)

)∥∥ds
≤ ∥∥X(t)− X(∞)

∥∥∥∥X̃−1
∥∥‖r‖

+ M
∥∥X(t)− X(∞)

∥∥∥∥X̃−1
∥∥‖U‖(Lα + N)

+
∥∥X(t)− X(∞)

∥∥(Lα + N)

+ αM
∫∞
t
q(s)ds + M

∫∞
t
g(s)ds.

(6.100)

This shows the equiconvergence of the set in (6.98). �
Remark 6.16. Naturally, the results of the last two sections, concerning the

existence of solutions of boundary value problems of perturbed linear systems,
have analogues for contraction integral operators. This is the content of Exer-
cise 6.7, where extensions are sought for Theorems 6.14 and 6.15.

Example 6.17. Consider the system

x1

x2

′ =
 0 1

−1 0

x1

x2

+

 0

εe−t ln
(∣∣x1

∣∣ + 1
)

+
[

1(
t2 + 1

)] sin x1

 (6.101)

and the boundary conditions

Ux ≡
∫∞

0
P(t)x(t)dt =

−1

π

 (6.102)

for x ∈ Cn(R+), where

P(t) ≡
e−t −e−3t

0 2e−2t

 . (6.103)

Choosing, for convenience, the norm ‖x‖ = |x1| + |x2| in R2, we have

‖A‖ = sup
k

∑
i

∣∣aik∣∣ (6.104)
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for the 2× 2 matrix A. Thus, we obtain∫∞
0

∥∥P(t)
∥∥dt < +∞,

X(t) ≡
 cos t sin t

− sin t cos t

 , X̃ =


3
5

1
5

−2
5

4
5

 .

(6.105)

We also find

∥∥X−1(t)F(t,u)
∥∥ ≤ 2εe−t‖u‖ +

2
t2 + 1

. (6.106)

It follows from Theorem 6.14 that problem ((6.101), (6.102)) has at least one so-
lution for all sufficiently small ε > 0.

Theorem 7.14 contains another application of the Leray-Schauder theorem to
b.v.p.’s on infinite intervals.

EXERCISES

6.1 (Green’s function). For system (S f ), assume that A : R→Mn, f : R→ Rn

are continuous and T-periodic. Assume further that the only T-periodic solu-
tion of the homogeneous system (S) is the zero solution. Find a function G(t, s)
such that

x(t) =
∫ T

0
G(t, s) f (s)ds, (6.107)

where x(t) is the (unique) T-periodic solution of (S f ). Hint. Show that x(t) is
given by

x(t) = X(t)
[
I − X(T)

]−1
X(T)

∫ T

0
X−1(s) f (s)ds

+ X(t)
∫ t

0
X−1(s) f (s)ds.

(6.108)

Then show that G(t, s) is the function defined by

G(t, s) = X(t)
[
I − X(T)

]−1
X(T)X−1(s) + X(t)X−1(s), 0 ≤ s ≤ t ≤ T ,

G(t, s) = X(t)
[
I − X(T)

]−1
X(T)X−1(s), 0 ≤ t < s ≤ T.

(6.109)

6.2. Assume that A : R → Mn is continuous and T-periodic. Assume further
that for every f ∈ Pn(T) the system (S f ) has at least one T-periodic solution.
Show that the only T-periodic solution of the homogeneous system (S) is the zero
solution.
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6.3. Consider the scalar equation

x′′ − x = f (t), (6.110)

where f : [0,T] → R is continuous. Show that this equation has a unique solution
x(t), t ∈ [0,T], such that

x(0) = x(T), x′(0) = x′(T). (6.111)

Hint. Examine the system in R2 arising from (6.110).

6.4. Let F : [0,T] × R → R be continuous and such that |F(t,u)| ≤ M,
t ∈ [0,T], |u| ≤ α, where M, α are positive constants. Show that if M is sufficiently
small, the equation

x′′ − x = F(t, x) (6.112)

has at least one solution x(t), t ∈ [0,T], satisfying (6.111). Hint. Apply the
Schauder-Tychonov Theorem.

6.5. Consider the system

x1

x2

′ =
0 1

1 0

x1

x2

 (6.113)

and the boundary conditions

x1(0)

x2(0)

 =
x1(3)

x2(3)

 . (6.114)

Find a constant δ > 0 such that for every B : [0, 3] →M2, continuous and such that

‖B − A‖∞ < δ, (6.115)

the problem

x′ = B(t)x, x(0) = x(3) (6.116)

has a unique solution. Here,

A =
0 1

1 0

 . (6.117)
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6.6. In the scalar equation

x′′ = p(t)g(x), (6.118)

let p : R→ R+\{0}, g : R→ R be continuous. Assume further that p is T-periodic
and ug(u) > 0 for u �= 0. Show that the only T-periodic solution of (6.118) is the
zero solution. Hint. Show that (6.118) has no nontrivial solutions with arbitrarily
large zeros.

6.7. Using the contraction mapping principle, obtain unique solutions to the
boundary value problems considered in Theorems 6.14 and 6.15. Naturally, suit-
able Lipschitz conditions are needed here for the function F(t,u).

6.8. Consider the scalar equation

x′ = x + q(t), (6.119)

where q : R → R is continuous and T-periodic. Show that the unique T-periodic
solution x(t) of (6.119) is given by the formula

x(t) =
[

eT(
1− eT

)] ∫ T

0
et−sq(s)ds +

∫ t

0
et−sq(s)ds, t ∈ [0,T]. (6.120)

Let T = 2π and determine the size of the constant k > 0 so that the equation

x′ = x + k(sin t)
(|x| + 1

)
(6.121)

has at least one 2π-periodic solution. Extend this result to the equation

x′ = x + f (t, x), (6.122)

for a suitable function f (t,u) which is T-periodic in t.

6.9. Prove Lemma 6.5.

6.10. Prove Lebesgue’s dominated convergence theorem (Lemma 6.13).

6.11. Assume that the linear system (S f ), with A : [0,T] → Mn, f : [0,T] →
Rn continuous, has a unique solution satisfying the boundary conditions

Ux = r, (6.123)

where Ux = x(0), for any x ∈ Cn[0,T], and r ∈ Rn is fixed. Consider the bound-
ary conditions

U1x = x(0)−Nx(T) = r, (U1)

where N is a matrix in Mn. Show that if ‖N‖ is sufficiently small, the problem
((S f ), (U1)) has a unique solution.
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6.12. Find constants a, b, c, d, not all zero, such that the problem

x1

x2

′ =
0 1

1 0

x1

x2

 ,

x1(0)

x2(0)

−
a b

c d

x1(1)

x2(1)

 =
0

0


(6.124)

has a unique solution x(t), t ∈ [0, 1]. Hint. Use the result of Exercise 6.11.

6.13. Assume that A : R → Mn, f : R → Rn are continuous and T-periodic.
Assume further that the fundamental matrixX(t) (X(0) = I) of system (S) satisfies

∥∥X(t)
∥∥ ≤ e−λt , t ∈ [0,T], (6.125)

where λ is a positive constant. Show that the system (S f ) has a unique T-periodic
solution.

6.14. Show that results like Theorems 6.1 and 6.10 are true, under suitable as-
sumptions, on infinite intervals. The b.v.p. now is the problem ((S f ), (B3)), where
U : Cl

n → Rn is a bounded linear operator.

6.15. Consider the system

x′ = A(t)x + F(t, x), (6.126)

where

A =
−1 0

0 −1

 , F(t,u) = εe−3t

sinu1

u2

 +

 0

e−3t sinu1

 , (6.127)

and the boundary conditions

x(0)− x(∞) =
0

1

 . (B)

Show that the problem ((SF), (B)) has at least one solution for all sufficiently small
ε > 0.

6.16 (Massera). Let F : R2 → R be continuous. Assume further that F(t,u)
is T-periodic in t and that for every compact set K ⊂ R2 there exists a constant
LK > 0 such that

∣∣F(t,u1
)− F

(
t,u2

)∣∣ ≤ LK
∣∣u1 − u2

∣∣ (6.128)
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for every (t,u1), (t,u2) ∈ K . Let x(t), t ∈ R+, be a solution of

x′ = F(t, x) (E)

such that ‖x‖∞ ≤ M, where M is a positive constant. Show that (E) has at least
one T-periodic solution. Hint. Assume that x(t) is not T-periodic. (1) Show that
the functions xm(t) ≡ x(t + mT), m = 1, 2, . . . , are also solutions of (E). (2) We
may assume that ym �= ym+1 for all m = 1, 2, . . . , where ym = x(mT). In fact, if
ym = ym+1, for some m, then x(mT) = x((m + 1)T) and uniqueness imply that
xm(t) ≡ x(t + mT) is a T-periodic solution, and we are done. Let x(0) < x1(0).
Then, by uniqueness, x(t) < x1(t). Thus, for t = mT , ym < ym+1, which implies
xm(t) < xm+1(t). We have

lim
m→∞ xm(t) = x̄(t), t ∈ R+, (6.129)

where x̄(t) is some function. Since {xm} is actually an equicontinuous and uni-
formly bounded sequence on any compact subinterval of R+, the limit in (6.129)
is uniform on any such interval by the Arzelà-Ascoli theorem. Thus x̄(t) is contin-
uous. Let ξ = limm→∞ ym. Then

x̄(T) = lim
m→∞ xm(T) = lim

m→∞ ym+1 = ξ,

x̄(0) = lim
m→∞ xm(0) = lim

m→∞ ym = ξ
(6.130)

and uniqueness say that x̄(t + T) ≡ x̄(t).

6.17. Is every solution x(t), t ∈ R+, of (E) in Exercise 6.16 necessarily
bounded? Why?

6.18. Assume that the eigenvalues of the matrix A ∈ Mn have negative real
parts. Let f : R→ Rn be continuous and T-periodic. Show that the function

x(t) ≡
∫ t

−∞
e(t−s)A f (s)ds (6.131)

is the unique T-periodic solution of the system

x′ = Ax + f (t). (6.132)

Hint. Let u = t − s to see the periodicity.

6.19. Assume that the eigenvalues of the matrix A ∈ Mn have positive real
parts. Let f : R → Rn be continuous and T-periodic. What does the unique T-
periodic solution of the system (6.132) look like?





CHAPTER 7

MONOTONICITY

This chapter is devoted to the study of systems of the form

x′ = A(t)x + F(t, x) (SF)

under monotonicity assumptions on the matrices A(t) and/or the functions F(t,u).
By monotonicity assumptions we mean conditions that include inner products in-
volving A(t) or F(t,u). Although there is some overlapping between this chapter
and Chapter 5, the present development is preferred because it constitutes a good
step toward the corresponding theory in Banach and Hilbert spaces. This theory
encompasses a substantial part of the modern theory of ordinary and partial dif-
ferential equations.

In Section 1, we introduce a new norm for Rn which depends on a positive
definite matrix. We also establish some fundamental properties of this norm.

In Section 2, we examine the stability properties of solutions of (SF) via mono-
tonicity conditions.

Stability regions are introduced in Section 3. These regions have to do with
stability properties of solutions with further restricted initial conditions.

Section 4 is concerned with periodic solutions of differential systems, while
Section 5 indicates the applicability of monotonicity methods to a certain bound-
ary value problem. This problem has boundary conditions which do not contain
periodicity conditions as a special case.

1. A MORE GENERAL INNER PRODUCT

Using a positive definite matrix V ∈ Mn, we introduce another inner product for
Rn which is reduced to the usual one if V = I . Lemma 7.1 contains this introduc-
tion as well as some fundamental properties of such an inner product.

Lemma 7.1. Let V ∈Mn be positive definite and define 〈·, ·〉V by

〈x, y〉V = 〈Vx, y〉, x, y ∈ Rn. (7.1)
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Then 〈·, ·〉V has the following properties:

(i) 〈x, y〉V = 〈y, x〉V , x, y ∈ Rn;
(ii) 〈x,αy + βz〉V = α〈x, y〉V + β〈x, z〉V , α,β ∈ R, x, y, z ∈ Rn;

(iii) 〈x, x〉V ≥ 0, x ∈ Rn, and 〈x, x〉V = 0 if and only if x = 0;
(iv) |〈x, y〉V | ≤ ‖V‖‖x‖‖y‖, x, y ∈ Rn.

The proof is left as an exercise.
The following lemma is needed for the establishment of a certain monotonic-

ity property of a matrix whose eigenvalues have negative real parts. This property
is the content of Lemma 7.3.

Lemma 7.2. Let A,B ∈ Mn be given, with A having all of its eigenvalues with
negative real parts and B positive definite. Then there exists a positive definite V ∈
Mn such that

ATV + VA = −B. (7.2)

Proof. From Theorem 4.6 we know that the system x′ = Ax is asymptotically
stable. Since, for autonomous systems, asymptotic stability is equivalent to uni-
form asymptotic stability, Inequality (4.5) implies that ‖etA‖ ≤ Ke−αt, t ∈ [0,∞),
where α, K are positive constants. Similarly, since etA

T
satisfies the system

X ′ = XAT , (7.3)

we also obtain ‖etAT‖ ≤ K1e−α1t for some positive constants α1, K1. Consequently,
the matrix

V =
∫∞

0
etA

T
BetAdt (7.4)

is well defined. Let W = etA
T
BetA, t ∈ R+. Then W(0) = B and

W ′ = ATW + WA. (7.5)

Integrating (7.5) from 0 to∞, taking into consideration that W(t) → 0 as t → +∞,
we obtain

−B = ATV + VA. (7.6)

The positive definiteness of V follows easily from (7.4) and the positive definite-
ness of the matrix B. �

It should be remarked here that V is the unique solution of (7.2), but this fact
will not be needed in the sequel.
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Lemma 7.3. Let A, B, V be as in Lemma 7.2. Then

〈Ax, x〉V ≤ −
(

λ

(2µ)

)
〈x, x〉V , (7.7)

where λ is the smallest eigenvalue of B and µ is the largest eigenvalue of V .

Proof. We have

〈Ax, x〉V = 〈VAx, x〉 = 〈
Ax,VTx

〉
= 〈Ax,Vx〉 = 〈

x,ATVx
〉

= 〈
ATVx, x

〉 = −〈Bx, x〉 − 〈VAx, x〉
= −〈Bx, x〉 − 〈Ax, x〉V

(7.8)

for every x ∈ Rn, which implies

〈Ax, x〉V = −
(

1
2

)
〈Bx, x〉 ≤ −

(
λ

2

)
〈x, x〉 ≤ −

(
λ

(2µ)

)
〈x, x〉V . (7.9)

Here, we have used Theorem 1.14. �
The inner product 〈·, ·〉V induces a norm ‖ · ‖V on Rn with ‖u‖2

V = 〈Vu,u〉.
Since all norms of Rn are equivalent, it is easy to see that a vector-valued function
(x1(t), . . . , xn(t)) is continuous (differentiable) w.r.t. the Euclidean norm if and
only if it is continuous (differentiable) w.r.t. the norm ‖ · ‖V .

Lemma 7.4. Let x : R+ → Rn be continuously differentiable on [0,T), T ∈
(0, +∞]. Then ‖x(t)‖2

V is also continuously differentiable on [0,T), and

(
d

dt

)∥∥x(t)
∥∥2
V = 2

〈
x′(t), x(t)

〉
V , t ∈ [0,T). (7.10)

Here, V is any positive definite matrix in Mn.

Proof. We have(
d

dt

)〈
x(t), x(t)

〉
V =

〈(
Vx(t)

)′
, x(t)

〉
+
〈
Vx(t), x′(t)

〉
= 〈

Vx′(t), x(t)
〉

+
〈
Vx(t), x′(t)

〉
= 2

〈
x′(t), x(t)

〉
V .

(7.11)

�
The next theorem provides an upper bound for |λ− λ′|, where λ is an eigen-

value of a matrix A ∈ Mn and λ′ is a corresponding eigenvalue of another matrix
B ∈Mn. The proof of this theorem can be found in Ostrowski [44, page 334].
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Theorem 7.5. Let A = [ai j], B = [bi j], i, j,= 1, 2, . . . ,n, be two matrices in
Mn with eigenvalues denoted by λ, λ′, respectively. Let

M = max
i, j=1,2,...,n

{∣∣ai j∣∣,
∣∣bi j∣∣},

r = 1
nM

n∑
i, j=1

∣∣ai j − bi j
∣∣. (7.12)

Then to every eigenvalue λ′ corresponds to an eigenvalue λ such that∣∣λ′ − λ
∣∣ ≤ (n + 2)Mr1/n. (7.13)

2. STABILITY OF DIFFERENTIAL SYSTEMS

In our first stability result we need the following existence, uniqueness, and con-
tinuation theorem.

Theorem 7.6. Assume that A : R+ → Mn, F : R+ × Rn → Rn are continuous.
Furthermore, assume the existence of a function p : R+ → R which is continuous and
such that

〈
F(t, x)− F(t, y), x − y

〉 ≤ p(t)‖x − y‖2 (7.14)

for every (t, x, y) ∈ R+ × Rn × Rn. Then for every x0 ∈ Rn there exists a unique
solution x(t), t ∈ R+, of (SF) such that x(0) = x0. Moreover, if x(t), y(t), t ∈ R+,
are two solutions of (SF) such that x(0) = x0, y(0) = y0, then

∥∥x(t)− y(t)
∥∥ ≤ ∥∥x0 − y0

∥∥ exp
{∫ t

0

[
p(s) + q(s)

]
ds
}

(7.15)

for every t ∈ R+, where q(t) is the largest eigenvalue of (1/2)[A(t) + AT(t)].

Proof. Let u(t) = x(t) − y(t), t ∈ [0,T), where x(t), y(t) are two solutions
of (SF) such that x(0) = x0, y(0) = y0, and T is some positive number. Then we
have

u′(t) = A(t)u(t) + F
(
t, x(t)

)− F
(
t, y(t)

)
(7.16)

for t ∈ [0,T), and u(0) = x0 − y0. Applying Lemma 7.4 for V = I , we get

(
d

dt

)∥∥u(t)
∥∥2 = 2

〈
A(t)u(t) + F

(
t, x(t)

)− F
(
t, y(t)

)
,u(t)

〉
. (7.17)

It is easy to see that

2
〈
A(t)u(t),u(t)

〉 = 〈[
A(t) + AT(t)

]
u(t),u(t)

〉
. (7.18)
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The continuity of the symmetric matrix (1/2)[A(t)+AT(t)] implies the continuity
of its largest eigenvalue q(t) (see Exercise 1.23), and we have

2
〈
A(t)u(t),u(t)

〉 ≤ 2q(t)
∥∥u(t)

∥∥2
. (7.19)

This inequality, combined with (7.17), yields(
d

dt

)∥∥u(t)
∥∥2 ≤ 2q(t)

∥∥u(t)
∥∥2

+ 2p(t)
∥∥u(t)

∥∥2

= 2
[
p(t) + q(t)

]∥∥u(t)
∥∥2

(7.20)

for every t ∈ [0,T). Applying Lemma 4.11 to (7.20), we obtain

∥∥u(t)
∥∥2 ≤ ∥∥u(0)

∥∥2
exp

{
2
∫ t

0

[
p(s) + q(s)

]
ds
}

, t ∈ [0,T). (7.21)

If y(t) is a solution of (SF) with y(0) = 0, defined on a right neighborhood of 0,
then (

d

dt

)∥∥y(t)
∥∥2 = 2

〈
A(t)y(t), y(t)

〉
+ 2

〈
F
(
t, y(t)

)− F(t, 0), y(t)
〉

+ 2
〈
F(t, 0), y(t)

〉
≤ 2p(t)

∥∥y(t)
∥∥2

+ 2q(t)
∥∥y(t)

∥∥2
+ 2

∥∥F(t, 0)
∥∥∥∥y(t)

∥∥
≤ 2

[
p(t) + q(t)

]∥∥y(t)
∥∥2

+ 2
∥∥F(t, 0)

∥∥∥∥y(t)
∥∥.

(7.22)

Using

v′ = 2
∣∣p(t) + q(t)

∣∣v + 2
∥∥F(t, 0)

∥∥|v|1/2 (7.23)

as a comparison scalar equation (see Exercise 7.5), we find that y(t) is continuable
to +∞ (see Corollary 5.17). If we let this function y(t) in (7.21), we obtain

∥∥x(t)
∥∥−∥∥y(t)

∥∥≤∥∥x(t)−y(t)
∥∥≤∥∥x(0)

∥∥ exp
{∫ t

0

[
p(s)+q(s)

]
ds
}
. (7.24)

It follows that

lim sup
t→T−

∥∥x(t)
∥∥ ≤ ∥∥y(T)

∥∥ +
∥∥x(0)

∥∥ exp
{∫ T

0

[
p(s) + q(s)

]
ds
}

, (7.25)

which, by Theorem 5.15, implies the continuability of every solution x(t) to +∞.
Inequality (7.21) implies of course the uniqueness of the solutions of (SF) w.r.t.
the initial conditions at t = 0. A similar argument from t0 to t ≥ t0 proves the
uniqueness of solutions with respect to any initial conditions. �
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We note here that (7.15) with y(t) ≡ 0 ensures the continuability (but not
necessarily the uniqueness) of all local solutions of (SF) to +∞, if A(t) and F(t, x)
satisfy the following condition.

Condition (M). A : R+ → Mn, F : R+ × Rn → Rn are continuous, F(t, 0) =
0, t ∈ R+, and 〈

F(t, x), x
〉 ≤ p(t)‖x‖2, t ∈ R+, x ∈ Rn, (7.26)

where p : R+ → R is a continuous function.

Condition (M) is important in the following stability result.

Theorem 7.7. Let Condition (M) be satisfied and assume that q(t) is as in
Theorem 7.6. Then the zero solution of system (SF) is stable if

sup
t∈R+

∫ t

0

[
p(s) + q(s)

]
ds < +∞. (7.27)

It is asymptotically stable if

lim
t→∞

∫ t

0

[
p(s) + q(s)

]
ds = −∞. (7.28)

It is uniformly stable if

p(t) + q(t) ≤ 0, t ∈ R+. (7.29)

It is uniformly asymptotically stable if

p(t) + q(t) ≤ −c, t ∈ R+, (7.30)

where c is a positive constant.

Proof. The proof is almost identical to the proof of Theorem 4.12 and it is
therefore left as an exercise. �

In the following stability result we make use of the new inner product.

Theorem 7.8. Let A : R+ → Mn be continuous and such that A(t) → A0 as
t → +∞, where A0 has all of its eigenvalues with negative real parts. Let B be a fixed
positive definite matrix and V as in Lemma 7.2, where A = A0. Let the rest of the
assumptions of Condition (M) be satisfied with 〈F(t, x), x〉 replaced by 〈F(t, x),Vx〉.
Let q be the smallest eigenvalue of (1/2)B and assume that, for some T ≥ 0,

p = sup
t≥T

p(t) < q. (7.31)

Then the zero solution of (SF) is asymptotically stable.
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Proof. From Lemma 7.4 we obtain(
d

dt

)∥∥x(t)
∥∥2
V = 2

〈
A(t)x(t),Vx(t)

〉
+ 2

〈
F
(
t, x(t)

)
,Vx(t)

〉
, (7.32)

where x(t) is a solution of (SF) with initial condition x(0) = x0. Letting B(t) ≡
−[AT(t)V + VA(t)], we see that B(t) is continuous and that B(t) → B as t →
+∞, where B is the matrix in the statement of the theorem. If q(t) is the smallest
eigenvalue of (1/2)B(t), then, as in (7.8), we have

2
〈
A(t)x(t),Vx(t)

〉 = −〈x(t),B(t)x(t)
〉

≤ −2q(t)
∥∥x(t)

∥∥2
, t ∈ R+.

(7.33)

This inequality is now combined with (7.32) to give

(
d

dt

)∥∥x(t)
∥∥2
V ≤ −2

[
q(t)− p(t)

]∥∥x(t)
∥∥2

, t ∈ R+. (7.34)

Naturally, the extendability of the solution x(t) to +∞ follows as in Theorem 7.6.
Theorem 7.5 implies that to every eigenvalue λ(t) of B(t) = [bi j(t)] corre-

sponds to an eigenvalue λ′ of B = [bi j] such that

∣∣λ(t)− λ′
∣∣ ≤ (n + 2)M(t)r1/n(t), t ∈ R+, (7.35)

where

M(t) = max
i, j=1,2,...,n

{∣∣bi j(t)∣∣,
∣∣bi j∣∣},

r(t) = 1
nM(t)

n∑
i, j=1

∣∣bi j(t)− bi j
∣∣. (7.36)

From the continuity of B(t), its convergence to B as t → +∞, and

M(t) ≥ max
i, j

{∣∣bi j∣∣} > 0, (7.37)

we conclude that

lim
t→∞ r(t) = 0. (7.38)

It follows that, given a constant ε > 0, there exists a constant T(ε) > 0 such that

∣∣λ(t)− λ′
∣∣ < ε, t ∈ [

T(ε),∞). (7.39)
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If λ(t) ≡ 2q(t), then there exists an eigenvalue 2q̃ of B such that

2
∣∣q(t)− q̃

∣∣ < ε, t ∈ [
T(ε),∞). (7.40)

It should be noted that the eigenvalues λ′, 2q̃ above actually depend on t. Since B
is positive definite, we may choose ε so that ε ∈ (0, 2q), where 2q is the smallest
eigenvalue of B. Then (7.40) implies

2q(t) > 2q̃ − ε ≥ 2q − ε > 0, t ∈ [
T(ε),∞). (7.41)

Thus, (7.34) and (7.41) give, for ε1 = ε/2,

(
d

dt

)∥∥x(t)
∥∥2
V ≤ −2

[
q − ε1 − p(t)

]∥∥x(t)
∥∥2

, t ∈ [
T(ε),∞). (7.42)

We now choose a new ε < q− p and T = T(ε) large enough, taking into consider-
ation the number T in the statement of the theorem, to arrive at(

d

dt

)∥∥x(t)
∥∥2
V ≤ −2(q − p − ε)

∥∥x(t)
∥∥2

≤ −2Q
∥∥x(t)

∥∥2
V , t ∈ [T ,∞),

(7.43)

where Q = (q − p − ε)/µ. Here, µ is the largest eigenvalue of V . Applying Lemma
4.11, we obtain ∥∥x(t)

∥∥
V ≤ e−Q(t−T)

∥∥x(T)
∥∥
V , t ∈ [T ,∞). (7.44)

Similarly, (7.34) leads to

∥∥x(t)
∥∥
V ≤ exp

{
1
µ

∫ t

0

∣∣p(s)− q(s)
∣∣ds}∥∥x0

∥∥
V ≤ N1

∥∥x0
∥∥
V , (7.45)

for all t ∈ [0,T], where

N1 = exp
{

1
µ

∫ T

0

∣∣p(s)− q(s)
∣∣ds}. (7.46)

Combining (7.44) and (7.45), we arrive at∥∥x(t)
∥∥ ≤ N

∥∥x0
∥∥, t ∈ [0,T], (7.47)∥∥x(t)

∥∥ ≤ Ne−Q(t−T)
∥∥x0

∥∥, t ∈ [T ,∞), (7.48)

for a new positive constantN . Here, we have used the equivalence of the two norms
‖ · ‖, ‖ · ‖V . It follows that the zero solution of (SF) is asymptotically stable. �
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3. STABILITY REGIONS

Assume that A : R+ → Mn, F : R+ × Rn → Rn are continuous. Assume further
that there exists Ω ⊂ Rn and D ⊂ Ω such that every solution x(t) of (SF) with
x(0) = x0 ∈ D remains in Ω for all t ≥ 0. Then it is possible to introduce a
concept of stability for (SF) according to which the initial conditions are restricted
to the set D. The reason for doing this is that the system (SF) possesses stability
properties that stem from conditions on A(t), F(t, x) holding only on a subset Ω
of Rn. We now define the concept of a stability (or asymptotic stability) region
(D,Ω). Similarly one defines regions (D,Ω) for the other stability types.

Definition 7.9. Consider the system (SF) with A : R+ →Mn, F : R+ ×Rn →
Rn continuous and such that F(t, 0) = 0, t ∈ R+. Assume further the existence of
two subsets D, Ω of Rn such that D ⊂ Ω, 0 ∈ D, and every solution x(t) of (SF)
with x(0) = x0 ∈ D remains in Ω for as long as it exists. Then the pair (D,Ω) is
called a region of stability (asymptotic stability) for (SF) if the zero solution of (SF)
is stable (asymptotically stable) w.r.t. initial conditions x(0) = x0 ∈ D, that is, if in
the definition of stability (asymptotic stability) (Definition 4.1 with x0(t) ≡ 0) the
initial conditions x(0) are assumed to lie in D.

It is easy to establish results like Theorems 7.7 and 7.8, but with assumptions
taking into consideration the sets D,Ω as above. In this connection we have The-
orem 7.10.

Theorem 7.10. Let the system (SF) satisfy the conditions on A, F, D, Ω of Def-
inition 7.9. Furthermore, let p : R+ → R be continuous and such that〈

F(t, x),Vx
〉 ≤ p(t)‖x‖2, t ∈ R+, x ∈ Ω, (7.49)

where V is as in Lemma 7.2. Let q be the smallest eigenvalue of (1/2)B, where B is the
matrix in (7.2). Then if

sup
t∈R+

p(t) < q, (7.50)

the pair (D,Ω) is a region of asymptotic stability for the system (SF).

The proof is left as an exercise.

Example 7.11. In this example we search for an asymptotic stability region
for the system

x′ = Ax + F(t, x), (S1)

where

A =
 0 1

−1 −1

 , F(t,u) =
 0

−
(

1
5

)
u2

1

 (7.51)
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with

u =
u1

u2

 . (7.52)

This system arises from the scalar equation

y′′ + y′ + y +
(

1
5

)
y2 = 0. (7.53)

We note that the equation

ATV + VA = −2I (7.54)

has the (unique) solution V = [ 3 1
1 2 ]. We shall determine a region Ω and a constant

β > 0 such that

(
d

dt

)∥∥x(t)
∥∥2
V ≤ −2β

∥∥x(t)
∥∥2
V , t ∈ R+, (7.55)

for any solution x(t) of (S1) lying in Ω.
To this end, we first observe that Lemma 7.4 implies

(
d

dt

)∥∥x(t)
∥∥2
V = 2

〈
A(t)x(t) + F

(
t, x(t)

)
,Vx(t)

〉
= −2

[
x2

1(t) + x2
2(t)

]− (
2
5

)
x2

1(t)
[
x1(t) + 2x2(t)

]
.

(7.56)

Thus, (7.55) will hold if the solution x(t) satisfies

x2
1(t) + x2

2(t) +
(

1
5

)
x2

1(t)
[
x1(t) + 2x2(t)

]
≥ β

∥∥x(t)
∥∥2
V = β

[
3x2

1(t) + 2x1(t)x2(t) + 2x2
2(t)

]
.

(7.57)

To determine Ω, we consider first the vectors x ∈ R2 such that

x2
1 + x2

2 +
(

1
5

)
x2

1

(
x1 + 2x2

) ≥ β
(
3x2

1 + 2x1x2 + 2x2
2

)
. (7.58)

Since 4x2
1 + 3x2

2 ≥ 3x2
1 + 2x1x2 + 2x2

2, Inequality (7.58) is satisfied for all x ∈ R2

with

x2
1 + x2

2 +
(

1
5

)
x2

1

(
x1 + 2x2

) ≥ β
(
4x2

1 + 3x2
2

)
(7.59)
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or

x2
1

[
1− 4β +

(
1
5

)(
x1 + 2x2

)]
+ (1− 3β)x2

2 ≥ 0. (7.60)

It follows that if we take β = 1/5, Inequality (7.58) is satisfied for all x ∈ Ω, where

Ω = {
x ∈ R2 : x1 + 2x2 ≥ −1

}
. (7.61)

Now, we find a set D ⊂ Ω such that whenever a solution x(t) of (S1) starts inside
D, it remains in Ω and satisfies (7.55). In this particular example, we can take D to
be inside a V-ball D1, that is,

D1 =
{
x ∈ R2 : ‖x‖V ≤

√
α
}

, (7.62)

for some α > 0. In fact, we first notice that the set D1 consists of the interior of
the ellipse

3x2
1 + 2x1x2 + 2x2

2 = α (7.63)

along with the ellipse itself. We also notice that Ω consists of all x ∈ R2 which lie
above the line x1 + 2x2 = −1. Thus, we can determine α so that D1 has this line
as a tangent line and lies in Ω. In fact, if we take α = 1/2, we find that (0,−1/2)
is the tangent point in question. Letting D = {x ∈ Rn : ‖x‖V <

√
µ}, for some

µ ∈ (0,α), it suffices to show that every solution of (S1) emanating from a point
inside D exists for all t ∈ R+ and lies in D.

Let x(t) be a solution of (S1) starting at x(0) = x0 with x0 ∈ D. Then, as long
as x(t) lies in Ω, (7.55) is satisfied. Applying Lemma 4.11, we see that∥∥x(t)

∥∥2
V ≤ e−(2/5)t

∥∥x(0)
∥∥2
V ≤

∥∥x(0)
∥∥2
V . (7.64)

Assume now that x(t) leaves the set D at some t = t0. Then it is easy to see that we
can take t0 to be the first time at which this happens. Then, there exists a neigh-
borhood [t0, t1) such that x(t) �∈ D and x(t) ∈ D1 for all t ∈ (t0, t1). Thus, again
from (7.55), we obtain(

d

dt

)∥∥x(t)
∥∥2
V

∣∣
t0
≤ −

(
2
5

)∥∥x(t0)
∥∥2
V = −

(
2
5

)
µ < 0. (7.65)

Since (d/dt)‖x(t)‖2
V is continuous, (7.65) says that ‖x(t)‖V is strictly decreasing in

a right neighborhood of t0. Thus, the solution x(t) cannot penetrate the boundary
of the V-ball D, because its V-norm does not increase to the right of the point t0.
It follows that (7.64) holds for as long as x(t) exists. This fact implies that x(t) is
continuable to +∞. Moreover, (7.64) also implies easily that the pair (D,Ω) is a re-
gion of asymptotic stability for (S1) (see (7.43), (7.44), (7.45), (7.47), and (7.48)).
Actually, here (D,D) is an even better region of asymptotic stability.
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4. PERIODIC SOLUTIONS

In this section, we study systems of the form

x′ = F(t, x), (E)

where F(t + T ,u) = F(t,u), (t,u) ∈ R × Rn. Here, T is a fixed positive constant.
We are looking for T-periodic solutions of (E), that is, solutions x(t) which exist
on R and satisfy x(t + T) = x(t), t ∈ R.

Our first existence result is contained in Theorem 7.12.

Theorem 7.12. Let F : R×Rn → Rn be continuous and such that F(t+T ,u) =
F(t,u), (t,u) ∈ R×Rn, where T is a positive constant. Moreover, let

〈
F
(
t,u1

)− F
(
t,u2

)
,u1 − u2

〉 ≤ 0,
(
t,u1,u2

) ∈ [0,T]×Rn ×Rn,〈
F(t,u),u

〉
< 0,

(7.66)

for every t ∈ [0,T] and every u ∈ Rn with ‖u‖ = r, where r is a positive constant.
Then (E) has at least one T-periodic solution.

Proof. We first note that Theorem 7.6 implies the existence and uniqueness
w.r.t. initial conditions of solutions of (E) on R+. Assume that x(t) is a solution
of (E) defined on [0,T] and such that x(0) = x(T). Then, by the T-periodicity
of F(t,u) w.r.t. t, x(t) can be easily defined on the entire real line so that it is T-
periodic (see also Exercise 3.7). Thus, it suffices to show that (E) has a solution
x(t) defined on [0,T] and such that x(0) = x(T). To this end, let U : Br(0) → Rn

map every u ∈ Br(0) to the value at T of the unique solution of the problem

x′ = F(t, x), x(0) = u, t ∈ R+. (7.67)

Then if Ux0 = x0, for some x0 ∈ Br(0), we have x0 = x(0) = x(T) for some
solution x(t) of (E), and the proof is complete. In order to apply the Brouwer
Theorem (Corollary 2.15), we have to show that UBr(0) ⊂ Br(0) and that U is
continuous. If x(t), y(t) are two solutions of (E) on [0,T], then (7.15) implies

∥∥x(T)− y(T)
∥∥ ≤ ∥∥x(0)− y(0)

∥∥, (7.68)

which shows the continuity of U . Now, let a solution x(t) of (E) satisfy ‖x(0)‖ ≤ r
and let

D = {
t ∈ [0,T] :

∥∥x(s)
∥∥ ≤ r for s ∈ [0, t)

}
. (7.69)

We intend to prove that the number c = supD is equal to T . In fact, let c < T and
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suppose that ‖x(c)‖ < r. Then, since x(t) is continuous, there exists an interval
[c, t1) ⊂ [c,T) such that ‖x(s)‖ < r, s ∈ [c, t1). However, this contradicts the
definition of c. It follows that ‖x(c)‖ = r. Hence, by Lemma 7.4, we have(

d

dt

)∥∥x(t)
∥∥2∣∣

t=c = 2
〈
x′(c), x(c)

〉
= 2

〈
F
(
c, x(c)

)
, x(c)

〉
< 0.

(7.70)

Since (d/dt)‖x(t)‖2 is continuous, there exists an interval [c, t2) ⊂ [c,T) such that
(d/dt)‖x(t)‖2 < 0 there. Integrating this last inequality once, we obtain ‖x(s)‖ <
‖x(c)‖ = r for all s in this interval. This is a contradiction to the definition of c. It
follows that UBr(0) ⊂ Br(0) and that U has a fixed point in Br(0). �

In our second existence result the operator U above is a contraction on Rn.

Theorem 7.13. Let F : R×Rn → Rn be continuous and such that F(t+T ,u) =
F(t,u), (t,u) ∈ R×Rn, where T is a positive constant. Moreover, let M be a negative
constant such that 〈

F
(
t,u1

)− F
(
t,u2

)
,u1 − u2

〉 ≤M
∥∥u1 − u2

∥∥2
(7.71)

for all (t,u1,u2) ∈ [0,T]×Rn ×Rn. Then there exists a unique T-periodic solution
of the system (E).

Proof. Continuation and uniqueness w.r.t. initial conditions follow from
Theorem 7.6. It suffices to show that the operator U , defined in the proof of The-
orem 7.12, has a unique fixed point in Rn. To this end, we observe that if x(t), y(t)
are two solutions of (E) on [0,T], we have(

d

dt

)[
e−2Mt

∥∥x(t)− y(t)
∥∥2] = −2Me−2Mt

∥∥x(t)− y(t)
∥∥2

+2e−2Mt
〈
F
(
t, x(t)

)−F(t, y(t)
)
, x(t)−y(t)

〉
≤ (− 2Me−2Mt + 2Me−2Mt

)∥∥x(t)− y(t)
∥∥2

= 0.

(7.72)

One integration above gives

e−2Mt
∥∥x(t)− y(t)

∥∥2 ≤ ∥∥x(0)− y(0)
∥∥2

, (7.73)

which implies ∥∥x(T)− y(T)
∥∥ ≤ eMT

∥∥x(0)− y(0)
∥∥. (7.74)

Since M < 0, the operator U is a contraction mapping on Rn and, as such, it has a
unique fixed point. �
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5. BOUNDARY VALUE PROBLEMS ON INFINITE INTERVALS

Consider the problem

x′ = A(t)x + F(t, x), (SF)

Ux = r, (B)

where U is a bounded linear operator on Cn(R+) and r is a fixed vector in Rn.
As we saw in Chapter 6, there is a large family of boundary value problems that
can be written in the form ((SF), (B)). Our intention here is to show the existence
of solutions of such problems under monotonicity assumptions on A(t), F(t, x),
and for boundary conditions (B) which do not include periodicity conditions. The
relevant result is contained in the following theorem.

Theorem 7.14. LetA : R+ →Mn, F : R+×Rn → Rn be continuous, F(t, 0) = 0,
t ∈ R+. Moreover, assume the following:

(i) for every (t,u,µ) ∈ R+ ×Rn × [0, 1],

〈
A(t)u + µF(t,u),u

〉 ≤ 0. (7.75)

(ii) ‖X(t)‖ ≤ M, t ∈ R+, where M is a positive constant, and there exist two
functions q, g : R+ → R+, continuous, and such that

∥∥X−1(t)F(t,u)
∥∥ ≤ q(t)‖u‖ + g(t), (t,u) ∈ R+ ×Rn. (7.76)

Here, X(t) denotes the fundamental matrix of the system

x′ = A(t)x (S)

with X(0) = I . Moreover,

∫∞
0
q(t)dt < +∞,

∫∞
0
g(t)dt < +∞. (7.77)

(iii) U : Cn(R+)→Rn is a bounded linear operator such that ‖Uu‖≥φ(‖u(0)‖)
for every u ∈ Cn(R+) with ‖u(t)‖ ≤ ‖u(0)‖, t ∈ R+. Here, φ : R+ → R+ is
continuous, strictly increasing, surjective, and such that φ(0) = 0.

(iv) X̃−1 exists, where X̃ is defined in Chapter 6, Section 1.
Then the problem ((SF), (B)) has at least one solution.

Proof. We proceed as in Theorem 6.14. To this end, we need to prove the
existence of a fixed point for the operator W , where

(W f )(t) = X(t)X̃−1[r −Up(·, f )
]

+ p(t, f ), t ∈ R+. (7.78)
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Let Dm,V1 : D1 → D1 be as in the proof of Theorem 6.14. There we showed
that the operator V1(x,µ) is compact in x and continuous in µ uniformly w.r.t. x
in bounded subsets of D1. In order to apply the Leray-Schauder theorem (Theo-
rem 2.16), we need to show that all possible solutions of the problem x−V1(x,µ)=
0 in D1 lie inside a ball of D1 which does not depend on µ ∈ [0, 1]. To prove this,
let x ∈ D1 solve x − V1(x,µ0) = 0 for some µ0 ∈ [0, 1]. Then the function x(t)
satisfies the integral equation

x(t) = µ
(
X(t)X̃−1[r −Up(·, x)

]
+ p(t, x)

)
(7.79)

for µ = µ0 and for every t ∈ [0, 1]. It follows that Ux = µ0r and that

x′(t) = A(t)x(t) + µ0F
(
t, x(t)

)
, t ∈ [0, 1]. (7.80)

Now, we apply (7.10) for V = I to get(
d

dt

)∥∥x(t)
∥∥2 = 2

〈
A(t)x(t) + µ0F

(
t, x(t)

)
, x(t)

〉 ≤ 0, t ∈ [0, 1]. (7.81)

Integrating this inequality, we get∥∥x(t)
∥∥ ≤ ∥∥x(0)

∥∥, t ∈ [0, 1]. (7.82)

Consequently, by hypothesis (iii), we obtain

φ
(∥∥x(t)

∥∥) ≤ φ
(∥∥x(0)

∥∥) ≤ ‖Ux‖ = µ0‖r‖ ≤ ‖r‖. (7.83)

Thus, we have a bound for x(t) : ‖x(t)‖ ≤ φ−1(‖r‖), t ∈ [0, 1]. The number
φ−1(‖r‖) is a uniform bound for all solutions of x − V1(x,µ) = 0 in D1, indepen-
dently of µ ∈ [0, 1]. Similarly, by induction, we obtain a sequence of functions
xm ∈ Dm such that ∥∥xm(t)

∥∥ ≤ φ−1(‖r‖), t ∈ [0,m], (7.84)

and each xm(t) satisfies (7.79), for µ = 1, on the interval [0,m]. The proof now
follows as the proof of Theorem 6.14, and it is therefore omitted. �

Example 7.15. Consider the system

x′ =
−2 1

1 −2

 x + F(t, x) (7.85)

and the boundary condition

Ux = x(0) +
∫∞

0
V(t)x(t)dt = r, (7.86)
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where V : R+ →Mn is continuous and such that∫∞
0

∥∥V(t)
∥∥dt < 1. (7.87)

Here, we may take

F(t, x) =

 f1(t)x1

f2(t)x2

x2
1 + x2

2 + 1

 , (7.88)

where f1, f2 : R+ → R− are continuous and such that

−
∫∞

0

∥∥X−1(t)
∥∥ f1(t)dt < +∞, −

∫∞
0

∥∥X−1(t)
∥∥ f2(t)dt < +∞. (7.89)

Then q(t) ≡ −‖X−1(t)‖ f1(t), g(t) ≡ −‖X−1(t)‖ f2(t), and

φ(µ) ≡
(

1−
∫∞

0

∥∥V(t)
∥∥dt)µ. (7.90)

In fact, if u ∈ Cn(R+) with ‖u(t)‖ ≤ ‖u(0)‖, we have

‖Uu‖ =
∥∥∥∥u(0) +

∫∞
0
V(t)u(t)dt

∥∥∥∥ ≥ ∥∥u(0)
∥∥− ∫∞

0

∥∥V(t)
∥∥∥∥u(t)

∥∥dt
≥ ∥∥u(0)

∥∥− ∫∞
0

∥∥V(t)
∥∥dt∥∥u(0)

∥∥ = φ
(∥∥u(0)

∥∥). (7.91)

The rest of the assumptions of Theorem 7.14 are also satisfied. Thus, the prob-
lem ((7.85), (7.86)) has at least one solution for every r ∈ Rn.

EXERCISES

7.1. Show that the solution V ∈ Mn of (7.2), given by (7.4), is unique and
positive definite.

7.2. Show that the zero solution of the system

x1

x2

′ =
e−t 1

−2 −3 +
[

1
t + 1

]
x1

x2

 +

 0∣∣ sin
(
tx2

)∣∣(x1 − x2
)
 (7.92)

is asymptotically stable by using Theorem 7.8.

7.3. Show that the first order scalar equation

x′ + | sin t|x + x3 = cos t (7.93)

has at least one 2π-periodic solution.
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7.4. Show that the system (in Rn)

x′ = −Lx + F(t, x) (7.94)

has a unique T-periodic solution if L > 0 is a constant and F is continuous, T-
periodic in t, and satisfies the Lipschitz condition∥∥F(t,u1

)− F
(
t,u2

)∥∥ ≤ K
∥∥u1 − u2

∥∥, (7.95)

for every (t,u1,u2) ∈ [0,T]×Rn ×Rn. Here, K ∈ (0,L) is another constant.

7.5. Let a : R+ → R, b : R+ → R+ be continuous. Show that all solutions to
the problem

u′ = a(t)u + b(t)|u|1/2, u(0) = u0 ≥ 0 (7.96)

are continuable to +∞.

7.6. Let F : [a, b] × Rn → Rn be continuous. Let K ⊂ Rn be compact. Show
that there exists a sequence of continuous functions {Fm}∞m=1, Fm : [a, b]×K → Rn

such that
(i) limm→∞ ‖Fm(t,u)− F(t,u)‖ = 0 uniformly on [a, b]× K .
(ii) ‖Fm(t,u1)− Fm(t,u2)‖ ≤ Lm‖u1 − u2‖ for all (t,u1,u2) ∈ [a, b]×K ×K ,

m = 1, 2, . . . , where Lm is a positive constant.

7.7. Let F : R × Rn → Rn be T-periodic in its first variable and continu-
ous. Show that system (E) has at least one T-periodic solution under the mere
assumption 〈

F(t,u),u
〉 ≤ 0 (7.97)

for all (t,u) ∈ R × Rn with ‖u‖ = r. Here, r is a positive constant. This is a
considerable improvement over Theorem 7.12. Hint. Consider the systems

x′ = Fm(t, x)− δmx. (*)

Here, {Fm} is the sequence in Exercise 7.6 defined on [0,T]×B2r(0), and {δm}∞m=1

is a decreasing sequence of positive constants such that δm → 0 as m → ∞. Show
that it is possible to choose a subsequence {F̄m} of {Fm} such that

〈
F̄m(t,u)− δmu,u

〉 ≤ −δmr2

2
(7.98)

for ‖u‖ = r and m ≥ 1. Using the method of Theorem 7.12, obtain a T-periodic
solution xm(t), t ∈ [0,T], of (*) with Fm replaced by F̄m. Show that a subsequence
{xmk (t)}∞k=1 of {xm(t)} converges uniformly on [0,T] to a T-periodic solution of
the system (E).
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7.8. Using Exercise 7.7, show that the system


x1

x2

x3


′

= −


(

sin2 t
)(‖x‖3 − 1

)
(
1 + x1

)2
x2

x4
2x3

 (7.99)

has at least one 2π-periodic solution.

7.9. Assume that A : R × Rn → Rn, B : R × Rn → Rn are continuous and
T-periodic in their first variable t. Assume further that

〈
A(t,u),u

〉 ≤ −λ‖u‖2,
∥∥B(t,u)

∥∥ ≤ µ (7.100)

for every (t,u) ∈ R×Rn, where λ, µ are positive constants. Show that the system

x′ = A(t, x) + B(t, x) (7.101)

has at least one T-periodic solution. Hint. Base your argument on the closed ball
Br(0), where r is any number in (µ/λ,∞). Use Exercise 7.7.

7.10. Find a region of asymptotic stability (D,Ω) for the system (S1) in the
text, where

A =
 0 1

−1 −1

 , F(t,u) =
 0

−λ(t)u2
1

 . (7.102)

Here, λ : R+ → R+ is continuous and such that λ(t) ≤ L, t ∈ R+, where L is a
number in [0, 1).

7.11 (asymptotic equilibrium). Consider the system

x′ = F(x), (E1)

with F : Rn → Rn continuous and such that

〈
F
(
u1
)− F

(
u2
)
,u1 − u2

〉
V ≤ −λ

∥∥u1 − u2
∥∥2

(7.103)

for every (u1,u2) ∈ Rn×Rn. Here, V is a positive definite matrix and λ is a positive
constant. Show that (E1) has a unique equilibrium solution, that is, a vector x̄ ∈ Rn

such that F(x̄) = 0. Hint. Pick an arbitrary solution x(t), t ∈ R+, of (E1) and let
u(t) = x(t + h)− x(t), t ∈ R+, where h is a fixed positive number. Show first that

(
d

dt

)∥∥u(t)
∥∥2
V ≤ −2λ

∥∥u(t)
∥∥2

(7.104)
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and conclude, after appraising ‖u(t)‖, that x(t) → x̄ as t → ∞, where x̄ is a finite
vector. Then, from an inequality of the form

∥∥x′(t)∥∥ ≤M exp
{− λ1

(
t − t0

)}∥∥x′(t0)∥∥, (7.105)

where λ1, M are positive constants, conclude that x′(t) → 0 as t →∞.

7.12. Show that the problem

x′ = Ax + F(t, x), x(0)−Nx(∞) = r, (7.106)

with

A =
−1

2
0

0 −1
3

 ,

F(t,u) =
 − e−tu1

1 + u2
1

−e−2t
∣∣ sinu1

∣∣u2

 ,

r =
 1

−1

 ,

(7.107)

has at least one solution if the norm of the matrix N ∈ M2 is sufficiently small.
Here,

x(∞) = lim
t→∞ x(t). (7.108)





CHAPTER 8

BOUNDED SOLUTIONS ON THE REAL LINE;
QUASILINEAR SYSTEMS; APPLICATIONS
OF THE INVERSE FUNCTION THEOREM

In Chapter 1, we saw that if P is a projection matrix, then I −P is also a projection
matrix and Rn = R1 ⊕ R2, where R1 = PRn and R2 = (I − P)Rn. In this chapter,
we show that the projection P may induce a splitting in the space of solutions of
the system

x′ = A(t)x. (S)

This means that the solutions of (S) with initial conditions x0 �= 0 in R1 tend to
zero as t → +∞, whereas the solutions with initial conditions x0 such that (I −
P)x0 �= 0 have norms that tend to +∞ as t → +∞. A corresponding situation, with
the roles of R1, R2 reversed, holds in R−. This splitting occurs if the system (S)
possesses a so-called exponential dichotomy.

Exponential dichotomies for systems of the type (S) and their effect on the
existence of bounded solutions on R of the system

x′ = A(t)x + F(t, x) (SF)

are mainly the subject of Sections 1 and 2.
Section 3 contains some results for the so-called quasilinear systems

x′ = A(t, x)x + F(t, x), (SQ)

where A(t,u) is an n× n matrix. These results are intimately dependent upon the
behaviour of the associated linear systems

x′ = A
(
t, f (t)

)
x + F

(
t, f (t)

)
, (S f )

where the functions f belong to suitable classes.
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Several results concerning further asymptotic properties of nonlinear systems
are included in the exercises at the end of this chapter.

1. EXPONENTIAL DICHOTOMIES

In what follows, P ∈ Mn is a projection matrix. For convenience, we write P1 = P
and P2 = I − P. We then have P1Rn = R1 and P2Rn = R2. Here, of course,
we have identified the projections P1, P2 with the corresponding bounded linear
operators.

We now define the concept of the angular distance between the subspaces R1

and R2.

Definition 8.1. The angular distance α(R1,R2) between the subspaces R1 �=
{0}, R2 �= {0} is defined as follows:

α
(
R1,R2

) = inf
{∥∥u1 + u2

∥∥;uk ∈ Rk,
∥∥uk∥∥ = 1, k = 1, 2

}
. (8.1)

The following lemma establishes the basic relationship between the norms of the
projections P1, P2 and the function α(R1,R2).

Lemma 8.2. Let Rn = R1 ⊕ R2 and let P1, P2 be the projections of R1, R2,
respectively. Then if ‖Pk‖ > 0, k = 1, 2, we have

1∥∥Pk∥∥ ≤ α
(
R1,R2

) ≤ 2∥∥Pk∥∥ , k = 1, 2. (8.2)

Proof. Let µ > α(R1,R2), where µ is a positive constant, and let u1 ∈ R1,
u2 ∈ R2 be such that ‖uk‖ = 1, k = 1, 2, and ‖u1 + u2‖ < µ. Then if u = u1 + u2,
we have Pku = uk, k = 1, 2, and

1 = ∥∥uk∥∥ = ∥∥Pku∥∥ ≤ ∥∥Pk∥∥‖u‖ < µ
∥∥Pk∥∥. (8.3)

Consequently, we find

1∥∥Pk∥∥ < µ, (8.4)

which implies 1/‖Pk‖ ≤ α(R1,R2).
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Now, let u ∈ Rn be such that Pku �= 0, k = 1, 2. Then we have

α
(
R1,R2

) ≤ ∥∥∥∥ P1u∥∥P1u
∥∥ +

P2u∥∥P2u
∥∥
∥∥∥∥

= 1∥∥P1u
∥∥
∥∥∥∥P1u +

∥∥P1u
∥∥∥∥P2u
∥∥P2u

∥∥∥∥
= 1∥∥P1u

∥∥
∥∥∥∥u +

∥∥P1u
∥∥− ∥∥P2u

∥∥∥∥P2u
∥∥ P2u

∥∥∥∥
≤ 1∥∥P1u

∥∥
(
‖u‖ +

∥∥P1u + P2u
∥∥∥∥P2u

∥∥ ∥∥P2u
∥∥)

= 1∥∥P1u
∥∥(‖u‖ + ‖u‖) = 2‖u‖∥∥P1u

∥∥ .

(8.5)

This implies that

sup
{∥∥P1u

∥∥
‖u‖ α

(
R1,R2

)
;Pku �= 0, k = 1, 2

}
≤ 2 (8.6)

or (see Exercise 8.1)

∥∥P1
∥∥α(R1,R2

) ≤ 2. (8.7)

Similarly, ‖P2‖α(R1,R2) ≤ 2. �
We define below the splitting that was referred to in the introduction. The

symbol X(t) denotes again the fundamental matrix of (S) with X(0) = I .

Definition 8.3. Let A : R → Mn be continuous. We say that the system (S)
possesses an exponential splitting if there exist two positive numbers H , m0 and a
projection matrix P with the following properties:

(i) every solution x(t) ≡ X(t)x0 of (S) with x0 ∈ R1 satisfies

∥∥x(t)
∥∥ ≤ H exp

{−m0(t − s)
}∥∥x(s)

∥∥, t ≥ s; (8.8)

(ii) every solution x(t) ≡ X(t)x0 of (S) with x0 ∈ R2 satisfies

∥∥x(t)
∥∥ ≤ H exp

{−m0(s− t)
}∥∥x(s)

∥∥, s ≥ t; (8.9)

(iii) ‖Pk‖ �= 0, k = 1, 2, and if we denote by P1(t), P2(t) the projections
X(t)P1X−1(t), X(t)P2X−1(t), respectively, and let R1(t) ≡ P1(t)Rn,
R2(t) ≡ P2(t)Rn, then there exists a constant β > 0 such that

α
(
R1(t),R2(t)

) ≥ β, t ∈ R. (8.10)
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In the following definition we introduce the concept of an exponential dichotomy.
The existence of an exponential dichotomy for the system (S) (with P1 �= 0, I)
is equivalent to the existence of an exponential splitting. This is shown in Theo-
rem 8.5.

Definition 8.4. Let A : R → Mn be continuous. We say that the system (S)
possesses an exponential dichotomy if there exist two positive constants H1, m0 and
a projection matrix P with the following properties:

∥∥X(t)P1X
−1(s)

∥∥ ≤ H1 exp
{−m0(t − s)

}
, t ≥ s,∥∥X(t)P2X

−1(s)
∥∥ ≤ H1 exp

{−m0(s− t)
}

, s ≥ t.
(8.11)

Theorem 8.5. The system (S) possesses an exponential dichotomy with P1 �= 0,
I if and only if (S) possesses an exponential splitting.

Proof. Assume that the system (S) possesses an exponential dichotomy with
P1 �= 0, I and constants H1, m0 as in Definition 8.4. Let x(t) be a solution of (S)
with x(0) = x0 = P1x0 ∈ R1. Then we have x(s) = X(s)x0 and x0 = X−1(s)x(s).
Thus,

∥∥x(t)
∥∥ = ∥∥X(t)P1x0

∥∥ = ∥∥X(t)P1X
−1(s)x(s)

∥∥
≤ H1 exp

{−m0(t − s)
}∥∥x(s)

∥∥, t ≥ s.
(8.12)

Inequality (8.9) is proved the same way.
To show that α(R1(t),R2(t)) has a positive lower bound, it suffices to observe,

by virtue of Lemma 8.2, that ‖Pk(t)‖ ≤ H1, t ∈ R.
Conversely, assume that the system (S) possesses an exponential splitting with

H , m0 as in Definition 8.3. Let x(t) be a solution of (S) with x(0) = P1X−1(s)u, for
a fixed (s,u) ∈ R×Rn. Then from property (8.8) we obtain

∥∥X(t)P1X
−1(s)u

∥∥ = ∥∥x(t)
∥∥

≤ H exp
{−m0(t − s)

}∥∥x(s)
∥∥

= H exp
{−m0(t − s)

}∥∥X(s)P1X
−1(s)u

∥∥
≤MH exp

{−m0(t − s)
}‖u‖, t ≥ s,

(8.13)

where the constant M is an upper bound for ‖P1(t)‖.
Here we have used the fact that the existence of a positive lower bound for

α(R1(t),R2(t)) is equivalent to the boundedness of the projections P1(t), P2(t) on
R. Thus, the first inequality in (8.11) is true.

The second inequality in (8.11) is proved in a similar way. �
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Now, assume that (S) possesses an exponential splitting. It is easy to see that
every solution x(t) of (S) with x(0) = P1x(0) satisfies

lim
t→∞

∥∥x(t)
∥∥ = 0. (8.14)

Let x(t) be a solution of (S) such that x(0) ∈ R2, x(0) �= 0. Then from Defini-
tion 8.3(ii) we obtain

∥∥x(s)
∥∥ ≥ (

1
H

)
exp

{
m0(s− t)

}∥∥x(t)
∥∥, s ≥ t, (8.15)

which implies

lim
s→∞

∥∥x(s)
∥∥ = +∞. (8.16)

If x(t) is now any solution of (S) with P2x(0) �= 0, then x(0) = x1(0) + x2(0) with
x1(0) ∈ R1 and x2(0) ∈ R2. It follows that

x(t) = X(t)x(0) = X(t)x1(0) + X(t)x2(0) ≡ x1(t) + x2(t), (8.17)

with x1(t), x2(t) solutions of (S). From the above considerations and

∥∥x(t)
∥∥ ≥ ∥∥x2(t)

∥∥− ∥∥x1(t)
∥∥, (8.18)

it follows that ‖x(t)‖ → +∞ as t → ∞. Consequently, R1 is precisely the space of
all initial conditions of solutions of (S) which are bounded on R+. The situation is
reversed on the interval R−.

Example 8.6. The system

x1

x2

′ =
−1 0

0 1

x1

x2

 (8.19)

possesses an exponential dichotomy. In fact, here we have

X(t) =
e−t 0

0 et

 (8.20)

and general solution

x(t) = X(t)x(0) =
e−tx1(0)

etx2(0)

 = X(t)P1x(0) + X(t)P2x(0), (8.21)
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where

P1 =
1 0

0 0

 . (8.22)

It is easy to see that

X(t)P1X
−1(s) =

e−(t−s) 0

0 0

 , t ≥ s,

X(t)P2X
−1(s) =

0 0

0 e−(s−t)

 , s ≥ t.

(8.23)

2. BOUNDED SOLUTIONS ON THE REAL LINE

In Section 1 we established the fact that in the presence of an exponential splitting
the system (S) can have only one bounded solution on R-the zero solution. It is
easy to see that this situation prevails even in the case of an exponential dichotomy
with P1 = I . Thus, if (S) possesses either one of these properties, the system

x′ = A(t)x + f (t) (S f )

can have at most one bounded solution on R. Here, f is any continuous function
on R.

The following theorem ensures the existence of a bounded solution on R of
the system (SF). This solution has some interesting stability properties. We need
the following definition.

Definition 8.7. The zero solution of the system (SF) is negatively unstable if
there exists a number r > 0 with the following property: every other solution x(t)
of (SF) defined on an interval (−∞, a], for any number a, satisfies

sup
t≤a

∥∥x(t)
∥∥ > r. (8.24)

Theorem 8.8. Consider the system (SF) under the following assumptions:

(i) A : R → Mn is continuous and such that the system (S) possesses an expo-
nential dichotomy given by (8.11);

(ii) F : R×Rn → Rn is continuous and, for some constant r > 0, there exists a
function β : R→ R+, continuous and such that

∥∥F(t,u)− F(t, v)
∥∥ ≤ β(t)‖u− v‖ (8.25)

for every (t,u, v) ∈ R× Br(0)× Br(0);
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(iii) we have

ρ = H1 sup
t∈R

{∫ 0

−∞
exp

{
m0s

}
β(s + t)ds +

∫∞
0

exp
{−m0s

}
β(s + t)ds

}
< 1;

(8.26)

(iv) we have

∥∥∥∥∫ t

−∞
X(t)P1X

−1(s)F(s, 0)ds−
∫∞
t
X(t)P2X

−1(s)F(s, 0)ds
∥∥∥∥

<
r(1− ρ)

2
, t ∈ R.

(8.27)

Then

(1) there exists a unique solution x(t), t ∈ R, of the system (SF) such that
‖x‖∞ ≤ r;

(2) if P = I , F(t, 0) ≡ 0, and (iii) holds without necessarily the second integral,
then the zero solution of (SF) is negatively unstable;

(3) let P = I and let (iii) hold without necessarily the second integral. Let

λ = lim sup
t→∞

{(
1
t

)∫ t

0
β(s)ds

}
<
m0

H1
. (8.28)

Then there exists a constant δ > 0 with the following property: if x(t) is the solution
of conclusion (1) and y(t), t ∈ [0,T), T ∈ (0,∞), is another solution of (SF) with

∥∥x(0)− y(0)
∥∥ ≤ δ, (8.29)

then y(t) exists on R+,

∥∥y(t)
∥∥ ≤ r, t ∈ R+,

lim
t→∞

∥∥x(t)− y(t)
∥∥ = 0.

(8.30)

Moreover, if F(t, 0) ≡ 0, then the zero solution of (SF) is asymptotically stable.

Proof. (1) We consider the operator U defined as follows:

(U f )(t) =
∫ t

−∞
X(t)P1X

−1F
(
s, f (s)

)
ds−

∫∞
t
X(t)P2X

−1(s)F
(
s, f (s)

)
ds. (8.31)

This operator satisfies UBr ⊂ Br , where

Br = {
f ∈ Cn(R) : ‖ f ‖∞ ≤ r

}
. (8.32)
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Actually,

‖U f ‖∞ ≤ r(1 + ρ)
2

< r. (8.33)

Also,

∥∥U f1 −U f2
∥∥∞ ≤ ρ

∥∥ f1 − f2
∥∥∞, f1, f2 ∈ Br (8.34)

(see Exercise 8.3).
By the Banach contraction principle, U has a unique fixed point x in the ball

Br . It is easy to see that the function x(t) is a solution to the system (SF) on R.
Let y(t), t ∈ R, be another solution of the system (SF) with ‖y‖∞ ≤ r, and let

g(t) ≡ (Uy)(t). Then the function g(t) satisfies the equation

x′ = A(t)x + F
(
t, y(t)

)
. (8.35)

However, by the discussion at the beginning of this section, (8.11) implies that
(8.35) can have only one bounded solution on R. Hence, g(t) = y(t), t ∈ R, and
y is a fixed point of U in Br . This says that y(t) ≡ x(t). Thus, x(t) is unique.

(2) Now, let P = I , F(t, 0) ≡ 0, and let (iii) hold without necessarily the second
integral. Then, by what has been shown above, zero is the only solution of (SF) in
the ball Br . Assume that y(t), t ∈ (−∞, a], is some solution of (SF) such that

sup
t≤a

∥∥y(t)
∥∥ ≤ r. (8.36)

It is easy to see, as above, that the operator Ua, defined by

(
Ua f

)
(t) ≡

∫ t

−∞
X(t)X−1(s)F

(
s, f (s)

)
ds, (8.37)

has a unique fixed point x in the ball

Br
a =

{
f ∈ C(−∞, a] : ‖ f ‖∞ ≤ r

}
. (8.38)

We must have x(t) = 0, t ∈ (−∞, a]. The function y(t) satisfies the equation

y(t) = X(t)
[
X−1(t0)y(t0) +

∫ t

t0
X−1(s)F

(
s, y(s)

)
ds
]

(8.39)

for any t0, t ∈ (−∞, a] with t0 ≤ t. We fix t in (8.39) and take the limit of the
right-hand side as t0 → −∞. This limit exists as a finite vector because

∥∥X(t)X−1(t0)y(t0)∥∥ ≤ rH exp
{−m0

(
t − t0

)}
, t ≥ t0. (8.40)
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We find

y(t) = X(t)
∫ t

−∞
X−1(s)F

(
s, y(s)

)
ds. (8.41)

Consequently, y is a fixed point for the operator Ua in Br
a. This says that y(t) = 0,

t ∈ (−∞, a].
It follows that every solution y(t) of (SF), defined on an interval (−∞, a],

must be such that ‖y(tm)‖ > r, for a sequence {tm}∞m=1 with tm → −∞ as m → ∞.
Therefore, the zero solution of (SF) is negatively unstable.

(3) Let the assumptions in conclusion (3) be satisfied (without necessarily
F(t, 0) ≡ 0) and let the positive number δ < r(1− ρ)/2 be such that∥∥x(0)− y(0)

∥∥ < δ, (8.42)

where x(t) is the solution in conclusion (1) and y(t) is another solution of (SF)
defined on the interval [0,T), T ∈ (0,∞). Then there exists a sufficiently small
neighborhood [0,T1) ⊂ [0,T) such that ‖y(t)‖ < r for all t ∈ [0,T1). Here we
have used the fact that ‖x‖∞ < r(1 + ρ)/2 from (8.33). For such values of t, we use
the Variation of Constants Formula to obtain∥∥x(t)− y(t)

∥∥ ≤ ∥∥X(t)X−1(0)
∥∥∥∥x(0)− y(0)

∥∥
+
∫ t

0

∥∥X(t)X−1(s)
∥∥β(s)

∥∥x(s)− y(s)
∥∥ds. (8.43)

Using the dichotomy (8.11), we further obtain

exp
{
m0t

}∥∥x(t)− y(t)
∥∥

≤ H1

[∥∥x(0)− y(0)
∥∥ +

∫ t

0
exp

{
m0s

}
β(s)

∥∥x(s)− y(s)
∥∥ds]. (8.44)

An application of Gronwall’s inequality to (8.44) yields

∥∥x(t)− y(t)
∥∥ ≤ H1

∥∥x(0)− y(0)
∥∥ exp

{
−m0t + H1

∫ t

0
β(s)ds

}
(8.45)

for all t ∈ [0,T1). From the definition of λ in conclusion (3), we obtain that if
ε > 0 is such that λ + 2ε < m0/H1, then there exists an interval [t0,∞), t0 > 0,
such that (

1
t

)∫ t

0
β(s)ds < λ + ε <

(
m0

H1

)
− ε, t ≥ t0. (8.46)

This immediately implies

H1

∫ t

0
β(s)ds−m0t < −εH1t, t ≥ t0. (8.47)
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Thus, we may choose

δ < min
{
r(1− ρ)(
2H1M

) ,
r(1− ρ)

2

}
, (8.48)

where

M = sup
t≥0

{
exp

{
−m0t + H1

∫ t

0
β(s)ds

}}
. (8.49)

For such δ, (8.45) implies

∥∥x(t)− y(t)
∥∥ <

r(1− ρ)
2

, t ∈ [0,T). (8.50)

In fact, if (8.50) is assumed false, then, letting

T2 = inf
{
t ∈ [0,T) :

∥∥x(t)− y(t)
∥∥ = r(1− ρ)

2

}
, (8.51)

we obtain from (8.45)

∥∥x(T2
)− y

(
T2
)‖ < r(1− ρ)

2
, (8.52)

that is, a contradiction. It follows that y(t) is continuable to +∞ and that ‖y‖∞ < r.
If we further assume that F(t, 0) = 0, t ∈ R+, then we must take x(t) = 0, t ∈ R+.
In this case (8.45) implies the asymptotic stability of the zero solution of (SF). �

In the next theorem the solution of conclusion (1), Theorem 8.8, is shown to
be T-periodic, or almost periodic, provided that the functions A, F have similar
properties w.r.t. the variable t. We need the following definition.

Definition 8.9. The continuous function F : R× S→ Rn (S ⊂ Rn) is said to
be S-almost periodic if for every ε > 0 there exists l(ε) > 0 such that every interval
of length l(ε) contains at least one number τ with

∥∥F(t + τ,u)− F(t,u)
∥∥ < ε, (t,u) ∈ R× S. (8.53)

In Chapter 1, we defined the concept of an Rn-valued almost periodic func-
tion. Naturally, a corresponding definition can be given for anMn-valued function.
It will be used in the following theorem.

Theorem 8.10. Let the assumptions (i)–(iv) of Theorem 8.8 be satisfied and let
x(t) be the solution in conclusion (1) there. Then we have the following:

(i) if A(t), F(t,u) are T-periodic in t, then x(t) is T-periodic;
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(ii) let P1 = I , and let (iii) of Theorem 8.8 hold without necessarily the second
integral. Let A(t), F(t,u) be almost periodic and Br(0)-almost periodic,
respectively. Then x(t) is almost periodic.

Proof. (i) The function z(t) = x(t +T), t ∈ R, is also a solution of (SF) with
‖z‖∞ ≤ r. In fact,

z′(t) = A(t + T)z(t) + F
(
t + T , z(t)

) = A(t)z(t) + F
(
t, z(t)

)
. (8.54)

Since x(t) is unique in Br (see Theorem 8.8 and its proof), we must have x(t) =
x(t + T), t ∈ R. Hence, x(t) is periodic with period T .

(ii) Given ε > 0 we can find a number l(ε) > 0 such that in each interval of
length l(ε) there exists at least one number τ with

∥∥A(t + τ)− A(t)
∥∥ < ε,

∥∥F(t + τ,u)− F(t,u)
∥∥ < ε (8.55)

for every (t,u) ∈ R× Br(0) (see also Exercise 1.20). We fix τ, ε and we let

φ(t) = x(t + τ)− x(t), t ∈ R. (8.56)

Then φ(t) satisfies the equation

φ′ = A(t + τ)φ + Q(t), (8.57)

where

Q(t) ≡ [
A(t + τ)− A(t)

]
x(t) + F

(
t + τ, x(t + τ)

)− F
(
t, x(t)

)
. (8.58)

Using (8.55), we obtain

∥∥Q(t)
∥∥ ≤ εr +

∥∥F(t + τ, x(t + τ)
)− F

(
t, x(t + τ)

)∥∥
+
∥∥F(t, x(t + τ)

)− F
(
t, x(t)

)∥∥
≤ εr + ε + β(t)

∥∥φ(t)
∥∥

= β(t)
∥∥φ(t)

∥∥ + ε(r + 1), t ∈ R.

(8.59)

It is easy to see now that

Y(t) ≡ X(t + τ)X−1(τ) (8.60)

is the fundamental matrix of the system

y′ = A(t + τ)y (8.61)
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with Y(0) = I , and that this system possesses an exponential dichotomy given
by (8.11), where X is replaced by Y , and P2 = 0. Thus, for φ(t) we have the
expression

φ(t) =
∫ t

−∞
Y(t)Y−1(s)Q(s)ds, t ∈ R. (8.62)

In fact, the function on the right-hand side of (8.62) is a bounded solution of the
system (8.57). However, this system has a unique bounded solution on R. Using
the estimate on ‖Q(t)‖ in (8.59), we obtain

∥∥φ(t)
∥∥ ≤ ∫ t

−∞

∥∥Y(t)Y−1(s)
∥∥∥∥Q(s)

∥∥ds
≤ H1

∫ t

−∞
exp

{−m0(t − s)
}[
β(s)

∥∥φ(s)
∥∥ + (r + 1)ε

]
ds

< ρ‖φ‖∞ +
(
H1

m0

)
(r + 1)ε = ρ‖φ‖∞ + σε,

(8.63)

where σ is another positive constant. It follows that

∥∥φ(t)
∥∥ = ∥∥x(t + τ)− x(t)

∥∥ ≤ [
σ

(1− ρ)

]
ε, t ∈ R. (8.64)

We summarize the situation as follows: for every ε1 > 0 there exists l1(ε1) ≡ l((1−
ρ)ε1/σ) such that every interval of length l1(ε1) contains at least one number τ
such that

∥∥x(t + τ)− x(t)
∥∥ ≤ [

σ

(1− ρ)

][
(1− ρ)ε1

σ

]
= ε1, t ∈ R. (8.65)

We have shown that x(t) is almost periodic. �

As it is expected, fixed points of the operator U in the proof of Theorem 8.8
can be obtained via the use of the Schauder-Tychonov theorem (Theorem 2.13).
Actually, it suffices to show the existence of a sequence {xm(t)}∞m=1 such that xm :
[−m,m] → Rn, ‖xm‖∞ ≤ K (for some constant K > 0), and

xm(t) =
∫ t

−m
X(t)P1X

−1(s)F
(
s, xm(s)

)
ds

−
∫ m

t
X(t)P2X

−1(s)F
(
s, xm(s)

)
ds

(Em)

for every m = 1, 2, . . . , t ∈ [−m,m]. Since each function xm satisfies the sys-
tem (SF) on [−m,m], the existence of a solution x(t) of (SF) onR will follow from
Theorem 3.9. This process is followed in the following theorem.
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Theorem 8.11. Assume that A : R → Mn is continuous and such that the
system (S) possesses an exponential dichotomy given by (8.11). Furthermore, assume
that F : R×Rn → Rn is continuous and such that

lim inf
m→∞

 1
m

sup
t∈R‖u‖≤m

{∥∥F(t,u)
∥∥}
 = 0. (8.66)

Then system (SF) has at least one bounded solution x(t) on R.

Proof. We consider first the functional q : Cn(R) → R+ defined as follows:

q( f ) = 2H1

m0

∥∥F(·, f (·))∥∥∞. (8.67)

We show that there exists r > 0 such that q(Br) ⊂ [0, r], where

Br = {
f ∈ Cn(R);‖ f ‖∞ ≤ r

}
. (8.68)

In fact, assume that the contrary is true and let {nk}∞k=1 be a sequence of positive
integers such that

lim
k→∞

 1
nk

sup
t∈R‖u‖≤nk

{∥∥F(t,u)
∥∥}
 = 0 as k �→∞. (8.69)

This is possible by virtue of (8.66). Then we have that q(Bnk ) �⊂ [0,nk], k =
1, 2, . . . . Consequently, each ball Bnk contains at least one function fnk such that

q
(
fnk
) = 2H1

m0

∥∥F(·, fnk (·))∥∥∞ > nk. (8.70)

This implies

1 <
2H1

m0nk

∥∥F(·, fnk (·))∥∥∞ ≤ 2H1

m0nk
sup
t∈R‖u‖≤nk

{∥∥F(t,u)
∥∥}, (8.71)

contradicting (8.69). Let r > 0 be such that q(Br)⊂ [0, r] and let U1 :Cn[−1, 1] →
Cn[−1, 1] be defined as follows:

(
U1 f

)
(t) ≡

∫ t

−1
X(t)P1X

−1(s)F
(
s, f (s)

)
ds

−
∫ 1

t
X(t)P2X

−1(s)F
(
s, f (s)

)
ds.

(8.72)
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Then U1B
r
1 ⊂ Br

1, where

Br
1 =

{
f ∈ Cn[−1, 1] : ‖ f ‖∞ ≤ r

}
. (8.73)

In fact, given f ∈ Br
1, let

f̄ (t) ≡


f (1), t ∈ [1,∞),

f (t), t ∈ [−1, 1],

f (−1), t ∈ (−∞,−1].

(8.74)

Then we have, for t ∈ [−1, 1],

∥∥(U1 f
)
(t)
∥∥ ≤ ∫ t

−1

∥∥X(t)P1X
−1(s)

∥∥∥∥F(s, f̄ (s)
)∥∥ds

+
∫ 1

t

∥∥X(t)P2X
−1(s)

∥∥∥∥F(s, f̄ (s)
)∥∥ds

≤ H1

[∫ t

−1
exp

{−m0(t − s)
}
ds +

∫ 1

t
exp

{−m0(s− t)
}
ds
]

× ∥∥F(·, f̄ (·))∥∥∞
= H1

[∫ 0

−t−1
exp

{
m0s

}
ds +

∫ 1−t

0
exp

{−m0s
}
ds
]

× ∥∥F(·, f̄ (·))∥∥∞
≤ H1

[∫ 0

−∞
exp

{
m0s

}
ds +

∫∞
0

exp
{−m0s

}
ds
]

× ∥∥F(·, f̄ (·))∥∥∞
= 2H1

m0

∥∥F(·, f̄ (·))∥∥∞ = q( f̄ ) ≤ r.

(8.75)

It is easy to see that the set U1B
r
1 is relatively compact in Cn[−1, 1] and that U1 is

continuous on Br
1. By the Schauder-Tychonov theorem, U1 has at least one fixed

point x1 ∈ Br
1. Similarly, we obtain that each operator Um, m = 2, . . . , defined on

Cn[−m,m] by the right-hand side of (Em), has a fixed point xm, t ∈ [−m,m], such
that ‖xm‖∞ ≤ r and (Em) is satisfied on [−m,m]. Theorem 3.9 implies now the
existence of a solution x(t), t ∈ R, of (SF) such that ‖x‖∞ ≤ r. �

3. QUASILINEAR SYSTEMS

The most important property of a quasilinear system

x′ = A(t, x)x + F(t, x) (SQ)
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with A : J ×Rn →Mn, F : J ×Rn → Rn (with J a real interval), is that the system

x′ = A
(
t, f (t)

)
x + F

(
t, f (t)

)
(S f )

is linear for any Rn-valued function f on J . Linear systems of the type (S f ) have
been extensively studied in the preceding chapters. It is therefore natural to ask
whether information about (SQ) can be obtained by somehow exploiting the prop-
erties of the system (S f ), where f belongs to a certain class A(J) of continuous
functions on J .

It is shown here that some of the properties of the system (S f ) can be carried
over to the system (SQ) via fixed point theory. In fact, if U denotes the operator
which maps the function f ∈ A(J) into the (unique) solution x f ∈ A(J) of (S f ),
then the fixed points of U are solutions in A(J) of the system (SQ).

This procedure is followed here in order to obtain some stability and period-
icity properties of the system (SQ).

It should be noted that the quasilinear systems constitute quite a large class. To
see this, it suffices to observe that if B : J ×Rn → Rn is continuously differentiable
w.r.t. its second variable, then there exists a matrix A(t, x) such that

B(t, x) ≡ A(t, x)x + B(t, 0), (t, x) ∈ J ×Rn. (8.76)

This assertion follows from the next lemma.

Lemma 8.12. Let D be an open, convex subset of Rn. Let F : D → Rn be contin-
uously differentiable on D. Let x1, x2 ∈ D be given. Then

F
(
x2
)− F

(
x1
) = ∫ 1

0
Fx
(
sx2 + (1− s)x1

)
ds
(
x2 − x1

)
, (8.77)

where Fx(u) is the Jacobian matrix [∂Fi(u)/∂xj], i, j = 1, 2, . . . ,n, of F at u.

Proof. Consider the function

g(s) = F
(
sx2 + (1− s)x1

)
, s ∈ [0, 1]. (8.78)

This function is well defined because the set D is convex. Using the chain rule for
vector-valued functions, we have

g′(s) ≡ Fx
(
sx2 + (1− s)x1

)(
x2 − x1

)
. (8.79)

Integrating (8.79) from s = 0 to s = 1 and recalling that g(0) = F(x1), g(1) =
F(x2), we get (8.77). �
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We notice that if the function B in (8.76) satisfies B(t, 0) ≡ 0, then the system

x′ = B(t, x) (8.80)

becomes

x′ = A(t, x)x. (8.81)

Before we state and prove the main stability result of this section, it is convenient
to establish some definitions. In what follows, A : R+ ×Rn →Mn will be assumed
to be continuous on its domain.

Definition 8.13. The zero solution of the system (8.81) is called weakly stable
if for every ε > 0 there exists δ(ε) > 0 with the following property: for every ξ ∈ Rn

with ‖ξ‖ ≤ δ(ε) there exists at least one solution x ∈ Cn(R+) of (8.81) satisfying
x(0) = ξ and

‖x‖∞ ≤ ε. (8.82)

This definition coincides with the usual definition of Chapter 4 if the solutions
of (8.81) are unique w.r.t. initial conditions at 0.

Definition 8.14. The systems

x′ = A
(
t, f (t)

)
x (E f )

are called iso-stable if for every ε > 0 there exists δ(ε) > 0 with the property: for
every f ∈ Cn(R+) with ‖ f ‖∞ ≤ ε and every solution y f (t), t ∈ R+, of (E f ) with
‖y f (0)‖ ≤ δ(ε), we have ‖y f ‖∞ ≤ ε.

The iso-stability of (E f ) is of course guaranteed if for every ε > 0 there exists
K = K(ε) > 0 such that

lim sup
t→∞

∫ t

0
µ
(
A
(
s, f (s)

))
ds ≤ K < +∞ (8.83)

for any f ∈ Cn(R+) with ‖ f ‖∞ ≤ ε. Here, µ is the measure of Definition 4.7. This
fact follows from Theorem 4.12.

The following theorem provides conditions for the weak stability of the zero
solution of (8.81).

Theorem 8.15. Let A : R+ × Rn → Rn be continuous and such that the sys-
tems (E f ) are iso-stable. Then the zero solution of the system (8.81) is weakly stable.
If, moreover, the solutions of the system (8.81) are unique w.r.t initial conditions at
zero, then the zero solution of the system (8.81) is stable.
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Proof. Let Xf (t) be the fundamental matrix of (E f ) with Xf (0) = I . Fix
ε > 0 and let δ(ε) > 0 be such that ‖Xf (t)ξ‖ ≤ ε for every t ∈ R+, f ∈ Cn(R+)
with ‖ f ‖∞ ≤ ε, and ξ ∈ Rn with ‖ξ‖ ≤ δ(ε). This is possible by virtue of the
iso-stability of the systems (E f ). Now, fix ξ ∈ Rn with ‖ξ‖ ≤ δ(ε) and consider
the set S consisting of all functions f ∈ Cn[0, 1] such that f (0) = ξ and ‖ f ‖∞ ≤ ε.
Obviously, S is a closed, convex and bounded set in the Banach space Cn[0, 1]. We
define the operator T : S → Cn[0, 1] as follows: given a function f ∈ S, y = T f
is the solution of the system (E f ) with y(0) = ξ, restricted on the interval [0, 1].
From our assumptions above, we obtain that ‖y‖∞ ≤ ε because ‖ξ‖ ≤ δ(ε). It
follows that TS ⊂ S. Let

p = sup
t∈[0,1]
‖u‖≤ε

∥∥A(t,u)
∥∥. (8.84)

Then f ∈ S and y = T f imply

‖y′‖∞ ≤
∥∥A(·, f (·))∥∥∞‖y‖∞ ≤ pε. (8.85)

This says that the set TS is equicontinuous. Since it is also uniformly bounded,
it is relatively compact by virtue of Theorem 2.5. In order to apply the Schauder-
Tychonov Theorem, it remains to show that T is continuous on S. Let { fm}∞m=1 ⊂
S, f ∈ S be such that

lim
m→∞

∥∥ fm − f
∥∥∞ = 0. (8.86)

Then, since {T fm}∞m=1 is uniformly bounded and equicontinuous, there exists a
subsequence {T fmk}∞k=1 such that uk = T fmk → y ∈ S uniformly as k →∞. Let

u(t) ≡ ξ +
∫ t

0
A
(
s, f (s)

)
y(s)ds. (8.87)

The sequence {uk} satisfies

uk(t) ≡ ξ +
∫ t

0
A
(
s, fmk (s)

)
uk(s)ds. (8.88)

Subtracting the last two equations we get

∥∥uk − u
∥∥∞ ≤ ∫ 1

0

∥∥A(s, fmk (s)
)
uk(s)− A

(
s, f (s)

)
y(s)

∥∥ds, (8.89)

which implies ‖uk − u‖∞ as k → ∞. Thus, u(t) = y(t), t ∈ [0, 1]. It follows that
y(t) satisfies the system (E f ) and that T fmk → T f as k → ∞ uniformly on [0, 1].
Since we could have started with an arbitrary subsequence of { fm} instead of { fm}
itself, we have actually shown that every subsequence of {T fm} contains a further
subsequence converging uniformly to T f on [0, 1]. This is equivalent to saying
that T fm → T f as m → ∞ uniformly on [0, 1]. Proceeding similarly, we obtain
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by induction a sequence {xm}∞m=1 of functions with the property: xm ∈ Cn[0,m],
xm(0) = ξ, ‖xm(t)‖ ≤ ε for t ∈ [0,m], and each xm satisfies the system (8.81) on
the interval [0,m]. As in Theorem 3.9, we obtain now the existence of a solution
x(t), t ∈ R+, of (8.81) such that x(0) = ξ and ‖x‖∞ ≤ ε. This proves the weak
stability of the zero solution of (8.81).

If, in addition, the solutions of (8.81) are unique w.r.t. initial conditions at
zero, then the solution x(t) above is the only solution of (8.81) with x(0) = ξ. This
proves the stability of the zero solution of (8.81). �

Example 8.16. To illustrate Theorem 8.15, consider the system (8.81) with

A(t,u) ≡
exp

{− (
t − u2

1

)} u2

(t + 1)2

− u2

(t + 2)2
exp

{− t2
}
 (8.90)

for any (t,u1,u2) ∈ R+ ×R×R. We choose, for convenience, the norm

‖x‖1 = max
{∣∣x1

∣∣,
∣∣x2

∣∣}. (8.91)

Then, using Table 1, we have

µ
(
A(t,u)

) = max
{

exp
{− (

t − u2
1

)}
+

∣∣u2
∣∣

(t + 1)2
,

∣∣u2
∣∣

(t + 2)2
+ exp

{− t2}}
= exp

{− (
t − u2

1

)}
+

∣∣u2
∣∣

(t + 1)2
,

(8.92)

for all t ≥ 0. Given f ∈ C2(R+) with ‖ f ‖∞ ≤ ε, we obtain

µ
(
A
(
t, f (t)

)) = exp
{− (

t − f 2
1 (t)

)}
+

∣∣ f2(t)
∣∣

(t + 1)2

≤ exp
{
ε2 − t

}
+

ε
(t + 1)2

, t ≥ 1.
(8.93)

Thus, (8.83) is satisfied. Since A(t,u)u satisfies a Lipschitz condition w.r.t. u on
any compact subset of R+ ×Rn, the zero solution of the system (8.81) is stable.

Example 8.17. Similarly, the zero solution of the system x′ = B(t, x) with

B(t,u) ≡
 e−t

(
u2

1 + u2
)

+ e−2tu2
2

te−tu2
1 +

(
1 + t2

)−1
u2 sin

(
u2

2

)
 (8.94)

is stable. The proof is left as an exercise (see Exercise 8.4).
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Other stability properties of the system (8.81) can be studied by means of the
preceding method. Since the corresponding statements and methods of proof are
very similar to our considerations above, they are omitted.

As the reader might have expected, it is sometimes more convenient to trans-
fer the properties of the system (S f ) to the system (SQ) without the use of fixed
point theory. In fact, it might be advisable to pick a local solution x(t) of (SQ) and
apply the assumed uniform conditions on (S f ) (like iso-stability) to the system

u′ = A
(
t, x̃(t)

)
u + F

(
t, x̃(t)

)
, (8.95)

or the system

u′ = A
(
t, x̃(t)

)
u + F(t,u), (8.96)

where x̃(t) coincides with x(t) on some interval and is constant everywhere else.
To illustrate this procedure, we extend below Theorem 4.14 to quasilinear systems.

Theorem 8.18. For the system (SQ) assume the following:

(i) A : R+ ×Rn →Mn is continuous;
(ii) F : R+ ×Rn → Rn is continuous and such that∥∥F(t, x)

∥∥ ≤ λ‖x‖, (t, x) ∈ R+ ×Rn, (8.97)

where λ is a positive constant;
(iii) there exists a positive constant K ∈ (0, 1/λ) with the property: for every

f ∈ Cn(R+) there exists a fundamental matrix Xf (t) of the system (E f )
such that ∫ t

0

∥∥Xf (t)X−1
f (s)

∥∥ds ≤ K , t ∈ R+. (8.98)

Then the zero solution of the system (SQ) is asymptotically stable.

Proof. Let x0 ∈ Rn be given and let x(t) be a local solution of (SQ) on the
interval [0, p), for some p > 0. Let q be a constant in (0, p) and consider the
function

x̃(t) =
x(t), t ∈ [0, q],

x(q), t ∈ [q,∞).
(8.99)

Then x̃(t) ∈ Cn(R+) and the function x(t) satisfies the system (8.96) on the inter-
val [0, q]. Now, we can follow the steps of the proof of Theorem 4.14 to show that
x(t) satisfies the inequality ∥∥x(t)

∥∥ ≤ (1− λK)−1
∥∥x(0)

∥∥ (8.100)
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on the interval [0, q]. Since q ∈ [0, p) is arbitrary, and the right-hand side of
(8.100) does not depend on q, it follows that x(t) satisfies (8.100) on the entire
interval [0, p). Thus, by Theorem 3.8, x(t) is continuable to the point t = p. It
follows that x(t) is continuable to +∞ and that (8.100) holds on R+. This shows
that the zero solution of the system (SQ) is stable. The proof of the fact that the zero
solution of (SQ) is asymptotically stable follows again as in Theorem 4.14 because
we have

∫ t

0

∥∥Xx(s)X−1
x (s)

∥∥ds ≤ K , t ≥ 0, (8.101)

for every solution x(t), t ∈ R+, of (SQ). �

The existence of T-periodic solutions of the system (SQ) is the content of the
following theorem.

Theorem 8.19. Assume thatA : R×Rn→Mn is a symmetric matrix,T-periodic
in its first variable, and such that its largest eigenvalue λM(t,u) is bounded above by
a negative constant −q for all (t,u) ∈ R×Rn. Let F : R×Rn → Rn be continuous,
T-periodic in t, and such that

lim inf
m→∞

{
1
m

∫ T

0
sup
‖u‖≤m

∥∥F(t,u)
∥∥dt} = 0. (8.102)

Then the system (SQ) has at least one T-periodic solution.

Proof. Assume for the moment that for every continuous T-periodic f ∈
Cn(R) the system (S f ) has a unique T-periodic solution x f (t). Then, following the
theory developed in Chapter 6, it is easy to see that

x f (t) ≡ Xf (t)
[
I − Xf (T)

]−1
Xf (T)

∫ T

0
X−1

f (s)F
(
s, f (s)

)
ds

+
∫ t

0
Xf (t)X−1

f (s)F
(
s, f (s)

)
ds,

(8.103)

where Xf (t) is the fundamental matrix of (E f ) with Xf (0) = I . Obviously, the
fixed points of the operator U : f → x f are the T-periodic solutions of the sys-
tem (SQ). In order to apply the Schauder-Tychonov theorem, we first show that the
system (E f ) has indeed a unique T-periodic solution for every T-periodic func-
tion f . Fix f ∈ Pn(T), and let x f (t), t ∈ R+, be a solution of the system (E f ). Then
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we have(
d

dt

)(
exp{2qt}∥∥x f (t)

∥∥2
)
= 2q exp{2qt}∥∥x f (t)

∥∥2

+ 2 exp{2qt}〈A(t, f (t)
)
x f (t), x f (t)

〉
≤ 2q exp{2qt}∥∥x f (t)

∥∥2 − 2q exp{2qt}∥∥x f (t)
∥∥2

= 0.
(8.104)

Integrating (8.104) from s to t ≥ s, we get

exp{2qt}∥∥x f (t)
∥∥2 ≤ exp{2qs}∥∥x f (s)

∥∥2
. (8.105)

Since x(t) ≡ Xf (t)X−1
f (s)x f (s), (8.105) implies

∥∥Xf (t)X−1
f (s)x f (s)

∥∥2 ≤ exp
{− 2q(t − s)

}∥∥x f (s)
∥∥2
. (8.106)

Since x f (s) is an arbitrary vector in Rn, (8.106) yields∥∥Xf (t)X−1
f (s)

∥∥ ≤ exp
{− q(t − s)

}
, t ≥ s. (8.107)

Letting s = 0 in (8.107), we obtain ‖Xf (t)‖ → 0 as t → ∞. This says that every
solution x(t), t ∈ R+, of the system (E f ) tends to zero as t →∞. It follows that the
only possible T-periodic solution of (E f ) is the zero solution.

Now, we employ Theorem 6.1 to conclude that for each f ∈ Pn(T) the sys-
tem (S f ) has a unique T-periodic solution.

We need to show that [I − Xf (T)]−1 is bounded uniformly w.r.t. f ∈ Pn(T).
We are considering only t ∈ [0,T], because, as it was established in Chapter 6, the
existence of an x ∈ Cn[0,T], which is T-periodic, is sufficient for the existence of
a T-periodic solution of the system (SQ). Since (8.107) implies∥∥Xf (T)

∥∥ ≤ exp{−qT}, (8.108)

we have∥∥[I − Xf (T)
]
ξ
∥∥ ≥ ‖ξ‖ − ∥∥Xf (T)

∥∥‖ξ‖ ≥ (
1− exp{−qT})‖ξ‖, ξ ∈ Rn.

(8.109)

Thus, we have shown that∥∥[I − Xf (T)
]−1∥∥ ≤ (

1− exp{−qT})−1
, f ∈ Pn(T). (8.110)

The rest of the proof follows as in Theorem 8.11 in order to show that U has a fixed
point in some closed ball of Pn(T) with center at zero. It is therefore omitted. �
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Theorem 8.19 is well illustrated by the following example.

Example 8.20. Consider the system

x′ =


−p(t, x) 0 0

0 −q(t, x) 0

0 0 −r(t, x)

 x + F(t, x), (8.111)

where p, q, r : R×R3 → R are continuous, 2π-periodic in t and such that

p(t,u) ≥ 1, q(t,u) ≥ 2, r(t,u) ≥ 3 (8.112)

for every (t,u) ∈ [0, 2π] × R3. Moreover, F : R × R3 → R3 is continuous, 2π-
periodic in t and such that∥∥F(t,u)

∥∥ ≤ λ‖u‖σ + µ, t ∈ [0, 2π], u ∈ R3, (8.113)

where λ, µ, σ are positive constants with σ ∈ (0, 1). Then λM(t,u) ≤ −1 and the
rest of the assumptions of Theorem 8.19 are satisfied.

4. APPLICATIONS OF THE INVERSE FUNCTION THEOREM

Our applications of the inverse function theorem are concerned with boundary
value problems

x′ = A(t)x + F(t, x), (SF)

Ux = r (B)

of the type considered in Chapter 6. We recall again that if the homogeneous prob-
lem (F ≡ 0, r = 0) has only the zero solution, then the problem ((SF), (B)) is
equivalent to the problem

x(t) = X(t)X̃−1[r −Up(·, x)
]

+ p(t, x), (8.114)

where X̃ is the matrix whose columns are the values of U on the corresponding
columns of X(t) and

p(t, x) ≡
∫ t

0
X(t)X−1(s)F

(
s, x(s)

)
ds. (8.115)

Here, and in what follows, we assume for convenience that F is defined on all of
Rn w.r.t. its second variable, and that F : [0,T] × Rn → Rn and A : [0,T] → Mn

are continuous. Let x0 be a fixed element of Cn[0,T], and let

Br = {
x ∈ Cn[0,T] :

∥∥x − x0
∥∥∞ < r

}
, (8.116)
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where r is a positive constant. Then the operator T0 : Br → Cn[0,T], given by

(
T0 f

)
(t) ≡ F

(
t, f (t)

)
, (8.117)

is continuous on Br . This follows as in Example 2.28 because F is uniformly con-
tinuous on the set [0,T]× S, where

S = {
u ∈ Rn : ‖u‖ < r +

∥∥x0
∥∥∞}. (8.118)

If F has a continuous Jacobian matrix Fx(t,u) on [0,T]× S, then it is also easy to
see, again as in Example 2.28, that the operator T0 is Fréchet differentiable at x0

with Fréchet derivative T′0(x0) given by

[
T′0
(
x0
)
h
]
(t) = Fx

(
t, x0(t)

)
h(t) (8.119)

for every h ∈ Cn[0,T] and every t ∈ [0,T].
We now state the main result on finite intervals.

Theorem 8.21. For the equation (8.114) assume the following:

(i) A : [0,T] →Mn, F : [0,T]×Rn → Rn are continuous;
(ii) the Jacobian matrix Fx(t,u) is defined and continuous on the set [0,T] ×

Rn;
(iii) fix x0 ∈ Cn[0,T] and let f0 ∈ Cn[0,T] be given by

x0(t) = f0(t)− X(t)X̃−1Up
(·, x0

)
+ p

(
t, x0

)
. (8.120)

Assume that the equation

x(t) = f (t)− X(t)X̃−1Uq
(·, x0, x

)
+ q

(
t, x0, x

)
(8.121)

has a unique solution x ∈ Cn[0,T] for every f ∈ Cn[0,T], where

q
(
t, x0, x

) ≡ ∫ t

0
X(t)X−1(s)Fx

(
s, x0(s)

)
x(s)ds. (8.122)

Then there exist two constants α > 0, β > 0 with the property: for every f ∈ Cn[0,T]
with ‖ f − f0‖∞ ≤ β there exists a unique solution x(t) to the equation

x(t) = f (t)− X(t)X̃−1Up(·, x) + p(t, x) (8.123)

such that ‖x − x0‖∞ ≤ α.
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Proof. Consider the operator V : Cn[0,T] → Cn[0,T] given by

(Vx)(t) = x(t) + X(t)X̃−1Up(·, x)− p(t, x), t ∈ [0,T]. (8.124)

It is easy to see that V is continuous on Cn[0,T] and Fréchet differentiable there
(see Example 2.28 and Exercise 2.6) with Fréchet derivative V ′(x0) given by

[
V ′(x0

)
h
]
(t) ≡ h(t) + X(t)X̃−1Uq

(·, x0,h
)− q

(
t, x0,h

)
. (8.125)

Now, fix f ∈ Cn[0,T] and consider the equation V ′(x0)h = f . Our assumption
(iii) implies that h is the unique solution of the linear equation (8.121). Thus,
V ′(x0) is one-to-one, and onto. To show that V ′(x) is continuous in x, let, for
some constant r > 0,

D = {
u ∈ Rn : ‖u‖ < r +

∥∥x0
∥∥∞},

D1 =
{
x ∈ Cn[0,T] : ‖x‖∞ < r +

∥∥x0
∥∥∞}. (8.126)

Then given ε > 0 there exists δ(ε) > 0 such that

∥∥Fx(·,u1
)− Fx

(·,u2
)∥∥∞ ≤ ε

2µ
(8.127)

for any u1,u2 ∈ D with ‖u1 − u2‖ ≤ δ(ε). Here, µ = max{µ1,µ2} with

µ1 = max
t∈[0,T]

{∫ t

0

∥∥X(t)X−1(s)
∥∥ds},

µ2 = ‖X‖∞
∥∥X̃−1

∥∥‖U‖µ1.

(8.128)

It follows that for every x1, x2 ∈ D1 with ‖x1 − x2‖∞ ≤ δ(ε) we have∥∥V ′(x1
)
h−V ′(x2

)
h
∥∥∞ ≤ ε‖h‖∞ (8.129)

for any h ∈ Cn[0,T], or ∥∥V ′(x1
)−V ′(x2

)∥∥ ≤ ε. (8.130)

Our assertion follows now from the inverse function theorem (Theorem 2.27).
�

The preceding theorem has the following important and applicable corollary.

Corollary 8.22. Let the assumptions of Theorem 8.21 be satisfied with
‖ f0‖∞ < β. Then there exist positive numbers α, µ such that for each r ∈ Rn with
‖r‖ ≤ µ there exists a unique solution x(t) of the problem ((SF), (B)) satisfying
‖x − x0‖∞ ≤ α.
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Proof. Let ε > 0 be such that ‖ f0‖∞ + ε ≤ β. Then since

lim
‖r‖→0

sup
t∈[0,T]

∥∥X(t)X̃−1r − f0(t)
∥∥ = ∥∥ f0∥∥∞, (8.131)

there exists q(ε) > 0 such that

sup
t∈[0,T]

∥∥X(t)X̃−1r − f0(t)
∥∥ ≤ ∥∥ f0∥∥∞ + ε ≤ β (8.132)

whenever ‖r‖ ≤ µ = q(ε). Thus, for every r ∈ Rn with ‖r‖ ≤ µ, equation (8.114)
has a unique solution in the set {x ∈ Cn[0,T] : ‖x − x0‖ ≤ α}. �

The next theorem solves the problem ((SF), (B)) on the intervalR+. The solu-
tions actually belong to Cn(R+), which consists of the bounded continuous func-
tions on R+.

Theorem 8.23. For the problem ((SF), (B)) assume the following:

(i) A : R+ →Mn, F : R+ ×Rn → Rn are continuous;
(ii) the fundamental matrix X(t) (X(0) = I) satisfies

sup
t∈R+

∫ t

0

∥∥X(t)X−1(s)
∥∥ds < +∞. (8.133)

Moreover, U : Cn(R+) → Rn is a bounded linear operator such that X̃−1

exists;
(iii) the Jacobian matrix Fx(t,u) exists and is continuous on R+ ×Rn. Given a

bounded set M ⊂ Rn, the sets F(R+ ×M), Fx(R+ ×M) are bounded and
for every ε > 0 there exists δ(ε) > 0 such that

∥∥Fx(t,u1
)− Fx

(
t,u2

)∥∥ < ε (8.134)

for all (t,u1,u2) ∈ R+ ×M ×M such that ‖u1 − u2‖ ≤ δ(ε);
(iv) for every f ∈ Cn(R+) the equation (8.121) has a unique solution x ∈

Cn(R+), where the function q is given by (8.122).

Given x0 ∈ Cn(R+), let f0(t) be defined by (8.120). Then there exist two constants
α > 0, β > 0 with the property: for every f ∈ Cn(R+) with ‖ f − f0‖∞ ≤ β there
exists a unique solution x ∈ Cn(R+) of the equation (8.123) such that ‖x−x0‖∞ ≤ α.
If, moreover, ‖ f0‖∞ < β, then the problem ((SF), (B)) has a unique solution for all
r ∈ Rn with ‖r‖ sufficiently small.

Proof. The key element in the proof is again the continuity of the operator
V ′(x) in (8.124) in x, which follows from an inequality like (8.127) as in the proof
of Theorem 8.21. The details are omitted. �
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The reader will have no difficulty in applying the above considerations to
equations of the type

x(t) = f (t) +
∫ t

−∞
X(t)P1X

−1(s)F
(
s, x(s)

)
ds

−
∫∞
t
X(t)P2X

−1(s)F
(
s, x(s)

)
ds

(8.135)

under suitable assumptions, where P1 is a projection matrix in Mn. The conclusion
in this case would be that the system (SF) has bounded solutions on R if f0 = Vx0

has a sufficiently small norm ‖ f0‖∞ (so that f can be taken identically equal to
zero in (8.135)). Here, V is the operator defined by (8.135) written as Vx = f .

Now, we examine the problem

x′ = F(t, x), (E)

Ux = 0 (B)

from a different point of view. We first notice that if U is a nonlinear operator,
then we cannot in general reduce the problem ((E), (B)) to an integral equation of
the type (8.114). We also observe that the problem ((E), (B)) is equivalent to the
problem

Vx ≡ [Nx,Ux] = [0, 0], (8.136)

where

(Nx)(t) ≡ x′(t)− F
(
t, x(t)

)
. (8.137)

Thus, solutions to the problem ((E), (B)) can actually be obtained from an appli-
cation of the inverse function theorem to the operator V in (8.136). This is ac-
complished below for boundary conditions (B), where Ux has a Fréchet derivative
at any x0 ∈ C1

n(R+). Thus, we obtain solutions of ((E), (B)) in C1
n(R+). Another

theorem (Theorem 8.25) is given extending this result to problems

x′ = F(t, x) + G(t, x), (8.138)

Ux =Wx, (8.139)

with no differentiability assumptions on the function G and the nonlinear oper-
ator W . Two interesting corollaries cover the case of perturbations depending on
a small parameter ε > 0. Extensions to problems on R can be similarly treated,
and they are therefore omitted. We let C1

l = C1
n(R+)∩Cl

n. The space C1
l is a closed

subspace of C1
n(R+). Thus, it is a Banach space with norm

‖ f ‖1 = ‖ f ‖∞ + ‖ f ′‖∞. (8.140)
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We also note that Cn(R+) × Rn (with addition and multiplication by real scalars
defined in the obvious way) is a Banach space with norm

∥∥[ f , r]
∥∥ = ‖ f ‖∞ + ‖r‖. (8.141)

The following condition on F will be needed in the sequel.

Condition (F). (i) F : R+ × Rn → Rn is continuous and F(R+ × M) is
bounded for every bounded set M ⊂ Rn. Moreover, the Jacobian matrix Fx(t,u)
exists and is continuous on R+ ×Rn.

(ii) For every bounded set M ⊂ Rn, Fx(R+ ×M) is bounded and for every
ε > 0 there exists δ(ε) > 0 such that

∥∥Fx(t,u1
)− Fx

(
t,u2

)∥∥ < ε,
(
t,u1,u2

) ∈ R+ ×M ×M. (8.142)

If Condition (F) holds, then the operator N : C1
n(R+) → Cn(R+) satisfies

(
N(x + h)

)
(t)− (Nx)(t) = h′(t)− F

(
t, x(t) + h(t)

)
+ F

(
t, x(t)

)
(8.143)

for all (t,h) ∈ R+ × C1
n(R+), and it is easy to see that N is Fréchet differentiable at

each x0 ∈ C1
n(R+) with Fréchet derivative N ′(x0) given by

(
N ′(x0

)
h
)
(t) = h′(t)− Fx

(
t, x0(t)

)
h(t), (t,h) ∈ R+ × C1

n

(
R+

)
. (8.144)

Theorem 8.24. Assume that the function F satisfies Condition (F) and that the
operator U : C1

n(R+) ⊃ S → Rn is continuous and Fréchet differentiable on the open
and bounded set S. Let U ′(x) be continuous on S, that is, for every x0 ∈ S we have:
for every ε > 0 there exists δ(ε) > 0 with

∥∥[U ′(x)−U ′(x0
)]
h
∥∥ ≤ ε‖h‖∞ (8.145)

for every x ∈ S with ‖x − x0‖1 < ε and every h ∈ C1
n(R+).

Fix x0 ∈ S and assume that the linear problem

x′ − Fx
(
t, x0(t)

)
x = 0, (8.146)

U ′(x0
)
x = 0 (8.147)

has only the zero solution in C1
n(R+). Assume further that

sup
t∈R+

{∫ t

0

∥∥X(t)X−1(s)
∥∥ds} < +∞, (8.148)

where X(t) is the fundamental matrix of (8.146) with X(0) = I .
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Let f0(t) = x′0(t) − F(t, x0(t)), t ∈ R+, r0 = Ux0. Then there exist numbers
α > 0, β > 0 such that for every [ f , r] ∈ Cn(R+)× Rn with ‖[ f − f0, r − r0]‖ ≤ β,
there exists a unique solution x ∈ C1

n(R+) of the problem

x′ = F(t, x) + f (t),

Ux = r
(8.149)

such that ‖x‖1 ≤ α. If, in addition, ‖[ f0, r0]‖ ≤ β, then the problem ((E), (B)) has a
unique solution x(t) with ‖x‖1 ≤ α.

Proof. It is easy to see that the operator V is Fréchet differentiable on
C1
n(R+). The Fréchet derivative V ′(x) is given by

[
V ′(x)h

]
(t) = [

h′(t)− Fx
(
t, x(t)

)
h(t),U ′(x)h

]
= [(

N ′(x)h
)
(t),U ′(x)h

] (8.150)

for every t ∈ R+, h ∈ C1
n(R+). In view of the inequality preceding (8.146), the con-

tinuity of V ′(x) in x follows from that of N ′(x). The continuity of N ′(x) follows
from Condition (F) and the identity

∥∥(N ′(x1
)
h
)
(t)− (

N ′(x2
)
h
)
(t)
∥∥ ≡ ∥∥[Fx(t, x1(t)

)− Fx
(
t, x2(t)

)]
h(t)

∥∥ (8.151)

for all x1, x2, h ∈ C1
n(R+). The operator V ′(x0) in one-to-one and onto because of

our assumptions on the problem ((8.146), (8.147)) in connection with the remark
following Theorem 6.1. Indeed, since the problem ((8.146), (8.147)) has only the
zero solution in C1

n(R+), the problem

x′ = Fx
(
x0(t)

)
x + f (t),

U ′(x0
)
x = r

(8.152)

has a unique solution for every [ f , r] ∈ Cn(R+)×Rn given by

x(t) ≡ X(t)X̃−1[r −U ′(x0
)
q(·, f )

]
+ q(t, f ), (8.153)

where

q(t, f ) ≡
∫ t

0
X(t)X−1(s) f (s)ds. (8.154)

The inverse function theorem (Theorem 2.27) implies our first assertion. Our sec-
ond assertion follows from the first because we are now allowed to choose f ≡ 0
and r = 0. �
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Now, we examine the problem ((8.138), (8.139)), where no differentiability
conditions are placed on G, W . We assume, for convenience, that x0 ≡ 0, f0 ≡ 0,
and F(·, 0) ≡ 0.

Theorem 8.25. Let the assumptions of Theorem 8.24 be satisfied. Furthermore,
assume the following:

(i) the function

q(t) = sup
u∈Bα(0)

∥∥F(t,u)
∥∥, (8.155)

where α is given in the conclusion of Theorem 8.24 (see proof below),
satisfies

∫∞
0
q(t)dt < +∞; (8.156)

(ii) W is defined and continuous on the ball Bα = {u ∈ Cn(R+);‖u‖∞ ≤ α}
with values in Rn;

(iii) G : R+ × Bα(0) → Rn is continuous, and for every ε > 0 there exists
δ(ε) > 0 such that

∥∥G(t,u)−G(t, v)
∥∥ < ε (8.157)

for all t ∈ R+ and all u, v ∈ Bα(0) with ‖u − v‖ < δ(ε). Moreover,
‖σ‖∞ + ‖Wu‖ ≤ β, u ∈ Bα, where

σ(t) = sup
u∈Bα(0)

∥∥G(t,u)
∥∥ (8.158)

with ∫∞
0
σ(t)dt < +∞. (8.159)

Then the problem ((8.138), (8.139)) has at least one solution x ∈ C1
l .

Proof. Consider the operator V : Bα → Bα which assigns to each function
u ∈ Bα the unique solution xu of the problem

x′ = F(t, x) + G
(
t,u(t)

)
, (8.160)

Ux =Wu (8.161)

belonging to the ball Bl = {x ∈ C1
l : ‖x‖1 ≤ α} ⊂ Bα. The existence of a solution

xu ∈ {x ∈ C1
n(R+) : ‖x‖1 ≤ α} is guaranteed by Theorem 8.24. The convergence
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of xu to a finite limit xu(∞) follows from

xu(t) = xu(0) +
∫ t

0
F
(
s, xu(s)

)
ds +

∫ t

0
G
(
s,u(s)

)
ds, (8.162)

which, taking limits as t →∞, implies

xu(∞) = xu(0) +
∫∞

0
F
(
s, xu(s)

)
ds +

∫∞
0
G
(
s,u(s)

)
ds. (8.163)

The limits on the right-hand side exist by virtue of the integral assumptions on
q, σ .

To show that V is continuous, let {um}∞m=1 ⊂ Bα be given with ‖um−u‖∞ → 0
and let xm = Vum, m = 1, 2, . . . . Then we have

x′m(t) = F
(
t, xm(t)

)
+ G

(
t,um(t)

)
,

Uxm =Wum.
(8.164)

Since

∥∥xm(t)− xm(t′)
∥∥ ≤ ∣∣∣∣∫ t′

t
q(s)ds

∣∣∣∣ +
∣∣∣∣∫ t′

t
σ(s)ds

∣∣∣∣ (8.165)

for every m = 1, 2, . . . , it follows that {xm} is equicontinuous on R+. Since it is
also equiconvergent (Exercise 2.5(iii)), there exists a subsequence {u1

m(t)}∞m=1 of
{um(t)} such that, for x1

m = Vu1
m, we have

∥∥x1
m − y

∥∥∞ = ∥∥Vu1
m − y

∥∥∞ �→ 0 as m �→∞, (8.166)

where y is some element of Cl
n. Letting

vm(t) =
(
d

dt

)
x1
m(t), t ∈ R+, (8.167)

we also obtain ∥∥vm(t)− vk(t)
∥∥ ≤ ∥∥F(t, x1

m(t)
)− F

(
t, x1

k(t)
)∥∥

+
∥∥G(t,u1

m(t)
)−G

(
t,u1

k(t)
)∥∥. (8.168)

It is easy to see now that this inequality, the boundedness of Fx(t,u) onR+×Bα(0)
and (8.157) imply that {vm(t)} is a Cauchy sequence of functions. Thus, by a well-
known theorem of Advanced Calculus, we have

lim
m→∞ vm(t) = y′(t) uniformly on R+. (8.169)
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We let

z(t) = y(0) +
∫ t

0
F
(
s, y(s)

)
ds +

∫ t

0
G
(
s,u(s)

)
ds (8.170)

and observe that

x1
m(t) = x1

m(0) +
∫ t

0
F
(
s, x1

m(s)
)
ds +

∫ t

0
G
(
s,u1

m(s)
)
ds. (8.171)

Subtracting these two equations, we obtain, eventually,

∥∥x1
m(t)− z(t)

∥∥ ≤ ∥∥x1
m(0)− y(0)

∥∥ +
∫∞

0

∥∥F(s, x1
m(s)

)− F
(
s, y(s)

)∥∥ds
+
∫∞

0

∥∥G(s,u1
m(s)

)−G
(
s,u(s)

)∥∥ds. (8.172)

Using Lebesgue’s dominated convergence theorem, along with the integral condi-
tions on q, σ , we obtain

lim
m→∞

∥∥x1
m − z

∥∥∞ = 0. (8.173)

Thus, z(t)= y(t), t ∈ R+. This shows that y(t) solves (8.160) on R+. From (8.169)
we also obtain that y′ ∈ Cn(R+). Consequently, y ∈ C1

l . The continuity of U
on C1

n(R+) and W on Cn(R+) imply that Ux1
m → Uy and Wu1

m → Wu. Thus,
Uy = Wu. Hence y(t) is the unique solution of the problem ((8.160), (8.161))
in Bl. Since we could have started with any subsequence of {um} instead of {um}
itself, we have actually proven the following statement: every subsequence {Vũm}
of {Vum} contains a further subsequence {Vũmk} which converges to the same
function y(t) in the norm of Cn(R+) as k → ∞. This proves the continuity of
V . The relative compactness of VBα in Cl

n (hence in Cn(R+)) follows from the
equicontinuity, the equiconvergence, and the boundedness (VBα ⊂ Bα) of VBα.
The Schauder-Tychonov theorem implies now the existence of a solution x(t) of
the problem ((8.138), (8.139)) which belongs to Bl. �

Corollary 8.26. Assume that the hypotheses of the first part of Theorem 8.24
are satisfied, and let η be a positive constant. Let f : R+ × (0,η) → Rn be continuous
and such that

lim
ε→0+

∥∥ f (·, ε)− f0
∥∥∞ = 0. (8.174)

Let r : (0,η) → Rn satisfy

lim
ε→0+

∥∥r(ε)− r0
∥∥ = 0. (8.175)
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Then there exists ε0 > 0 such that, for each ε ∈ (0, ε0) the problem

x′ = F(t, x) + f (t, ε)

Ux = r(ε)
(8.176)

has a unique solution xε such that ‖xε‖1 ≤ α.

Proof. It suffices to observe that ‖[ f (·, ε) − f0, r(ε) − r0]‖ ≤ β for all suffi-
ciently small ε. �

Corollary 8.27. Assume that the hypotheses of Theorem 8.25 are satisfied with
G(t, x), Wx replaced by G(t, x, ε), W(x, ε), respectively, for every ε in the interval
(0,η), where η is a positive constant. Let

lim
ε→0+

sup
‖x‖∞≤α

{∥∥W(x, ε)
∥∥} = 0,

lim
ε→0+

sup
t∈R+‖x‖≤α

{‖G(t, x, ε)
∥∥} = 0.

(8.177)

Then there exists ε0 > 0 such that, for every ε ∈ (0, ε0) the problem

x′ = F(t, x) + G(t, x, ε),

Ux =W(x, ε)
(8.178)

has at least one solution xε ∈ C1
l such that ‖xε‖1 ≤ α.

EXERCISES

8.1. Show that in the setting of Lemma 8.2 we have

sup
‖u‖=1
u∈Rl

∥∥P1u
∥∥ ≤ sup

‖u‖=1
Pku �= 0,k=1,2

∥∥P1u
∥∥, l = 1, 2. (8.179)

8.2. Let A : R → Mn be continuous and let the system (S) possess an expo-
nential splitting. Show that if x(t) is a solution of (S) with x(0) ∈ R1, x(0) �= 0,
then x(t) �∈ R2(t) for any t ∈ R.

8.3. Show that UBr ⊂ Br and ‖U f1 −U f2‖ ≤ ρ, for f1, f2 ∈ Br , in the proof
of Theorem 8.8(1).

8.4. Show the stability of the zero solution of the system x′ = B(t, x), where
the vector B(t,u) is given in Example 8.17.

8.5. Consider the quasilinear system

x′ = A(t, x)x + F(t, x), (SQ)
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where A : R+ × Rn → Mn, F : R+ × Rn → Rn are continuous. Assume that there
exist two functions p, q : R+ → R+, continuous and such that∥∥A(t,u)

∥∥ ≤ p(t),
∥∥F(t,u)

∥∥ ≤ q(t), (t,u) ∈ R+ ×Rn. (8.180)

Show that every local solution x(t) of (SQ) is continuable to +∞.

8.6. Show that the scalar quasilinear equation

x′ = (
cos2 x − 2

)
x + (sin t)x1/3 + sin(2t) (8.181)

has a 2π-periodic solution.

8.7. Suppose that F : R × Rn → Rn is continuous. Let the constant r > 0 be
such that 〈

F(t,u),u
〉 ≤ 0 (8.182)

for every u ∈ Rn with ‖u‖ = r. Then the system (E) has at least one solution x(t),
t ∈ R, such that ‖x‖∞ ≤ r. Hint. Consider the systems

x′ = F(t, x)− εx, (Sε)

where ε > 0. Obtain solutions xε(t), t ∈ R, of (Sε) such that ‖xε‖ ≤ r (see proof
of Theorem 7.12).

8.8. Consider the system

x′ = A(t, x)x + F(t, x), (SQ)

where A, F, p, q are as in Exercise 8.5. Assume further that∫∞
0

p(t)dt < +∞,
∫∞

0
q(t)dt < +∞. (8.183)

Show that for every ξ ∈ Rn there exists at least one solution x(t) of the system (SQ)
which is defined for all large t and converges to ξ as t →∞.

8.9. Assume that A : R+ → Mn, F : R+ × Rn → Rn, f : R+ → Rn are
continuous. Assume that the system (S) possesses a dichotomy given by (8.11),
but for t, s ≥ 0 and m0 = 0. Let the function F satisfy

∥∥F(t,u1
)− F

(
t,u2

)∥∥ ≤ λ(t)
∥∥u1 − u2

∥∥,
∫∞

0

∥∥F(t, 0)
∥∥dt < +∞ (8.184)

for every u1,u2 ∈ Rn, where λ : R+ → R+ is continuous and such that∫∞
0
λ(t)dt < +∞. (8.185)
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Show that for every bounded solution y(t), t ∈ R+, of the system

x′ = A(t)x + f (t) (S f )

there exists a unique bounded solution x(t), t ∈ R+, of the system

x′ = A(t)x + f (t) + F(t, x) (S1)

such that the operator T : x → y is one-to-one, onto, and bicontinuous (T , T−1

are continuous). Hint. Choose t1 so that

H1

∫∞
t1
λ(t)dt < 1 (8.186)

and find a unique fixed point x(t) for the operator V : Cn[t1,∞) → Cn[t1,∞) with

(V f )(t) = y(t) +
∫ t

t1
X(t)P1X

−1(s)F
(
s, f (s)

)
ds

−
∫∞
t
X(t)P2X

−1(s)F
(
s, f (s)

)
ds.

(8.187)

Show that x(t) is continuable (in a unique way) to t = 0. Study the correspondence
T : x → y with y = x −Vx, where x ∈ Cn(R+) is a solution of (S1).

8.10. Let A : R+ × Rn → Mn be continuous. Using the method of The-
orem 8.15, show that the zero solution of the system (8.81), x′ = A(t, x)x, is
uniformly asymptotically stable, provided that suitable stability properties are as-
sumed for the systems x′ = A(t, f (t))x. In addition, examine the problem of
strong stability for the system (8.81) via the same method.

8.11. Let B : R+ × Rn → Rn, F : R+ × Rn → Rn be continuous with B(t,u)
continuously differentiable w.r.t. u on R+ ×Rn. Assume further that∥∥Bx(t,u)

∥∥ ≤ p(t),
∥∥F(t,u)

∥∥ ≤ q(t) (8.188)

for every (t,u) ∈ R+ ×Rn, where p, q : R+ → R+ are continuous and such that∫∞
0

p(t)dt < +∞,
∫∞

0
q(t)dt < +∞. (8.189)

Show that for every solution y(t), t ∈ R+, of the system

y′ = B(t, y) (8.190)

there exists at least one solution x(t), t ∈ [t1,∞) (for some t1 ≥ 0), of the system

x′ = B(t, x) + F(t, x) (8.191)
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such that x(t)− y(t) → 0 as t →∞. Hint. Consider the integral equation

u(t) = −
∫∞
t
A
(
s,u(s)

)
ds−

∫∞
t
F0
(
s,u(s)

)
ds, (8.192)

where A(t,u) ≡ B(t,u + y(t)) − B(t, y(t)), F0(t,u) ≡ F(t,u + y(t)), and u(t) ≡
x(t)− y(t).

8.12. Consider the problemx1

x2

′ =
−x2

1 + x2

x1 − x2
2

 +

 f1(t)

f2(t)

 ,

x1(0)

x2(0)

−
x1(2π)

x2(2π)

 =
r1

r2

 .

(S2)

Show that there exists a number δ > 0 such that whenever |r1|, |r2| < δ and
‖ f1‖∞,‖ f2‖∞ < δ ( f1, f2 ∈ C1[0, 2π]), the problem (S2) has at least one solution
x ∈ C2[0, 2π].

8.13. Prove that the systemx1

x2

′ =
 (∣∣ sin x1

∣∣− 3
)
x1 + x2

x1 +
(

exp
{− ∣∣x2

∣∣}− 2
)
x2

 +

 x1/3
1

sin2 t

 (8.193)

has at least one 2π-periodic solution. Hint. Examine the eigenvalues of the matrix∣∣ sin f1(t)
∣∣− 3 1

1 exp
{− ∣∣ f2(t)

∣∣}− 2

 (8.194)

for every f ∈ C2[0, 2π] which is 2π-periodic.

8.14. Consider the quasilinear system

x′ = A(t, x)x + f (t), (8.195)

where A : R×Rn →Mn, f : R→ Rn are continuous, T-periodic in t and such that∥∥A(t,u)− A1
∥∥ ≤ K (8.196)

for every (t,u) ∈ R×Rn, where A1 ∈Mn is fixed. Show that if

x′ = A1x, x(0) = x(T), (8.197)

has only the zero solution and K is sufficiently small, then the system (8.81) has at
least one T-periodic solution.
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8.15. Show that the function

x(t)≡
[

1
(a−b)

][
(b−t)

∫ t

a
(s−a) f (s)ds+(t−a)

∫ b

t
(b−s) f (s)ds

]
, (8.198)

where f ∈ C1[a, b], is the unique solution to the scalar boundary value problem

x′′ = f (t), x(a) = x(b) = 0. (8.199)

Using the inverse function theorem, impose conditions on the function F : [0, 1]×
R→ R that ensure the solvability of the problem

x′′ = F(t, x), x(0) = x(1) = 0. (8.200)

8.16. Complete the proof of Theorem 8.19.

8.17. Assume that the system (S) possesses an exponential dichotomy as in
Definition 8.4. Then for each f ∈ Cn(R+) there exists at least one solution x ∈
Cn(R+) of the system (S f ). This solution is given by

x(t) ≡
∫∞

0
G(t, s) f (s)ds (8.201)

as in Exercise 3.23. Show that

‖x‖∞ ≤ K‖ f ‖∞, (8.202)

where K is some positive constant. Notice that

x(0) =
∫∞

0
G(0, s) f (s)ds = −P2

∫∞
0
X−1(s) f (s)ds (8.203)

says that x(0) ∈ R2. Show that all bounded solutions of (S f ) on R+ are given by
the formula

x(t) ≡ X(t)x0 +
∫∞

0
G(t, s) f (s)ds, (8.204)

where x0 is any vector in R1.

8.18. Improve Theorems 8.24 and 8.25 by imposing local conditions on the
function F(t,u). The properties of this function were actually used in connection
with a neighborhood S of the point x0 ∈ C1

n(R+).



CHAPTER 9

INTRODUCTION TO DEGREE THEORY

Degree Theory is a very applicable branch of Nonlinear Analysis. One of its main
concerns is the development of methods in order to solve equations of the type
f (x) = p. Here, f maps a subset A of a Banach space X into X and p is a point
in X . The solvability of this equation is often achieved by estimating the degree
d( f ,D, p), always an integer or zero, where D is an open, bounded set with D̄ ⊂ A
and p ∈ X \ f (∂D). It turns out that if this degree is not zero, then f (x) = p has a
solution x ∈ D.

As we will see later, we cannot define an adequate concept of degree for the
class of all continuous functions f mapping suitable subsets of X into X , unless X
is finite dimensional.

Our purpose in this chapter is to introduce the concept and the fundamental
properties of a degree which is defined for quite a large class of continuous func-
tions, namely, the compact displacements of the identity. This concept of degree is
of fundamental nature and is due to Leray and Schauder [36].

1. PRELIMINARIES

Unless otherwise stated, the symbol D denotes an open bounded subset of Rn. We
use the symbol C(D) to denote the set { f : D → Rn : f is continuous on D}. We
define the space C1(D) as follows: C1(D) = { f ∈ C(D) : f can be extended to a
function f̄ on an open set D1 ⊃ D̄ in such a way that f̄ has continuous first-order
partial derivatives on D1}.

The symbol f ′(x) denotes the Jacobian matrix of f ∈ C1(D) at x ∈ D̄. For
such functions f , we denote by J f (x) the (Jacobian) determinant of f ′(x). The
symbol I denotes the n × n identity matrix in Mn as well as the identity operator
on the real normed space under consideration.

Let f : Rn ⊃ D( f ) → Rk be given. The support of f (supp f ) is defined to be
the closure of the set {x ∈ D( f ) : f (x) �= 0}. We denote by Ck(A,B) the space of
all k times continuously differentiable functions f : A→ B.
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We use the term homotopy for any continuous function H(t, x) of the real
variable t and the vector x. The term homotopy of compact operators has a more
specific meaning (see Definition 9.30). In this chapter, we let Br(x0) denote the
open ball of the underlying normed space with center at x0 and radius r > 0.

2. DEGREE FOR FUNCTIONS IN C1(D)

In this section, we introduce the degree for functions in C1(D). The fact that every
function in C(D) is the uniform limit of a sequence { fn} ⊂ C1(D) allows us to
extend this concept of degree to arbitrary functions in C(D) (see Section 3).

Given f ∈ C1(D), we call the point x ∈ D a critical point of f if J f (x) = 0.
The set of all critical points of f in D is denoted by Qf (D), or, simply, Qf .

Theorem 9.1. Let f ∈ C1(D), p ∈ Rn be given with p �∈ f (Qf ). Then the set
f −1(p) is either finite or empty.

Proof. Let f −1(p) �= ∅. The set D is compact. Our conclusion will follow
from this, if we show that the set f −1(p) consists of isolated points. Let {xn} ⊂ D̄
be an infinite sequence with f (xn) = p. Then since D̄ is compact, there exists a
subsequence of {xn}, denoted again by {xn}, such that xn → x0 ∈ D̄. Since f is
continuous,

lim
n→∞ f

(
xn
) = f

(
x0
) = p. (9.1)

Now, we observe that

0 = f
(
xn
)− f

(
x0
) = f ′

(
x0
)(
xn − x0

)
+ w

(
xn − x0

)
, (9.2)

where w(u)/‖u‖ → 0 as u → 0. This follows from the fact that f ′ is the Fréchet
derivative of f and Definition 2.18. Since p �∈ f (Qf ), the matrix f ′(x0) is non-
singular. As such, it maps Rn onto Rn and has an inverse [ f ′(x0)]−1 which defines
a bounded linear operator on Rn. If we denote this operator also by [ f ′(x0)]−1,
we obtain ∥∥[ f ′(x0

)]−1
u
∥∥ ≤ m‖u‖, u ∈ Rn, (9.3)

where m is a positive constant. Letting v = [ f ′(x0)]−1u, we find

∥∥ f ′(x0
)
v
∥∥ ≥ 1

m
‖v‖, v ∈ Rn. (9.4)

It is easy to see from (9.2) that there exists a positive integer n0 such that

∥∥ f ′(x0
)(
xn − x0

)∥∥ ≤ 1
2m

∥∥xn − x0
∥∥, n ≥ n0. (9.5)

This contradicts (9.4) unless xn = x0 for all large n. Consequently, f −1(p) is finite.
�
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We are now ready to define the degree of a function f ∈ C1(D).

Definition 9.2. Let f ∈ C1(D), p ∈ Rn be given with p �∈ f (∂D) and
p �∈ f (Qf ). The degree of f at p with respect to D, d( f ,D, p), is defined by

d( f ,D, p) =
∑

x∈ f −1(p)

sgn J f (x). (9.6)

We set
∑

x∈∅ sgn J f (x) = 0.

Theorem 9.3. If p ∈ D, then d(I ,D, p) = 1. If p �∈ D, then d(I ,D, p) = 0.
The proof follows easily from Definition 9.2.

Example 9.4. Let

f (x) = (
x2

1 − 1, x2 − x3,
(
x3 − 3

)(
x2

2 + 1
))

, x ∈ R3. (9.7)

Then

f ′(x) =


2x1 0 0

0 1 −1

0 2x2
(
x3 − 3

)
x2

2 + 1

 . (9.8)

We find f −1((0, 0, 0)) = {(1, 3, 3), (−1, 3, 3)}. We also find sgn J f ((1, 3, 3)) = 1 and
sgn J f ((−1, 3, 3)) = −1. Thus, we have d( f ,B5(0), 0) = 0.

Example 9.5. Consider the function

f (x) = (
x3

1 − 1, x1 + 3x2
)
, x ∈ R2. (9.9)

For this function we have f −1((0, 0)) = {(1,−1/3)} and

f ′(x) =
3x2

1 0

1 3

 . (9.10)

Thus, sgn J f ((1,−1/3)) = 1 = d( f ,B2(0), 0).

Example 9.6. For the function

f (x) = (
x3

1 − 6x2
1 + 11x1 − 6, x2 + 1, x3 + x2

)
, x ∈ R3, (9.11)

we have f −1((0, 2, 3)) = {(1, 1, 2), (2, 1, 2), (3, 1, 2)} (the roots of the first compo-
nent are 1, 2, and 3) and J f (x) = 3x2

1 − 12x1 + 11. This gives J f ((1, 1, 2)) = 2,
J f ((2, 1, 2)) = −1 and J f ((3, 1, 2)) = 2. It follows that d( f ,B4(0), (0, 2, 3)) =
1− 1 + 1 = 1.
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Theorem 9.7. Assume that D = ⋃m
i=1 Di, where Di, i = 1, 2, . . . ,m, are mutu-

ally disjoint open sets. Let f ∈ C1(D) and p ∈ Rn with p �∈ f (∂D), p �∈ f (Qf ).
Then

d( f ,D, p) =
∑

1≤i≤m
d
(
f ,Di, p

)
. (9.12)

Proof. The proof follows easily from Definition 9.2 because we have that p �∈
f (∂Di) and p �∈ f (Qf (D̄i)), i = 1, 2, . . . ,m. �

3. DEGREE FOR FUNCTIONS IN C(D)

The proof of the following lemma can be found in Sard’s paper [50].

Lemma 9.8 (Sard). Let f ∈ C1(D) be given. Then the set f (Qf ) has measure
zero in Rn.

The next lemma provides an integral representation for the degree of a func-
tion in C1(D).

Lemma 9.9. Let f ∈ C1(D), p ∈ Rn with p �∈ f (∂D) and p �∈ f (Qf ). Given
ε > 0, let fε : R+ → R be a continuous function such that

supp fε ⊂ [0, ε],
∫
Rn

fε
(‖x‖)dx = 1. (9.13)

Then there exists ε0 = ε0( f ,D, p) > 0 such that

d( f ,D, p) =
∫
D
fε
(∥∥ f (x)− p

∥∥)J f (x)dx, ε ∈ (
0, ε0

)
. (9.14)

Proof. Since p �∈ f (Qf ), the set f −1(p) is either finite or empty by Theo-
rem 9.1. If it is empty, then d( f ,D, p) = 0, by definition. Also, the integral in (9.14)
equals zero, for all small ε > 0, because ‖ f (x) − p‖ ≥ (some) ε, x ∈ D. Let
f −1(p) = {q1, q2, . . . , qm} (⊂ D). The inverse function theorem and Exercise 1.14
imply the existence of open neighborhoods Ai ⊂ D of the points qi, i = 1, 2, . . . ,m,
respectively, such that f : Ai → f (Ai) is a homeomorphism onto, J f (x) �= 0 for
x ∈ ∪Ai, J f has fixed sign on each Ai, and Ai ∩ Aj = ∅ for i �= j. Consider the
mapping g(x) ≡ f (x)− p. Then g(Ai) is an open neighborhood of zero. This im-
plies that there is δ1 > 0 such that

⋂m
i=1 g(Ai) ⊃ Bδ1 (0). Moreover, for some δ2 > 0,

we have ‖g(x)‖ ≥ δ2 for x ∈ D̄ \ ⋃m
i=1 Ai. If we pick ε0 ∈ (0, min{δ1, δ2}) and

let ε ∈ (0, ε0), we have supp fε(‖ f (·) − p‖) ⊂ ⋃
Ai because ‖ f (x) − p‖ > ε for

x �∈ ⋃
Ai, and supp fε ⊂ [0, ε]. Thus,

∫
D
fε
(∥∥ f (x)− p

∥∥)J f (x)dx =
m∑
i=1

∫
Ai

fε
(∥∥ f (x)− p

∥∥)J f (x)dx. (9.15)
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Since J f (x) has fixed sign in each set Ai, we have

J f (x) = ∣∣J f (x)
∣∣ sgn J f

(
qi
)
, x ∈ Ai,∫

Ai

fε
(∥∥ f (x)− p

∥∥)J f (x)dx = sgn J f
(
qi
) ∫

Ai

fε
(∥∥ f (x)− p

∥∥)∣∣J f−p(x)
∣∣dx

= sgn J f
(
qi
) ∫

Rn
fε
(‖y‖)dy = sgn J f

(
qi
)
.

(9.16)

Here, f − p denotes the function f (·)− p. It follows that

∫
D
fε
(∥∥ f (x)− p

∥∥)J f (x)dx =
m∑
i=1

sgn J f
(
qi
) = d( f ,D, p). (9.17)

�

The next two lemmas will be used to obtain a more concrete integral repre-
sentation of d( f ,D, p). This is done in Theorem 9.12.

Lemma 9.10. Let f ∈ C1(D) be such that ‖ f (x)‖ > ε > 0 on ∂D. Moreover,
let g ∈ C1(R+) vanish in the set [ε,∞) and in a neighborhood of zero. Assume fur-
ther that

∫∞
0
un−1g(u)du = 0. (9.18)

Then ∫
D
g
(∥∥ f (x)

∥∥)J f (x)dx = 0. (9.19)

Proof. It suffices to prove the lemma under the assumption that f ∈C2(D)=
{h∈C1(D) : h has an extension on an open set D1 ⊃ D with continuous second
partials on D1}. If this is shown, then Weierstrass’ approximation theorem ensures
the validity of the lemma for functions f ∈ C1(D).

Consider the function

h(u) =
u

−n
∫ u

0
tn−1g(t)dt, u ∈ (0,∞),

0, u = 0.
(9.20)

It is easy to see that h is continuously differentiable on R+ and identically equal to
zero in [ε,∞) and in a neighborhood of zero. Moreover,

uh′(u) + nh(u) = g(u), u ≥ 0. (9.21)
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It follows that the functions kj(y) ≡ h(‖y‖)yj , j = 1, 2, . . . ,n, are continuously
differentiable on Rn and such that kj(y) = 0 for all y ∈ Rn with ‖y‖ ≥ ε. Con-
sequently, kj( f (·)) ∈ C1(D) and vanishes identically in a neighborhood of ∂D.
Using the well-known equations

n∑
i=1

[
∂Aij(x)

∂xi

]
= 0, j = 1, 2, . . . ,n, x ∈ D, (9.22)

where Aij(x) is the cofactor of the number ∂ f j(x)/∂xi in the determinant J f (x),
we obtain

z(x) ≡
n∑
i=1

∂

∂xi

n∑
j=1

Aij(x)kj
(
f (x)

)

= J f (x)
n∑
j=1

∂kj
(
f (x)

)
∂yj

= J f (x)
[
uh′(u) + nh(u)

]
u=‖ f (x)‖

= g
(∥∥ f (x)

∥∥)J f (x), x ∈ D,

(9.23)

which, after one integration, gives (9.19). In fact, the function z(x) above is the
divergence of a function vanishing identically in a neighborhood of ∂D. Thus,

∫
D
z(x)dx = 0. (9.24)

�

Lemma 9.11. Let f ∈ C1(D) be such that ‖ f (x) − p‖ > ε on ∂D, for some
p ∈ Rn, ε > 0. Then the value of the integral

∫
D
g
(∥∥ f (x)− p

∥∥)J f (x)dx (9.25)

is independent of the function g ∈ C1(R+) which satisfies the following conditions:
(i) g(u) = 0, u ∈ [ε,∞), and g vanishes identically in a neighborhood of zero;
(ii) we have

∫
Rn

g
(‖x‖)dx = 1. (9.26)
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Proof. Let G denote the vector space of all functions g ∈ C1(R+) satisfying
(i), and let

Lg =
∫∞

0
un−1g(u)du,

Mg =
∫
Rn

g
(‖x‖)dx,

Ng =
∫
D
g
(∥∥ f (x)− p

∥∥)J f (x)dx.

(9.27)

Applying Lemma 9.10 to the mapping f1(x) ≡ x, with D = B2ε(0) there, and the
mapping f2(x) ≡ f (x)− p, x ∈ D, we obtain that if Lg = 0, for some g ∈ G, then
Mg = 0 and Ng = 0. Let g1, g2 ∈ G satisfy Mg1 =Mg2 = 1. The equation

L
((
Lg2

)
g1 −

(
Lg1

)
g2
) = 0 (9.28)

implies

M
((
Lg2

)
g1 −

(
Lg1

)
g2
) = Lg2Mg1 − Lg1Mg2

= Lg2 − Lg1

= L
(
g2 − g1

) = 0.

(9.29)

This yields N(g1 − g2) = 0, or Ng1 = Ng2. �

As it is expected, Theorem 9.12 shows that the integral in (9.25) is actually the
degree d( f ,D, p) provided that p �∈ f (Qf ).

Theorem 9.12. Let f ∈ C1(D), p ∈ Rn be given with ‖ f (x)− p‖ > ε, x ∈ ∂D,
and p �∈ f (Qf ). Let g ∈ C1(R+) be a function satisfying (i), (ii) of Lemma 9.11.
Then

d( f ,D, p) =
∫
D
g
(∥∥ f (x)− p

∥∥)J f (x)dx. (9.30)

Proof. Let ε0 be as in the proof of Lemma 9.9 and choose a number ε1 ∈
(0, min{ε, ε0}). Pick a function g1 ∈ C1(R+) which vanishes in a neighborhood of
zero and in the interval [ε1,∞), and is such that∫

Rn
g1
(‖x‖)dx = 1. (9.31)

Then, by Lemma 9.9,

d( f ,D, p) =
∫
D
g1
(∥∥ f (x)− p

∥∥)J f (x)dx (9.32)
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and, by Lemma 9.11,∫
D
g
(∥∥ f (x)− p

∥∥)J f (x)dx =
∫
D
g1
(∥∥ f (x)− p

∥∥)J f (x)dx, (9.33)

because g1 has all the properties of g. �
Lemmas 9.13 and 9.14 below allow us to extend the notion of degree to points

p ∈ f (Qf ).

Lemma 9.13. Let fi ∈ C1(D), i = 1, 2, p ∈ Rn, ε > 0 be such that p �∈ fi(Qfi)
and ∥∥ fi(x)− p

∥∥ ≥ 7ε, i = 1, 2, x ∈ ∂D,∥∥ f1(x)− f2(x)
∥∥ < ε, x ∈ D.

(9.34)

Then d( f1,D, p) = d( f2,D, p).

Proof. By Theorem 9.12, d( f ,D, p) = d( f − p,D, 0). Thus, we may assume,
without loss of generality, that p = 0. Let g ∈ C2

1(R+) be such that
g(u) = 1, u ∈ [0, 2ε],

g(u) = 0, u ∈ [3ε,∞),

g(u) ∈ [0, 1], u ∈ (2ε, 3ε).

(9.35)

Let

f3(x) = (
1− g

(∥∥ f1(x)
∥∥)) f1(x) + g

(∥∥ f1(x)
∥∥) f2(x). (9.36)

It is easy to see that f3 ∈ C1(D). Moreover, we have∥∥ fi(x)− f3(x)
∥∥ < ε, i = 1, 2, x ∈ D,∥∥ f3(x)
∥∥ > 6ε, x ∈ ∂D,

(9.37)

f3(x) =
 f1(x) if

∥∥ f1(x)
∥∥ > 3ε,

f2(x) if
∥∥ f1(x)

∥∥ < 2ε.
(9.38)

In order to show (9.37), we observe first that∥∥ f1(x)− f3(x)
∥∥ ≤ g

(∥∥ f1(x)
∥∥)∥∥ f1(x)− f2(x)

∥∥ < 1 · ε = ε,∥∥ f2(x)− f3(x)
∥∥ ≤ ∥∥ f2(x)− f1(x) + g

(∥∥ f1(x)
∥∥)[ f1(x)− f2(x)

]∥∥
≤ (

1− g
(∥∥ f1(x)

∥∥))∥∥ f1(x)− f2(x)
∥∥ < ε, x ∈ D

(9.39)

and ‖ f3(x)‖ > ‖ f1(x)‖ − ε ≥ 7ε − ε = 6ε, x ∈ ∂D.
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Now, let h1, h2 be two functions in C1(R+) which vanish in a neighborhood
of zero and are such that

h1(u) = 0, u ∈ [0, 4ε]∪ [5ε,∞),

h2(u) = 0, u ∈ [ε,∞),∫
Rn

hi
(‖x‖)dx = 1, i = 1, 2.

(9.40)

Then we have

h1
(∥∥ f3(x)

∥∥)J f3 (x) = h1
(∥∥ f1(x)

∥∥)J f1 (x),

h2
(∥∥ f3(x)

∥∥)J f3 (x) = h2
(∥∥ f2(x)

∥∥)J f2 (x), x ∈ D.
(9.41)

In order to show the first of (9.41), assume first that ‖ f1(x)‖ > 3ε. Then f3(x) =
f1(x) and we are done. If ‖ f1(x)‖ ≤ 3ε, then ‖ f3(x)− f1(x)‖ < ε implies ‖ f3(x)‖ <
‖ f1(x)‖ + ε ≤ 4ε. This gives h1(‖ f3(x)‖) = 0 and h1(‖ f1(x)‖) = 0, which com-
pletes the argument. To show the second of (9.41), let ‖ f1(x)‖ ≤ 2ε. Then f3(x) =
f2(x) and we are done. Let ‖ f1(x)‖ > 2ε. Then ‖ f3(x)‖ ≥ ‖ f1(x)‖ − ‖ f3(x) −
f1(x)‖ > 2ε−ε = ε, and ‖ f2(x)‖ ≥ ‖ f1(x)‖−‖ f2(x)− f1(x)‖ > 2ε−ε = ε. Thus,
h2(‖ f3(x)‖) = h2(‖ f2(x)‖) = 0.

Theorem 9.12 implies now our conclusion from

d
(
f3,D, 0

) = ∫
D
h1
(∥∥ f3(x)

∥∥)J f3 (x)dx

=
∫
D
h1
(∥∥ f1(x)

∥∥)J f1 (x)dx

= d
(
f1,D, 0

)
,

d
(
f3,D, 0

) = ∫
D
h2
(∥∥ f3(x)

∥∥)J f3 (x)dx

=
∫
D
h2
(∥∥ f2(x)

∥∥)J f2 (x)dx

= d
(
f2,D, 0

)
.

(9.42)

�
Lemma 9.14. Let fi ∈ C1(D), pi ∈ Rn, i = 1, 2, ε > 0 be such that pj �∈ fi(Qfi),

i, j = 1, 2, and

∥∥ fi(x)− pj

∥∥ ≥ 7ε, i, j = 1, 2, x ∈ ∂D,∥∥ f1(x)− f2(x)
∥∥ < ε, x ∈ D,∥∥p1 − p2
∥∥ < ε.

(9.43)

Then d( f1,D, p1) = d( f2,D, p2).
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Proof. We first note that the first inequality above implies that pj �∈ fi(∂D)
for any i, j = 1, 2. From Lemma 9.13 we obtain

d
(
f1,D, p1

) = d
(
f2,D, p1

)
. (9.44)

We also obtain

d
(
f2,D, p1

) = d
(
f2 +

(
p1 − p2

)
,D, p1

)
. (9.45)

From the definition of the degree, letting f̄ (x) ≡ f2(x) + p1 − p2, we have

d
(
f̄ ,D, p1

) = ∑
x∈ f̄ −1(p1)

sgn J f̄ (x)

=
∑

{x; f̄ (x)=p1}
sgn J f̄ (x)

=
∑

{x; f2(x)=p2}
sgn J f2 (x)

=
∑

x∈ f −1
2 (p2)

sgn J f2 (x)

= d
(
f2,D, p2

)
.

(9.46)

Our conclusion follows from (9.44), (9.45), and (9.46). �

We are now ready to define d( f ,D, p) at points p ∈ f (Qf ). Let f ∈ C1(D),
p ∈ Rn be given with p �∈ f (∂D) and p ∈ f (Qf ). Then since, by Lemma 9.8,
f (Qf ) does not contain any open set, the point p can be approximated by a se-
quence {pn} such that pn �∈ f (Qf ). Since p �∈ f (∂D), (which is a compact set), we
may assume that pn �∈ f (∂D), n = 1, 2, . . . . Actually, there exists ε > 0 such that

∥∥ f (x)− pn
∥∥ ≥ 7ε, n = 1, 2, . . . , x ∈ ∂D. (9.47)

To see this, assume that (9.47) is false. Then there exists a subsequence {nk} of {n}
and a sequence {xnk} ⊂ ∂D such that f (xnk ) − pnk → 0 as k → ∞. Since ∂D is
compact, we may assume the xnk → x0 ∈ ∂D. Then f (xnk )− pnk → f (x0)− p = 0,
that is, a contradiction.

Applying Lemma 9.14, we see now that d( f ,D, pn) = c (constant) for all large
n. Since for any other sequence {qn} having the same properties as {pn} we have

∥∥pn − qn
∥∥ ≤ ∥∥pn − p

∥∥ +
∥∥qn − p

∥∥ < ε (9.48)
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for all large n, we see that this constant c is independent of the particular sequence
{pn}, that is,

lim
n→∞d

(
f ,D, pn

) = lim
n→∞d

(
f ,D, qn

)
. (9.49)

This approach justifies the following definition.

Definition 9.15. The degree d( f ,D, p) is defined for every f ∈ C1(D) and
every p ∈ Rn such that p �∈ f (∂D) as follows:

d( f ,D, p) = lim
n→∞d

(
f ,D, pn

)
. (9.50)

The following lemma will allow us to define the degree for functions in C(D).

Lemma 9.16. Let fi ∈ C1(D), i = 1, 2, p ∈ Rn, ε > 0 be such that∥∥ fi(x)− p
∥∥ ≥ 8ε, i = 1, 2, x ∈ ∂D,∥∥ f1(x)− f2(x)

∥∥ < ε, x ∈ D.
(9.51)

Then d( f1,D, p) = d( f2,D, p).

Proof. Let the sequence {pn} be as in the discussion preceding Definition
9.15 for f = f1 and f = f2 (i.e., pn �∈ fi(∂D) and pn �∈ fi(Qfi), i = 1, 2, n =
1, 2, . . .). Then Lemma 9.13 implies that

d
(
f1,D, pn

) = d
(
f2,D, pn

)
, n ≥ n0, (9.52)

where ‖pn − p‖ < ε for n ≥ n0. In fact,

∥∥ fi(x)− pn
∥∥ ≥ ∥∥ fi(x)− p

∥∥− ∥∥pn − p
∥∥ > 8ε − ε = 7ε, n ≥ n0. (9.53)

Letting n→∞ in the above equation, we obtain our conclusion. �
Now, let f ∈ C(D), p �∈ f (∂D). Let { fn} be a sequence of functions in C1(D)

such that fn → f uniformly on D as n → ∞. Then, for some ε > 0, some index n0

and all m,n ≥ n0, we have ‖ fn(x) − p‖ ≥ 8ε, x ∈ ∂D, and ‖ fn(x) − fm(x)‖ < ε,
x ∈ D̄. In fact, we assume that ‖ fnk (xnk ) − p‖ → 0 as k → ∞, where {xnk} ⊂ ∂D.
We may also assume that xnk → x0 ∈ ∂D as k → ∞, because ∂D is compact.
Then we obtain ‖ fnk (xnk )− p‖ → ‖ f (x0)− p‖ = 0, that is, a contradiction. From
Lemma 9.16 we see that

d
(
fn,D, p

) = d
(
fn0 ,D, p

)
, n ≥ n0. (9.54)

Also, by Lemma 9.16, any two such degrees are eventually independent of the se-
quence { fn} under consideration. Thus, we have the following definition.
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Definition 9.17. The degree d( f ,D, p) is defined for every f ∈ C(D), p ∈
Rn such that p �∈ f (∂D) as follows:

d( f ,D, p) = lim
n→∞d

(
fn,D, p

)
. (9.55)

As an example, we consider the function

f
(
x1, x2

) = (
2
∣∣x2

∣∣− x1, x2
1 + 4x1 + 4x2

2

)
,

(
x1, x2

) ∈ R2. (9.56)

Obviously, f �∈ C1(B1(0)). In order to compute the degree d( f ,B1(0), 0), we ob-
serve first that each

fε
(
x1, x2

) ≡ (
2
∣∣x2

∣∣− x1 + ε, x2
1 + 4x1 + 4x2

2

)
, ε ∈ (0, 1), (9.57)

is the uniform limit of a sequence of functions fε,n ∈ C1(B1(0)) such that fε,n(x) �=
0, x ∈ B1(0). This follows from the fact that since ‖ fε(x1, x2)‖ is positive on
B1(0), it attains a positive minimum on the compact set B1(0). Consequently, since
f −1
ε,n (0) = ∅, we have that d( fε,n,B1(0), 0) = 0 (see also Theorem 9.19 below) and

d
(
fε,B1(0), 0

) = lim
n→∞d

(
fε,n,B1(0), 0

)
. (9.58)

Since fε → f uniformly on B1(0), it follows that d( f ,B1(0), 0) = 0.

4. PROPERTIES OF THE FINITE-DIMENSIONAL DEGREE

Theorem 9.18. Let Di ⊂ Rn, i = 1, 2, . . . ,m, be mutually disjoint, open and
bounded. Let f ∈ C(

⋃
Di,Rn), p ∈ Rn be such that p �∈ f (∂(

⋃
Di)). Then

d
(
f ,
⋃

Di, p
)
=

m∑
i=1

d
(
f ,Di, p

)
. (9.59)

Proof. Obvious by virtue of Theorem 9.7. �

The result in Theorem 9.19 below contains one of the most important prop-
erties of the degree in Rn. It provides conditions for the solvability of the equation
f (x) = p.

Theorem 9.19. Let f ∈C(D), p∈Rn be such that p �∈ f (∂D). Let d( f ,D, p) �=
0. Then there exists a point x0 ∈ D such that f (x0) = p.

Proof. Assume that the conclusion is false. Then there exists ε > 0 such that
‖ f (x) − p‖ > 2ε, x ∈ D. This is a consequence of the fact that D is compact and
that the continuous function ‖ f (x)− p‖ attains its (positive) minimum on D. Let
{ fn} ⊂ C1(D) be such that fn → f uniformly on D and let {pn} be a sequence
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in Rn with pn → p and pn �∈
⋃∞

k=1 fk(Qfk ). This is possible because this union has
measure zero, and thus it contains no open set. Furthermore,

∥∥ fn(x)− pk
∥∥ > ε, k,n ≥ n0, x ∈ D, (9.60)

for some n0. At this point we apply the formula of Theorem 9.12. Let g ∈ C1(R+)
be such that g(x) = 0 in a neighborhood of zero and in the set [ε,∞). Assume
further that ∫

Rn
g
(‖x‖)dx = 1. (9.61)

Then

d
(
fn,D, pk

) = ∫
D
g
(∥∥ fn(x)− pk

∥∥)J fn(x)dx = 0, k,n ≥ n0. (9.62)

Our conclusion follows now from this equality and Definitions 9.15 and 9.17. �
Theorem 9.20 (invariance under homotopies). Let H : [a, b] × D → Rn be

continuous and such that H(t, x) �= p, t ∈ [a, b], x ∈ ∂D, where p ∈ Rn is a given
point. Then d(H(t, ·),D, p) is constant on [a, b].

Proof. Our assumptions imply the existence of some ε > 0 such that

∥∥H(t, x)− p
∥∥ > 9ε, t ∈ [a, b], x ∈ ∂D. (9.63)

Moreover, we can find a number δ(ε) > 0 such that

∥∥H(
t1, x

)−H
(
t2, x

)∥∥ <
ε
3

(9.64)

for all t1, t2 ∈ [a, b] with |t1−t2| < δ(ε) and all x ∈ D. Fix two such points t1, t2. Let
{ f1,n}, { f2,n} ⊂ C1(D) approximate the functions H(t1, x), H(t2, x), respectively,
uniformly on D. Then there exists n0 such that∥∥ fi,n(x)− p

∥∥ > 8ε, i = 1, 2, x ∈ ∂D,∥∥ f1,n(x)− f2,n(x)
∥∥ < ε, x ∈ D,

(9.65)

for every n ≥ n0. Applying Lemma 9.16, we see that d( f1,n,D, p) = d( f2,n,D, p),
n ≥ n0. Thus,

d
(
H
(
t1, ·),D, p

) = d
(
H
(
t2, ·),D, p

)
. (9.66)

Since this equality actually holds for any t1, t2 ∈ [a, b] with |t1 − t2| < δ(ε), a
simple covering argument yields our conclusion. �
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As a consequence of the above result, we obtain the following improvement
of Lemma 9.16.

Theorem 9.21 (Rouché). Let fi ∈ C(D), i = 1, 2, p ∈ Rn be such that p �∈
fi(∂D), i = 1, 2, and

∥∥ f1(x)− f2(x)
∥∥ <

∥∥ f1(x)− p
∥∥, x ∈ ∂D. (9.67)

Then d( f1,D, p) = d( f2,D, p).

Proof. We let

H(t, x) ≡ f1(x) + t
(
f2(x)− f1(x)

)
, t ∈ [0, 1], x ∈ D. (9.68)

It is easy to see that p �∈ H(t, ∂D) for any t ∈ [0, 1]. The result follows from
Theorem 9.20. �

Before we state and prove Borsuk’s theorem, which concerns itself with the
fact that “odd mappings have odd degrees at p = 0 ∈ D,” we should observe
first that the degree of a mapping f ∈ C(D) with respect to a point p �∈ f (∂D)
depends only on the values of f on ∂D. In fact, let g ∈ C(D) be such that g(x) =
f (x), x ∈ ∂D. Then p �∈ g(∂D) = f (∂D). Consider the homotopy H(t, x) ≡
t f (x) + (1 − t)g(x), t ∈ [0, 1], x ∈ D. If we assume that H(t0, x0) = p, for some
t0 ∈ [0, 1], x0 ∈ ∂D, then f (x0) = g(x0) = p, which is a contradiction. Thus, by
Theorem 9.20, d( f ,D, p) = d(g,D, p). At this point we need the following result
which is a special case of the well-known Dugundji Theorem (cf. [14]). We denote
by coA the convex hull of the set A, that is, the smallest convex set containing A.

Theorem 9.22 (Dugundji). Let S be a closed subset of X , and let Y be another
real Banach space. Then every continuous mapping f : S → Y has a continuous
extension F : X → Y such that R(F) ⊂ co f (S).

On the basis of this theorem, it is evident that every continuous function f :
∂D → Rn can be extended to a continuous function f̄ on all of D. Since the degree
of any such extension f̄ with respect to p �∈ f (∂D) = f̄ (∂D) depends only on the
set f (∂D), it is appropriate to define d( f ,D, p) = d( f̄ ,D, p).

The proof of Borsuk’s theorem is based on the following two lemmas. For a
proof of Lemma 9.23 the reader is referred to Schwartz [52, page 79]. A set D ⊂ X
is called symmetric if x ∈ D implies −x ∈ D.

Lemma 9.23. Let D be symmetric with 0 �∈ D. Let f : ∂D → Rn be continuous,
odd and such that 0 �∈ f (∂D). Then f can be extended to a function f̄ : D → Rn

which is continuous, odd and nonvanishing on D ∩ Rn−1, where Rn−1 is identified
with the space {x ∈ Rn : x = (0, x2, . . . , xn)}.

Lemma 9.24. Let D be symmetric and such that 0 �∈ D. Assume that f : ∂D →
Rn is continuous, odd and such that 0 �∈ f (∂D). Then d( f ,D, 0) is an even integer.
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Proof. By Lemma 9.23, we can extend the function f to all of D so that its
extension (denoted again by f ) is an odd continuous function never vanishing on
D ∩ Rn−1. Now, let g ∈ C1(D) be odd and so close to f (in the sup-norm) that

0 �∈ g(∂D), 0 �∈ g
(
D
⋂

Rn−1
)

, d(g,D, 0) = d( f ,D, 0). (9.69)

This can be done by approximating f sufficiently close by a function g ∈ C1(D)
so that the above three conditions are satisfied and then replacing g, if necessary,
by the odd function (1/2)(g(x) − g(−x)). In order to estimate d(g,D, 0), we set
D+ = Rn+ ∩ D, D− = Rn− ∩ D, where Rn+ = {x ∈ Rn : x1 > 0} and Rn− =
{x ∈ Rn : x1 < 0}. Since the function g never vanishes on D ∩ Rn−1, and D =
D+ ∪ D− ∪ (D ∩ Rn−1), we may eliminate the set D ∩ Rn−1 below (this actually
follows from the so-called “excision” property of the degree (see Exercise 9.23)) to
obtain

d(g,D, 0) = d
(
g,D+ ∪D−, 0

)
= d

(
g,D+, 0

)
+ d

(
g,D−, 0

)
. (9.70)

Let p ∈ Rn be so close to zero that p �∈ g(Qg) and p �∈ g(∂D). This is possible
because g(Qg) contains no open set (Lemma 9.8). Since the function g is odd, Jg is
an even mapping on D. Thus, we also have −p �∈ g(Qg). In view of this, choosing
the point p further, so that

d
(
g,D+, 0

) = d
(
g,D+, p

)
, d

(
g,D−, 0

) = d
(
g,D−,−p), (9.71)

we obtain

d
(
g,D+, 0

) = ∑
g(x)=p
x∈D+

sgn Jg(x),

d
(
g,D−, 0

) = ∑
g(y)=−p
y∈D−

sgn Jg(y).
(9.72)

Since the set {x ∈ D+ : g(x) = p} equals minus the set {y ∈ D− : g(y) = −p} and
Jg(x) = Jg(−x), we obtain

d
(
g,D+, 0

) = d
(
g,D−, 0

)
. (9.73)

This and (9.70) imply that d(g,D, 0) is an even integer. �

Theorem 9.25 (Borsuk). Let D be symmetric with 0 ∈ D. Let f ∈ C(D) be
odd and such that 0 �∈ f (∂D). Then d( f ,D, 0) is an odd integer.
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Proof. Let Ū ⊂ D, where U is an open ball centered at zero, and let g :
D → Rn be a continuous function with the properties: g|∂D = f |∂D, g|Ū = I
(= the identity function). Such a function g exists by Dugundji’s theorem (Theo-
rem 9.22). If we let h(x) = (1/2)(g(x)− g(−x)), x ∈ D, we obtain that h is an odd
function which has the properties of g : h|∂D = f |∂D, h|Ū = I . Since 0 �∈ h(∂U),
we have

d(h,D, 0) = d
(
h,U ∪ (

D \ Ū), 0
)

= d(h,U , 0) + d
(
h,D \ Ū , 0

)
= 1 + d

(
h,D \ Ū , 0

)
.

(9.74)

However, since D \ Ū is symmetric and does not contain zero, and h|D\Ū is con-
tinuous, odd, and such that 0 �∈ h(∂(D \ Ū)), we have that d(h,D \ Ū , 0) is even by
Lemma 9.24. It follows that d(h,D, 0) = d( f ,D, 0) is an odd integer. �

5. DEGREE THEORY IN BANACH SPACES

In this section, we extend the notion of degree developed in Sections 1, 2, 3, and 4
to mappings of the form I−T , whereT is a compact operator. Before we do this, we
need to make some observations about the degree in the space Rn. We first note
that this degree is independent of the basis that we have chosen for Rn. In fact,
let h ∈ C1(Rn,Rn) be one-to-one, onto and such that the Jacobian determinant
Jh is never zero. We view this mapping h as a representation of a change in the
coordinate system of Rn. We let f ∈ C1(D), p ∈ Rn be such that p �∈ f (∂D) and
p �∈ f (Qf ). Then we have

d
(
h ◦ f ◦ h−1,h(D),h(p)

) = d( f ,D, p). (9.75)

Here, of course, D is a bounded open subset of Rn. In fact, if x is a point in the old
coordinate system and y = h(x), then the function f ∗(y) ≡ h ◦ f ◦ h−1(y) is the
function f in the new coordinate system. We have

J f ∗(y) = Jh
(
f ◦ h−1(y)

)
J f
(
h−1(y)

)
Jh−1 (y), (9.76)

and since Jh(h−1(y))Jh−1 (y) = 1 and Jh never vanishes, the Jacobians Jh, Jh−1 have
the same sign. Thus,

sgn J f ∗(y) = sgn J f
(
h−1(y)

) = sgn J f (x). (9.77)

Our assertion follows, for such functions f , from noting that

y ∈ f ∗−1(h(p)
)

if and only if x ∈ f −1(p), where y = h(x). (9.78)
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By using suitable approximations, we conclude that the degree is independent of
the basis chosen for all f ∈ C(D) and all points p �∈ f (∂D).

It is now rather evident that we can define an appropriate degree function
for a continuous mapping from the closure of a bounded open subset of one n-
dimensional normed space into another. This process, which requires some cau-
tion involving the orientation of the spaces involved, is well-described in the book
of Rothe [47, pages 117–118]. The relevant degrees for mappings between such
spaces will be assumed to be known in the sequel. In what follows, we assume that
X is a real Banach space.

6. DEGREE FOR COMPACT DISPLACEMENTS OF THE IDENTITY

We start with an auxiliary result which shows that the degree of certain mappings
g : Rn ⊃ D → Rn is actually equal to the degree of the restrictions ḡ : Rm ∩ D →
Rn, where m < n (we identify the vector (x1, x2, . . . , xm) ∈ Rm with the vector
(x1, x2, . . . , xm, 0, . . . , 0) ∈ Rn).

Theorem 9.26. Let D ⊂ Rn be open and bounded and let m < n. Let f : D →
Rm be continuous and set g(x) = x + f (x), x ∈ D. Then if p ∈ Rm does not belong
to g(∂D), we have

d(g,D, p) = d
(
g|Rm∩D,Rm ∩D, p

)
. (9.79)

Proof. We assume that Rm ∩ D �= ∅. Otherwise, p �∈ g(D) and the two
degrees in the statement equal zero. We note first that g(Rm∩D) ⊂ Rm+Rm = Rm.
We also have p �∈ g|Rm∩D(∂(Rm ∩ D)) because ∂(Rm ∩ D) ⊂ Rm ∩ ∂D ⊂ ∂D.
Thus, the degree d(g|Rm∩D,Rm ∩ D, p) is well defined. We only need to prove the
statement for f ∈ C1(D,Rm) and p �∈ g(Qg). The rest follows by approximation.

If g(y) = y + f (y) = p, then y = p − f (y) ∈ Rm. Hence g−1(p) ⊂ Rm ∩ D.
It follows that the points which are to be computed for g : D → Rn are also the
points to be computed for G = g|Rm∩D : Rm ∩D → Rm, that is, G−1(p) = g−1(p).
However, there still could be a difference in the degrees of these two mappings due
to differences in the signs of the respective Jacobian determinants at these points.
As it turns out, this does not happen because

JG(x) ≡ det

A(x) B(x)

Om
n−m In−m

 , with A(x) ≡ Im +
[
∂ fi
∂xj

(x)
]m
i, j=1

, (9.80)

where B(x) ≡ [(∂ fi/∂xj)(x)], i = 1, 2, . . . ,m, j = m + 1,m + 2, . . . ,n, Om
n−m is the

(n − m) × m matrix of zeros, and Ik is the identity matrix in Rk. Since JG(x) =
Jg(x) ≡ detA(x), x ∈ g−1(p), the proof is complete. �

Theorem 9.26 is one of the two key results that make possible the extend-
ability of the notion of degree to infinite-dimensional spaces. The other key result
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is that “a compact operator can be approximated by compact operators of finite
dimensional range.” The latter is the content of Lemma 9.27 below.

Given a relatively compact set K ⊂ X and an ε-net {v1, v2, . . . , vr} of K̄ (see
Definition 2.6), we define

Fε(x) =
∑r

i=1 qi(x)vi∑r
i=1 qi(x)

, x ∈ K̄ , (9.81)

where

qi(x) =

ε − ∥∥x − vi

∥∥ if
∥∥x − vi

∥∥ < ε,

0 if
∥∥x − vi

∥∥ ≥ ε. (9.82)

Note that the denominator in (9.81) cannot vanish at any x ∈ K̄ because qi(x) =
ε − ‖x − vi‖ > 0 for some i.

Lemma 9.27. Let T : X ⊃ M → X be compact, where M is a bounded subset of
X . Let K = T(M). Let Fε be defined on K̄ as above. If x ∈M, then

∥∥Tx − Fε(Tx)
∥∥ < ε. (9.83)

Proof. For every x ∈M we have

∥∥Tx − Fε(Tx)
∥∥ =

∥∥∥∑r
i=1 qi(Tx)Tx −∑r

i=1 qi(Tx)vi
∥∥∥∑r

i=1 qi(Tx)

≤
∑r

i=1

[
qi(Tx)

∥∥Tx − vi
∥∥]∑r

i=1 qi(Tx)
< ε.

(9.84)

�

Now, let D ⊂ X be bounded, open, and let {εn} be a decreasing sequence of
positive numbers such that εn → 0. Let T : D → X be a compact operator and
set K = T(D) and Tn ≡ Fεn ◦ T , where Fε is the mapping defined on K̄ by (9.81).
Assume that p �∈ (I − T)(∂D). We are going to give a meaning to the symbol
d(I − T ,D, p).

We show first that there exists a number r > 0 such that

inf
x∈∂D

‖x − Tx − p‖ ≥ r. (9.85)

In fact, suppose that there exists a sequence {ym} ⊂ ∂D with

lim
m→∞

∥∥ym − Tym − p
∥∥ = 0. (9.86)
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Since T is compact, we may assume that Tym → y0. Then

lim
m→∞Tym = lim

m→∞ ym − p = y0. (9.87)

Thus, T(y0 + p) = y0. Since {ym} ⊂ ∂D, we have u = y0 + p ∈ ∂D and u−Tu = p.
This contradicts p �∈ (I − T)(∂D).

Now, recall that Tn(D) lies in a finite-dimensional subspace of X and that

lim
n→∞

∥∥Tnx − Tx
∥∥ = 0 uniformly on D̄. (9.88)

Since ‖x − Tx − p‖ ≥ r, x ∈ ∂D, there exists some n0 such that

∥∥x − Tnx − p
∥∥ ≥ r

2
, x ∈ ∂D, n ≥ n0. (9.89)

Let Xn = span{Tn(D̄), p}. The space Xn is a real normed space, associated with
the norm of X , and Dn = Xn ∩ D is a bounded open subset of Xn with ∂Dn ⊂
Xn ∩ ∂D ⊂ ∂D. It follows that p �∈ (I − T)(∂Dn). Since (I − Tn)(D̄n) ⊂ Xn and

inf
x∈∂Dn

∥∥x − Tnx − p
∥∥ ≥ r

2
, (9.90)

the degree dXn(I − Tn,Dn, p) ≡ d(I − Tn,Dn, p) is defined for n ≥ n0.
We prove that d(I − Tn,Dn, p) is constant for all large n and independent of

the particular sequence {Tn} of compact operators of finite-dimensional range,
which converges uniformly to the operator T on D̄ as above. To this end, let Tn1 ,
Tn2 : D̄ → X be two compact operators with ranges in the finite-dimensional
subspaces Xn1 , Xn2 , respectively. These two spaces are spans as above. Let these
mappings satisfy

∥∥Tx − Tnix
∥∥ <

r

2
, i = 1, 2, x ∈ D. (9.91)

It suffices to show that d(I−Tn1 ,Dn1 , p) = d(I−Tn2 ,Dn2 , p), where Dni = Xni ∩D.
First we observe that if Xm is the vector space spanned by Xn1 ∪ Xn2 , then

d
(
I − Tni ,Dni , p

) = d
(
I − Tni ,Dm, p

)
, (9.92)

where Dm = Xm ∩ D. Indeed, this follows from Theorem 9.26. We consider the
homotopy

H(t, x) = t
(
I − Tn1

)
x + (1− t)

(
I − Tn2

)
x, t ∈ [0, 1], x ∈ D̄m. (9.93)
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For x ∈ D̄m, we obtain∥∥H(t, x)− (I − T)x
∥∥ = ∥∥t(I − Tn1 )x + (1− t)

(
I − Tn2

)
x − (I − T)x

∥∥
≤ ∥∥t(I − Tn1

)
x − t(I − T)x

∥∥
+
∥∥(1− t)

(
I − Tn2

)
x − (1− t)(I − T)x

∥∥
<
tr

2
+

(1− t)r
2

= r

2
.

(9.94)

Hence, for x ∈ ∂Dm and t ∈ [0, 1], we find∥∥H(t, x)− p
∥∥ = ∥∥(I − T)x − p + H(t, x)− (I − T)x

∥∥
≥ ∥∥(I − T)x − p

∥∥− ∥∥H(t, x)− (I − T)x
∥∥

> r − r

2
= r

2
.

(9.95)

Consequently, Theorem 9.20 implies that

d
(
I − Tn1 ,Dm, p

) = d
(
I − Tn2 ,Dm, p

)
. (9.96)

Our assertion follows from (9.92) and (9.96).
In view of the above construction, we are ready for the following definition.

Definition 9.28. Let T : D → X be compact and let p �∈ (I − T)(∂D). Then
the degree d(I − T ,D, p) is defined by

d(I − T ,D, p) = lim
n→∞dXn

(
I − Tn,Dn, p

)
, (9.97)

where Xn = span{Tn(D), p}, Dn = Xn ∩D.

7. PROPERTIES OF THE GENERAL DEGREE FUNCTION

We establish some properties of d(I −T ,D, p) analogous to those of Section 4. We
always assume that X is a real Banach space and D an open, bounded subset of X .
We make free use of the symbols Tn, Dn, Xn from Section 6.

Theorem 9.29. Let p �∈ (I − T)(∂D). If d(I − T ,D, p) �= 0, then there exists
x0 ∈ D such that (I − T)x0 = p.

Proof. Theorem 9.19 implies the existence of a point xn ∈ Dn = Xn∩D such
that (I − Tn)xn = p. Hence,

∥∥xn − Txn − p
∥∥ = ∥∥xn − Txn − Tnxn + Tnxn − p

∥∥ = ∥∥Txn − Tnxn
∥∥ < εn (↓ 0).

(9.98)
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Since T is compact, we may assume that Txn → y ∈ X . This implies that xn → y+p
and

∥∥xn − Txn − p
∥∥ �→ ∥∥y + p − T(y + p)− p

∥∥ = ∥∥x0 − Tx0 − p
∥∥ = 0 (9.99)

with x0 = y + p ∈ D because p �∈ (I − T)(∂D). �

Definition 9.30. For t ∈ [0, 1], let T(t) : X ⊃ E → X be a compact operator
with E closed. Assume that for every ε > 0 and every bounded M ⊂ E there exists
δ(ε,M) > 0 such that

∥∥T(t1)x − T
(
t2
)
x
∥∥ < ε (9.100)

for all t1, t2 ∈ [0, 1] with |t1 − t2| < δ(ε,M) and all x ∈ M. Then we call T(t) or
H(t, x) ≡ T(t)x a homotopy of compact operators on E.

If H(t, x) is a homotopy of compact operators on E, then H is continuous on
[0, 1]× E (see also Exercise 9.16).

Theorem 9.31 (invariance under homotopies). Let p ∈ X be given. If T(t) is
a homotopy of compact operators on D̄ and if (I − T(t))x �= p for all x ∈ ∂D and all
t ∈ [0, 1], then d(I − T(t),D, p) is constant on [0, 1].

Proof. We show first that there exists a number r > 0 such that x ∈ ∂D and
t ∈ [0, 1] imply

∥∥(I − T(t)
)
x − p

∥∥ ≥ r. (9.101)

In fact, assume the contrary. Then there exist sequences {xn} ⊂ ∂D and tn ∈ [0, 1]
such that ‖yn‖ < 1/n, where

yn =
(
I − T

(
tn
))
xn − p. (9.102)

We may assume that tn → t0 ∈ [0, 1]. Since {T(t0)xn} lies in a compact set, we may
assume that T(t0)xn → y ∈ X . Then

∥∥T(tn)xn − y
∥∥ ≤ ∥∥T(tn)xn − T

(
t0
)
xn
∥∥ +

∥∥T(t0)xn − y
∥∥ �→ 0 as n �→∞.

(9.103)
This implies that xn = T(tn)xn + yn + p → y + p. Since T(tn)xn → T(t0)(y + p), we
have T(t0)(y + p) + p = y + p or p = y + p − T(t0)(y + p) = u − T(t0)u, where
u = y + p ∈ ∂D. This is a contradiction.

Now, fix t1 ∈ [0, 1] and assume that Tn : D̄ → Xn approximates T(t1) in such
a way that

∥∥Tnx − T
(
t1
)
x
∥∥ <

r

4
, x ∈ D̄. (9.104)
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All values of t in the rest of the proof lie in the interval [0, 1]. Since T(t) is a ho-
motopy of compact operators, there exists δ > 0 such that |t − t1| < δ, x ∈ D
imply

∥∥T(t)x − T
(
t1
)
x
∥∥ <

r

4
. (9.105)

Consequently, for the same t, x,∥∥T(t)x − Tnx
∥∥ ≤ ∥∥T(t)x − T

(
t1
)
x
∥∥ +

∥∥T(t1)x − Tnx
∥∥

<
r

4
+
r

4
= r

2

(9.106)

and, for x ∈ ∂D,∥∥x − Tnx − p
∥∥ ≥ ∥∥x − T(t)x − p

∥∥− ∥∥Tnx − T(t)x
∥∥

> r − r

2
= r

2
> 0.

(9.107)

By the definition of the degree, we have

d
(
I − T(t),D, p

) = d
(
I − Tn,Dn, p

)
(9.108)

for |t − t1| < δ. Since t1 is arbitrary, our conclusion follows from an easy covering
argument. To see this, note first that the interval [0, 1] can be covered with a finite
number, say k, of overlapping intervals of the type (tm−δ, tm+δ), where tm ∈ (0, 1)
and δ does not depend on m and is such that

∥∥T(t)x − T
(
tm
)
x
∥∥ <

r

4
,

∣∣t − tm
∣∣ < δ, x ∈ D̄, m = 1, 2, . . . , k. (9.109)

Thus, we may choose the mapping Tm : D̄ → Xm, as above, to obtain

∥∥T(t)x − Tmx
∥∥ <

r

2
,

∣∣t − tm
∣∣ < δ, x ∈ D̄,

d
(
I − T(t),D, p

) = d
(
I − Tm,Dm, p

)
, t ∈ (

tm − δ, tm + δ
)
.

(9.110)

Since the intervals are overlapping,

d
(
I − T(t),D, p

) = d
(
I − Tm,D, p

) = const, m = 1, 2, . . . , k. (9.111)
�

We can now state one of the most powerful tools of Nonlinear Analysis.

Theorem 9.32 (Schauder-Tychonov). Let K be a closed, convex and bounded
subset of X . Let T : K → K be compact. Then there exists a fixed point of T in K ,
that is, a point x0 ∈ K such that Tx0 = x0.
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The following two lemmas will be used in the proof of Theorem 9.32.

Lemma 9.33. If p ∈ D, then d(I ,D, p) = 1. If p �∈ D̄, then d(I ,D, p) = 0.

Proof. The proof follows from Theorem 9.3 and the approximation preced-
ing Definition 9.28. �

Lemma 9.34. Let S be an open, convex, and bounded subset of X containing zero.
Let T : S̄→ S̄ be compact. Then T has a fixed point in S̄.

Proof. Consider the homotopy

H(t, x) = x − tTx, t ∈ [0, 1], x ∈ S̄. (9.112)

Assume that Tx �= x, x ∈ ∂S. Then H(1, ∂S) �� 0. Let x ∈ ∂S be given. Then since
the line segment [0,Tx] ⊂ S̄, the points tTx, t ∈ [0, 1), belong to int S. Thus,
H(t, x) �= 0, (t, x) ∈ [0, 1) × ∂S. Theorem 9.31 implies now that d(I − T , S, 0) =
d(I , S, 0) (= 1 by Lemma 9.33). This and Theorem 9.29 imply that Tx0 = x0 for
some x0 ∈ S. �

PROOF OF THEOREM 9.32. Let Br(0) ⊃ K for some r > 0. By Dugundji’s
theorem (Theorem 9.22), there exists a continuous function g : X → K such that
g = I on K . Let T̃ = T ◦ g. Then T̃ maps Br(0) into itself and is compact. By
Lemma 9.34, T̃ has a fixed point x0 ∈ Br(0). It follows that T̃x0 = T(g(x0)) = x0.
Since T̃x0 ∈ K , we have x0 ∈ K and T(g(x0)) = Tx0 = x0. �

The abstract analogue of Borsuk’s theorem (Theorem 9.25), is given in the
following result.

Theorem 9.35 (Borsuk). Let D be a bounded, open, and symmetric subset of X
with 0 ∈ D. Let T : D̄ → X be an odd compact operator. Let Tx �= x, x ∈ ∂D. Then
d(I − T ,D, 0) is an odd integer.

Proof. Let {v1, v2, . . . , vr} be an ε-net of T(D̄) and set vr+1 = −v1, vr+2 =
−v2, . . . , v2r = −vr . For x ∈ T(D̄), define Fε(x) as in (9.81), but with r replaced
by 2r. Let Xn be the space spanned by the vectors v1, v2, . . . , vr , −v1, −v2, . . . ,−vr .
Then the operators Tn = Fεn ◦ T are odd mappings on the symmetric sets D̄n, and
our assertion follows from Theorem 9.25. �

For the sake of a more comprehensive and illuminating set of exercises and
Example 9.37, we introduce below the concept of a real Hilbert space.

Definition 9.36 (real Hilbert space). A real Hilbert space X is a real Banach
space associated with an inner product 〈·, ·〉 : X × X → R with the following two
properties: (a) 〈x, y〉 is a bilinear form on H , that is, it is linear in x and in y; (b)
‖x‖ =√〈x, x〉.
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The space X = l2 of all real square summable sequences x = (x1, x2, . . .) is a
real Hilbert space with inner product

〈x, y〉 =
∞∑
i=1

xi yi (9.113)

and norm

‖x‖ =
[ ∞∑

i=1

x2
i

]1/2

. (9.114)

The space X = L2(Ω) of all real square integrable (in the Lebesgue sense)
functions f : Ω→ R is a real Hilbert space with inner product

〈 f , g〉 =
∫
Ω
f (x)g(x)dµ (9.115)

and norm

‖ f ‖ =
[∫

Ω

[
f (x)

]2
dµ
]1/2

, (9.116)

where Ω is an open, bounded subset of Rn and µ is the Lebesgue measure of Rn.
The inner product of a real Hilbert space satisfies the Cauchy-Schwarz in-

equality

∣∣〈x, y〉∣∣ ≤ ‖x‖‖y‖. (9.117)

We now show that we cannot define an adequate notion of degree for all contin-
uous functions mapping D̄ ⊂ X into X . This assertion follows from the fact that
the Schauder-Tychonov theorem (Theorem 9.32) fails, in general, if we replace the
assumption of compactness on T by the mere assumption of continuity. To this
end, we give the following example.

Example 9.37. Let X = l2 and let T : B1(0) → X be defined as follows:

Tx = ((
1− ‖x‖2)1/2

, x1, x2, . . .
)
. (9.118)

Then T is continuous on B1(0). Moreover, T maps B1(0) into itself. In fact, if
‖x‖ ≤ 1, then

‖Tx‖2 = 1− ‖x‖2 +
∞∑
i=1

x2
i = 1− ‖x‖2 + ‖x‖2 = 1. (9.119)
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If we assume that x0 is a fixed point of T in B1(0), then we must have ‖Tx0‖ =
‖x0‖ = 1. In addition,

Tx0 =
(
0, x01, x02, . . .

) = (
x01, x02, . . .

)
(9.120)

implies that x0i = 0, i = 1, 2, . . . . It follows that x0 = 0, that is, a contradiction to
‖x0‖ = 1.

EXERCISES

9.1. Let K ⊂ X be nonempty, closed, bounded and T0 : K → X compact.
Show that there exists a compact extension T : X → X of T0 such that TX ⊂
coT0K . Hint. Let T be an extension of T0 by Dugundji’s theorem (Theorem 9.22).
Use the fact that coT0K is compact.

9.2 (Schaefer). Let T : X → X be compact. Assume further that the set

S = {
x ∈ X : x = tTx for some t ∈ [0, 1)

}
(9.121)

is bounded. Show that T has fixed point. Hint. Let S ⊂ D = Br(0), for some r > 0.
Let H : [0, 1] × D → X be the homotopy defined by H(t, x) ≡ x − tTx. Apply
Theorem 9.31 with p = 0 and use the fact that d(I ,D, 0) = 1.

9.3. Let D ⊂ X be open, bounded and T : D → X compact. Assume that
p �∈ (I − T)(∂D) and q ∈ Rn. Show that

d(I − T − q,D, p − q) = d(I − T ,D, p). (9.122)

Hint. (1) Let f ∈ C1(D), p �∈ f (Qf ), p �∈ f (∂D). Using the definition of the de-
gree function, show that d( f −q,D, p−q) = d( f ,D, p). This amounts to showing
that

J f0 (x)
∣∣
x∈ f −1

0 (p−q) = J f (x)
∣∣
x∈ f −1(p), (9.123)

where f0(x) ≡ f (x)− q.
(2) Generalize the above to functions f ∈ C(D) and points p �∈ f (∂D).
(3) In the case of a Banach space, show that

d(I − T ,D, p) = d
(
I − Tn,Dn, p

)
,

d(I − T − q,D, p − q) = d
(
I − Tn − q,Dn, p − q

)
,

(9.124)

where Tn = Fεn ◦ T and Dn = Xn ∩D, for some suitable finite-dimensional space
Xn. The right-hand sides of these equalities are equal by step (2).
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9.4. Let S ⊂ X be closed, bounded and have nonempty interior. Let T : S→ X
be compact and v ∈ D = int S. Assume that

Tx − v �= t(x − v) (9.125)

for all t > 1 and all x ∈ ∂D. Show that T has a fixed point in D. Hint. Consider the
homotopy

H(t, x) = x − v − t(Tx − v), t ∈ [0, 1], x ∈ D. (9.126)

Assume that T has no fixed point in ∂D and apply Theorem 9.31 along with d(I −
T ,D, 0) = d(I − v,D, 0) = 1, because v ∈ D and d(I − v,D, 0) = d(I ,D, v) = 1
(see Exercise 9.3 and Lemma 9.33).

9.5 (Rouché). Let D be nonempty, open, bounded and T0,T1 : D → X com-
pact. Let p �∈ (I − T0)(∂D) and assume that∥∥T0x − T1x

∥∥ <
∥∥(I − T0

)
x − p

∥∥, x ∈ ∂D. (9.127)

Show that d(I − T1,D, p) is defined and

d
(
I − T1,D, p

) = d
(
I − T0,D, p

)
. (9.128)

Hint. Consider the homotopy

H(t, x) = t
(
I − T1

)
x + (1− t)

(
I − T0

)
x, t ∈ [0, 1], x ∈ D. (9.129)

By our assumption, H(0, x) �= p, x ∈ ∂D. Show that x ∈ ∂D implies ‖H(t, x) −
p‖ > 0, t ∈ (0, 1]. The rest follows from Theorem 9.31.

9.6 (invariance of domain). Let D ⊂ X be open and T : D → X compact and
such that g = I − T is one-to-one. Show that g(D) is open. Hint. Let p ∈ g(D).
Since D is open, there exists an open ball B ⊂ D such that g−1(p) ∈ B. Also, if
q ∈ X is such that

‖p − q‖ < r = inf
x∈∂B

{∥∥g(x)− p
∥∥}, (9.130)

then d(g,B, p) = d(g,B, q). To see this, observe that Exercise 9.3 gives

d(g,B, p) = d(g − p,B, 0),

d(g,B, q) = d(g − q,B, 0)
(9.131)

and Exercise 9.5 (with T0x ≡ Tx + p, T1x ≡ Tx + q and p = 0) implies

d(g − p,B, 0) = d(g − q,B, 0). (9.132)



EXERCISES 211

Thus, if we show that d(g,B, p) �= 0, then q ∈ g(B) for all q ∈ Br(p), proving that
g(D) is open.

We may take p = 0, g(0) = 0. In fact, p ∈ g(B) if and only if 0 ∈ g̃(B̃) with
g̃(x) = g(x + x0) − p, x ∈ B̃ = B − x0. Here, x0 ∈ B is such that g(x0) = p and
B − x0 = {x − x0; x ∈ B}. We see that g̃(0) = 0.

Consider the homotopy

H(t, x) = g
(

x

1 + t

)
− g

( −tx
1 + t

)
, t ∈ [0, 1], x ∈ B̄. (9.133)

Show that H(t, x) ≡ I −H0(t, x), where H0(t, x) is a homotopy of compact oper-
ators. Show that H(t, x) = 0 implies x = 0. Use Theorem 9.31 to conclude that
d(g,B, 0) = d(H(1, ·),B, 0). Then use Borsuk’s theorem (Theorem 9.35).

9.7 (Schauder-Tychonov theorem for starlike domains). An open, bounded
set D ⊂ X is called a starlike domain if there exists x0 ∈ D such that every ray
starting at x0 intersects ∂D at exactly one point. Such a ray is given by {x ∈ X :
x = (1 − t)x0 + tx1 for some t ≥ 0}, where x1 is another point in X . An open,
bounded, and convex set D is a starlike domain. Prove the following improvement
of the Schauder-Tychonov theorem.

Let D ⊂ X be a starlike domain. Let T : D̄ → X be compact and such that
T(∂D) ⊂ D̄. Then T has fixed point in D̄. Hint. If T has a fixed point in ∂D, we are
done. Assume that Tx �= x, x ∈ ∂D, and apply Exercise 9.4 as follows: assume that
x0 ∈ D is such that D is a starlike domain with respect to x0. Let

Tx − x0 = t
(
x − x0

)
(9.134)

for some t > 1, x ∈ ∂D, and show that Tx = (1 − t)x0 + tx is a contradiction to
T(∂D) ⊂ D̄.

9.8 (degree for generalized Leray-Schauder operators). Let D ⊂ X be open,
bounded and let

Ux ≡ λ(x)x − T0x, x ∈ D, (9.135)

where T0 : D̄ → X is compact and λ : D̄ → [m,M] is continuous. Here, m, M are
positive constants. Let p �∈ U(∂D) and consider the operator

Tx ≡
(

1
λ(x)

− 1
)
p +

(
1

λ(x)

)
T0x. (9.136)

Show that (I−T)x = p if and only if Ux = p. Then show that p �∈ (I−T)(∂D) and
that T is compact. Thus, d(I − T ,D, p) is well defined. Actually, one may define

d(U ,D, p) ≡ d(I − T ,D, p). (9.137)

This definition extends the notion of degree to large classes of operators U .
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9.9. Let H0 : [0, 1]× D̄ → X , λ : [0, 1]× D̄ → [m,M] be homotopies of com-
pact operators, where D ⊂ X is open, bounded and m, M are positive constants.
Let

H1(t, x) ≡ λ(t, x)x −H0(t, x) (9.138)

and let p ∈ X be such that p �∈ H1(t, ∂D), t ∈ [0, 1]. Show that d(H1(t, ·),D, p)
is independent of t ∈ [0, 1]. This degree function is defined, for each t ∈ [0, 1], in
Exercise 9.8. Hint. Consider the mapping

H(t, x) ≡ x −
[(

1
λ(t, x)

− 1
)
p +

(
1

λ(t, x)

)
H0(t, x)

]
. (9.139)

9.10 (Krasnosel’skii’s fixed point theorem). Let X be a real Hilbert space and
T : Br(0) → X compact and such that

〈Tx, x〉 ≤ ‖x‖2, x ∈ ∂Br(0). (9.140)

Prove that T has a fixed point in Br(0). Hint. Let B = Br(0) and consider the
homotopy

H(t, x) = x − tTx, t ∈ [0, 1], x ∈ B̄. (9.141)

Assume that x − Tx �= 0 for x ∈ ∂B and show that H(t, x) = 0 for some t ∈ [0, 1)
implies x = 0. Then d(I − T ,B, 0) = d(I ,B, 0) = 1, which shows that Tx = x for
some x ∈ B.

9.11 (Altman). Let T : Br(0) → X be compact and such that

‖x − Tx‖2 ≥ ‖Tx‖2 − ‖x‖2, x ∈ ∂Br(0). (9.142)

Then T has a fixed point in Br(0). Hint. Let B = Br(0) and consider the operator

T0x =


Tx for ‖Tx‖ ≤ r,

rTx

‖Tx‖ for ‖Tx‖ > r.
(9.143)

Show that T0 is compact and that T0B̄ ⊂ B̄. By the Schauder-Tychonov theorem
(Theorem 9.32), there exists x0 ∈ B̄ with T0x0 = x0. Show that Tx0 = x0. In fact,

x0 = T0x0 =


Tx0 for

∥∥Tx0
∥∥ ≤ r,

rTx0∥∥Tx0
∥∥ for

∥∥Tx0
∥∥ > r.

(9.144)
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If ‖Tx0‖ ≤ r, we are done. If ‖Tx0‖ > r, then ‖x0‖ = r and

Tx0 =
∥∥Tx0

∥∥
r

x0 = αx0 (9.145)

with α > 1. Use the condition (9.142) to find a contradiction.

9.12. Show that (9.140) and (9.142) are equivalent when X is a real Hilbert
space. Show that

‖Tx‖ ≤ ‖x‖, x ∈ ∂Br(0), (9.146)

implies (9.142) in a real Banach space X .

9.13. Prove the Cauchy-Schwarz inequality (9.117).

9.14. Let D ⊂ X be open, bounded, and symmetric. Assume that 0 ∈ D and
that T : D → X is compact. Assume further that the function g = I − T is such
that 0 �∈ g(∂D) and

g(x)∥∥g(x)
∥∥ �= g(−x)∥∥g(−x)

∥∥ , x ∈ ∂D. (9.147)

Then d(I − T ,D, 0) is an odd integer. Hint. Consider the homotopy

H(t, x) = 1
1 + t

g(x)− t

1 + t
g(−x), t ∈ [0, 1], x ∈ D. (9.148)

As in Exercise 9.6, show that H(t, x) ≡ I −H0(t, x), where H0(t, x) is a homotopy
of compact operators. Then show that H(t, x) �= 0 for all (t, x) ∈ [0, 1] × ∂D.
Conclude that d(H(0, ·),D, 0) = d(H(1, ·),D, 0) = an odd integer.

9.15. Let T : X → X be compact and I − T one-to-one. Assume further that

lim
‖x‖→∞

‖x − Tx‖ = +∞. (9.149)

Show that R(I − T) = X . Hint. Use Exercise 9.6 to show that R(I − T) is open.
Then show that R(I − T) is closed. In fact, if y ∈ R(I − T), then xn − Txn → y
for some {xn} ⊂ X . Show that there exists a subsequence {xnk} of {xn} such that
xnk → x0 ∈ X with x0 − Tx0 = y. Note that the only open and closed subsets of a
Banach space X are X and∅.

9.16. Let D ⊂ X be open and bounded and let H : [0, 1] × D → X be a
homotopy of compact operators on D. Show that H is a compact operator (on
[0, 1]×D).
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9.17. Let D ⊂ X be bounded and T : D → X compact. Set g = I − T . Then

(i) g(D) is bounded;
(ii) if D is closed, then g(D) is closed;

(iii) if C ⊂ X is compact, then g−1(C) is compact;
(iv) if D is closed and g is one-to-one, then g−1 : g(D) → D can be written

as I − T1 with T1 compact.

9.18. Let D ⊂ X be open, bounded and let T : D → X be compact. Assume
that g : I − T : D → X is one-to-one. Show that g(D) = g(D) and g(∂D) = ∂g(D).
Hint. Use Exercise 9.6 for the openness of g(D). Then use Exercise 9.17(ii), for the
closedness of g(D).

9.19. Let D ⊂ X be open and bounded. Let T1,T2 : D → X be compact and
set g1 = I − T1, g2 = I − T2. Assume that y0 �∈ gi(∂D), i = 1, 2. Assume that there
is no x ∈ ∂D such that g1(x)− y0, g2(x)− y0 have opposite direction, that is, there
are no λ > 0, x ∈ ∂D with

g2(x)− y0 = −λ
(
g1(x)− y0

)
. (9.150)

Then d(g1,D, y0) = d(g2,D, y0). Hint. Consider the homotopy

H(t, x) ≡ (1− t)g1(x) + tg2(x). (9.151)

Show that y0 �∈ H(t, ∂D) for t ∈ [0, 1].

9.20. Let D ⊂ X be open, bounded, where X is a real Hilbert space. Let Ti :
D → X be compact and gi ≡ I − Ti, i = 1, 2. Assume further that y0 ∈ X is such
that y0 �∈ gi(∂D), i = 1, 2, and

〈
g1(x)− y0, g2(x)− y0

〉
> 0, x ∈ ∂D. (9.152)

Use Exercise 9.19 to show that d(g1,D, y0) = d(g2,D, y0). If, moreover, g2 = I and
y0 ∈ D, then g1(x) = y0 has a solution x ∈ D.

9.21. Let T : X → X be compact. Assume that there exists a compact linear
operator S such that, for some constant λ,

‖Tx − λSx‖ < ‖x − λSx‖, x ∈ ∂Br(0). (9.153)

Show that the operator T has a fixed point in Br(0). Hint. Consider the operator
g(x) ≡ x − Tx. This operator satisfies the assumptions of Exercise 9.14 with D =
Br(0). In fact, if the inequality in Exercise 9.14 is not satisfied, then there exists
some α > 0 and points x0, x1 = −x0 ∈ ∂Br(0) such that g(x0) = αg(x1). Thus,

(α + 1)x0 = Tx0 − αTx1. (9.154)
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It follows that

(α + 1)
(
x0 − λSx0

) = Tx0 − λSx0 − α
(
Tx1 − λSx1

)
. (9.155)

Use our assumption to contradict this equality.

9.22. Let D = Br(0) and let H : [0, 1] × D̄ → X be a homotopy of compact
operators with H(0, ∂D) ⊂ D̄ and

x −H(t, x) �= 0 for (t, x) ∈ [0, 1]× ∂D. (9.156)

Show that H(1, ·) has a fixed point in D. Hint. Consider the homotopy h(t, x) ≡
x −H(t, x), (t, x) ∈ [0, 1] × D̄. Show that d(h(1, ·),D, 0) = d(h(0, ·),D, 0). Then
show that d(h(0, ·),D, 0) = 1 by considering the new homotopymτ ≡ x−τH(0, x),
(τ, x) ∈ [0, 1]×D̄. Show that 0 �∈ mτ(∂D) for any τ ∈ [0, 1], and that d(m0,D, 0) =
d(m1,D, 0) (= d(h(0, ·),D, 0)).

9.23 (excision property of the degree). Let D ⊂ X be open and bounded. Let
D1 ⊂ X be open and such that D1 ⊂ D. Let T : D → X be compact and p ∈ X
with p /∈ (I − T)(D1 ∪ ∂D). Show that d(I − T ,D, p) = d(I − T ,D \D1, p). Hint.
It suffices to show this statement for X = Rn, a continuous function f : D → X in
place of I − T and a compact set K ⊂ D in place of the open set D1, that is, it has
to be shown that

d( f ,D, p) = d( f ,D \ K , p), (9.157)

where p /∈ f (K ∪ ∂D). Show first that

inf
x∈K∪∂D

∥∥ f (x)− p
∥∥ > 0 (9.158)

implies

inf
x∈K∪∂D

∥∥ fn(x)− p
∥∥ > 0 (9.159)

for any uniformly approximating sequence { fn} and all large n. Thus, from Defi-
nition 9.17 we obtain

d( f ,D \ K , p) = lim
n→∞d

(
fn,D \ K , p

)
and d( f ,D, p) = lim

n→∞d
(
fn,D, p

)
,

(9.160)
where fn ∈ C1(D). It remains to show that

d
(
fn,D, p

) = d
(
fn,D \ K , p

)
(9.161)

for all large n. This can be done by approximating the point p /∈ fn(K ∪ ∂D) by
points qn /∈ fn(Qfn ∪ K ∪ ∂D). Fill in the details.
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