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We develop a novel approach of cross-modal correspondence analysis

(CMCA) to address whether brain activities observed in magneto-

encephalography (MEG) and functional magnetic resonance imaging

(fMRI) represent a common neuronal subpopulation, and if so, which

frequency band obtained by MEG best fits the common brain areas.

Fourteen adults were investigated by whole-head MEG using a single

equivalent current dipole (ECD) and synthetic aperture magnetometry

(SAM) approaches and by fMRI at 1.5 T using linear time-invariant

modeling to generate statistical maps. The same somatosensory

stimulus sequences consisting of tactile impulses to the right sided:

digit 1, digit 4 and lower lip were used in both neuroimaging

modalities. To evaluate the reproducibility of MEG and fMRI results,

one subject was measured repeatedly.

Despite different MEG dipole locations and locations of maximum

activation in SAM and fMRI, CMCA revealed a common subpopu-

lation of the primary somatosensory cortex, which displays a clear

homuncular organization. MEG activity in the frequency range

between 30 and 60 Hz, followed by the ranges of 20–30 and 60–100

Hz, explained best the defined subrepresentation given by both MEG

and fMRI. These findings have important implications for improving

and understanding of the biophysics underlying both neuroimaging

techniques, and for determining the best strategy to combine MEG and

fMRI data to study the spatiotemporal nature of brain activity.
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Introduction

Despite the ubiquitous use of functional magnetic resonance

imaging (fMRI) in neuroscience research, much remains to be
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determined about the relationship between fMRI signals and

measures of neural activity obtained by other functional neuro-

imaging methods. This paper discusses these issues through a

detailed examination of how fMRI and magnetoencephalography

(MEG) signals are linked. The rationale for such examination is

provided by brief background on the characteristics and comple-

mentary nature of fMRI and MEG signals, forming the basis for an

integrative study of somatosensory cortex by means of both

imaging methods.

The fMRI signal is a complex function of multiple physical

parameters: blood flow, blood volume and blood oxygenation

(Buxton et al., 1998; Friston et al., 2000). Most often, fMRI

studies use the blood oxygen level-dependent (BOLD) signal

contrast as a surrogate marker of neuronal activity (Ogawa and

Lee, 1990a; Ogawa et al., 1990b,c; Ogawa et al., 1992). Compared

to the fast physiological changes of neuronal cell assemblies, the

BOLD fMRI signal is constrained by slow temporal dynamics. The

BOLD signal reaches its maximum at 4–6 s after brief neural

activation and returns to baseline within 12–14 s (Bandettini et al.,

1993; Blamire et al., 1992). Furthermore, residual effects might last

for up to 1 min (Fransson et al., 1999). Hence, it is not possible to

characterize ongoing brain activity in real-time by this method.

However, recent studies have taken advantage of the reliable

timing of the evoked blood flow signal and demonstrate temporal

resolution at the subsecond level (Burock et al., 1998; Menon et

al., 1998; Rosen et al., 1998).

The spatial resolution of BOLD fMRI is thought to be generally

better than other functional neuroimaging techniques, such as

single photon emission computed tomography (SPECT), positron

emission tomography (PET), electroencephalography (EEG) and

MEG. However, the BOLD signal measures neuronal activity

indirectly via its assumed hemodynamic correlate. The spatial

resolution of the BOLD signal consequently depends on the local

vascular geometry and physiology (Harrison et al., 2002). There-

fore, areas with high vascular density, such as primary sensory

areas, motor areas and perhaps Wernicke’s and Broca’s speech

areas, are more likely to ‘‘light up’’ in fMRI (Harrison et al., 2002).

A further complication is that fMRI signals reflect pooled activity

of a large number of neurons (Scannell and Young, 1999).
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MEG detects weak magnetic fields generated by the flow of

intracellular postsynaptic currents (Hari and Forss, 1999; Hari et

al., 1980; Williamson and Kaufman, 1981) of pyramidal cells,

which constitute two-thirds of the neurons of the cerebral cortex

(Creutzfeldt, 1995). The dynamics of these neurons can be ob-

served precisely in both time and frequency domains. It has been

estimated that a small area of about 40 mm2 including tens of

thousand synchronous active neurons can yield a net dipole

moment of about 10 nAm, strong enough to be detected extracra-

nially by MEG (Hamalainen, 1993). However, signal from neurons

without an orderly orientation, such as interneurons or those in the

cerebellum or white matter (Kakigi et al., 2000), may cancel out,

and thus their activation is not detectable by MEG. In addition, due

to detector geometry, MEG is principally sensitive to sources that

are oriented tangentially to the skull, and much less sensitive to

those oriented radially. Hence, MEG is constrained to cortical areas

that are bounded in the walls of fissural cortex and the amplitude of

the measured MEG signal decreases rapidly as the source depth

increases. The results and the interpretation of MEG depend

heavily on the methods used to represent neural activity in space.

The most widely used model for estimating MEG sources is the

equivalent current dipole (ECD), providing a reliable estimate of

activation in a focal circumscribed cortical area (Gallen et al.,

1994; Pantev et al., 1991). In this case, the ECD can suitably

represent the center of the neuronal activity by a point-like single

source, providing, in addition to the location and orientation, the

time course of the cortical source strength. The main problem of

the ECD approach, however, is the nonuniqueness of the inverse

solution, that is, theoretically an infinite number of source for-

mations can explain an externally measured magnetic field distri-

bution (Helmholtz, 1853). Thus, the use of the ECD for modeling

higher cognitive functions with unknown or multiple complex

source patterns is difficult and often unsatisfactory. Beyond the

ECD, numerous alternative models have been developed for

situations in which multiple sources can be assumed, including

spatiotemporal multiple source models (MUSIC and RAP-MUSIC;

Mosher and Leahy, 1998; Scherg and Ebersole, 1993; Scherg and

von Cramon, 1985; Scherg et al., 1999), instantaneous minimum

norm models (Fuchs et al., 1999; Hamalainen and Ilmoniemi 1994;

Matsuura and Okabe, 1997; Uutela et al., 1999) and spatial,

temporal and probabilistic weights minimum norm models (Phil-

lips et al., 1997). An alternative approach is the synthetic aperture

magnetometry (SAM), a novel nonlinear constrained minimum

variance beamformer method, which does not provide an inverse

solution and, unlike ECD, requires no a priori specification of the

number of active sources. With respect to comparing or even

integrating MEG and fMRI data, SAM appears to be highly

appropriate. Like fMRI, it promotes a block design paradigm and

it displays the three-dimensional distribution of the differences in

brain activation between states of ‘‘activation’’ and ‘‘rest’’, together

with the time course of cortical activation on a millisecond time

scale.

Extensive literature is devoted to the investigation of the human

somatosensory cortex by either fMRI or MEG. Using tactile

stimulation of the hand, fMRI studies observed activity in the

contralateral primary somatosensory cortex (SI); (Kurth et al.,

1998; Moore et al., 2000; Polonara et al., 1999; Stippich et al.,

1999), bilaterally in the secondary somatosensory cortices (SII)

(Maldjian et al., 1999; Polonara et al., 1999), the parietal ventral

area (PV) (Disbrow et al., 2000a; Disbrow et al., 2001), posterior

parietal cortex (PPC) (Kurth et al., 2000), and other associated
regions, such as cerebellum, thalamus and claustrum (Bushara et

al., 2001; Davis et al., 1998). The main contribution to the BOLD

activity of SI appears to come from Brodmann areas 1, 3b, and to a

lesser degree from areas 2, 4 and 3a (Kurth et al., 1998, 2000; Lin

et al., 1996), although these observations stem at least in part from

the varied characteristics of the somatosensory stimuli applied.

Transient somatosensory-evoked-fields (SEFs) were observed

by means of MEG from SI (Brodman areas 3b and 4) mainly

contralaterally (20–60 ms after stimulus onset) (Forss et al.,

1994; Suk et al., 1991), but also ipsilaterally to the side of

stimulation (90–287 ms) (Korvenoja et al., 1995). Further

bilateral generators have been reported from SII at about 100

ms (Hari et al., 1984, 1993); from PPC (70–110 ms) (Forss et al.,

1994); and from mesial cortex (110–140 ms) (Forss et al., 1996).

Only a limited number of MEG studies have reported activity of

the thalamus and the cerebellum (Tesche, 1996; Tesche and

Karhu, 1997). In addition, slow-wave and oscillatory activity

have been observed: sigma rhythm from SII (Narici et al., 2001),

sustained activation of SII (Forss et al., 2001), event-related

desynchronization (ERD) and event-related synchronization

(ERS) in the alpha-, beta- and gamma-frequency range from SI

(Hirata et al., 2002), high-frequency oscillations up to 600 Hz in

SI (Curio et al., 1994; Hashimoto et al., 1996; Haueisen et al.,

2001) and steady-state-responses (SSR) from SI (Diesch et al.,

2001; Pollok et al., 2002).

Currently, there is increasing scientific interest in addressing

how well the neuronal and the hemodynamic changes correlate

with brain functions. Progress in understanding this issue is

possible through combined electrophysiological and fMRI meas-

urements (Dubowitz et al., 1998; Logothetis et al., 1999, 2001;

Stefanacci et al., 1998). Disbrow et al. (2000b) showed an overall

concordance of 55% between fMRI and electrophysiologically

defined maps. In the concordant maps, the focal points of the

fMRI activations were located within the respective location

obtained by using microelectrode-recording technique. However,

in 45% of the cases, the center of the fMRI maps fell outside the

electrophysiologically defined maps. Arthurs et al. (2000) showed

linear coupling between fMRI and ERP amplitude in four out of

five subjects for the early N20-P22 amplitude. Moreover, the

intensity of the BOLD signal correlated linearly with the evoked

potential amplitude in four of the five subjects studied. Differences

in location of brain activity between MEG (ECD approach) and

fMRI were reported for the early SI response (Kober et al., 2001;

Stippich et al., 1998). However, in these studies, MEG and fMRI

used different time intervals for the comparison: tens of milli-

seconds in MEG and several seconds in fMRI. Therefore, it is not

clear whether the observed differences are due to the method used

or to differences of the quantified activity.

Therefore, the objective of this study is to establish whether

MEG and fMRI could detect a common brain subspace despite the

different specificity of each measurement and the different signal-

to-noise ratios inherent in each method. Furthermore, the contri-

butions of different frequency bands of the MEG to the BOLD

signal in the defined subspace should be visualized. A novel

method of cross-modal correspondence analysis (CMCA) was

developed to compare the MEG and fMRI signals. The CMCA

was experimentally evaluated intra- and inter-individually on the

brain activity evoked by somatosensory stimulation. The CMCA

analysis attempts to focus on the same time window in MEG and

fMRI and provides the distribution of the representation of the

common subspace.
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Methods

Subjects

Fourteen right-handed subjects (five female) in the ages of 24–

52 years (mean of 30 years) participated in one MEG and one

fMRI session. To evaluate the reproducibility of the intra-individ-

ual data, one subject was measured 10 times with MEG and 5 times

with fMRI. All subjects had no history of neurological disorders.

Handedness was established using the Edinburgh handedness

questionnaire (Oldfield, 1971). Informed consent was obtained

from each subject after the nature of the study has been explained,

in accordance with the principles of the Declaration of Helsinki.

Somatosensory stimulation

A computer-controlled portable multi-channel device generated

and delivered identical somatosensory stimulus sequences during

MEG and fMRI measurements. Balloon diaphragms of 1 cm in

diameter presented haptic stimuli independently to the palmar,

distal phalanges of the right digit 1 and the right digit 4, as well as

to the right side of the lower lip. The diaphragms were driven by

air pressure pulses of 50 ms duration and evoked a soft sensation at

the target body part. Since the stimuli applied to the digits evoked

subjectively weaker sensations than those to the lip, two balloon

diaphragms were used in parallel for each digit, whereas only one

was used for the lower lip.

The time course of the stimulus sequence is illustrated in Fig. 1.

Each body part was stimulated at a rate of 2 Hz in blocks of 15 s

duration. Each block was followed by a 15-s resting period. The

order of stimulated body parts was randomized between successive

blocks with the restriction that the same body part was stimulated no

more than two blocks in a row. A total of 450 stimuli was presented

to each body part. For MEG, the entire stimulus sequence of about

23 min was recorded at once. For fMRI, the sequence was
Fig. 1. (A) The pseudo-random order of stimulated thumb (digit 1, D1), digit 4 (D4

stimulated more than twice in a row. In a single stimulus block, one body part was st

Time intervals selected for the ECD, SAM and fMRI data analysis. For fMRI, a box-

of 60 ms duration after the onsets of each of the 30 tactile stimuli was the SAM w

duration followed 15 s later during the stimulus-free period. For the ECD, five or sev
partitioned into three separate runs of 7.5 min duration to ensure

that subjects remained still. An initial period of 10 s was discarded

from each fMRI run to ensure that the magnetization reached

equilibrium before the beginning of data collection.

MEG data collection

MEG recordings were carried out in a magnetically shielded

room using a 151-channel whole-head neuromagnetometer system

(Omega, CTF Inc.), equipped with axial first-order gradiometers (2

cm coil diameter and 5 cm baseline) (Vrba et al., 1998). The MEG

signals were 200 Hz low-pass filtered, digitized, and sampled at the

rate of 625 Hz. A head-based Cartesian coordinate system was

defined for the source localization by three fiducial points, the

nasion and the entrances of the left and right ear canals. Before and

after each MEG recording, these points were determined by

detecting the magnetic signals transmitted by three positioning

coils, placed at the fiducials. The origin of the coordinate system

was set at the midpoint of the medial– lateral axis ( y-axis) which

joined the center points of the entrance to the ear canal of the left

and the right ears (positive toward the left ear). The posterior–

anterior axis (x-axis) was oriented from the origin to the nasion

(positive toward the nasion) and the inferior–superior axis (z-axis)

was perpendicular to the x–y plane (positive toward the vertex). A

sketch of the coordinate system is shown in Fig. 4.

MEG dipole analysis

Stimulus-related epochs of the recorded magnetic field data

were averaged in the time domain selectively according to the

stimulated body part. The DC offset was corrected with respect to a

100-ms pre-stimulus interval. Source analysis was based on a

single ECD model. Dipole locations were estimated independently

for seven sampling points around the first prominent peak arising

at the latency of 35–55 ms in the digit response and for five
) and lower lip (L) within a stimulus sequence. No body part was repeatedly

imulated at the rate of 2 Hz during 15 s followed by a 15-s resting period. (B)

car design was used with a 15-s active and a 15-s control window. The interval

indow in the active condition. Corresponding control intervals of the same

en points around the first prominent peak in the SEF waveforms were chosen.
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sampling points around the peak at the latency of 20–50 ms for the

lower lip response (Fig. 1). The mean source location parameters

across the five or seven data points, respectively, were used for

statistical evaluation. The estimated ECD coordinates of all mea-

sured subjects met the criteria of goodness of fit (R2 value of the

regression) larger than 88%, estimated locations within plausible

coordinates (4.0–1.0 cm in anterior–posterior, 3.0–6.5 cm medi-

al– lateral, and 11–5.5 cm inferior–superior direction) and were

therefore accepted for further analysis.

MEG wavelet analysis

To determine the time interval and frequency range of interest

for SAM, a wavelet analysis was used to characterize the averaged

evoked response from SI. Awavelet filter-bank analysis in the time

interval from �50 to 400 ms and the frequency range from 10 to

120 Hz was performed on the MEG time series. The MEG signals

were convolved by complex Morlet-wavelet, which has a Gaussian

shape in the time and frequency domain, providing optimal time–

frequency resolution. The complex spectral power was calculated

for each epoch and averaged across channels and epochs. The

spectral amplitudes were normalized by the maximum value at

each frequency, which accounted for the low-pass frequency

characteristic of MEG signals.

Synthetic aperture magnetometry

SAM was used to reconstruct cortical tomographic maps, repre-

senting a statistical evaluation of signal power differences between

predefined time intervals for the ‘‘active’’ and the ‘‘control’’ con-

ditions. A basic assumption in SAM is that each possible neural

source has a unique time course and any covariance with other

sources will be treated as noise. To isolate the activity at any location

within the brain, a spatial filter is constructed in a way that is specific

to each location and that exploits the temporal correlations of the

multi-channel magnetic field data. The spatial filters are based on the

concept of a nonlinear constrained minimum variance beamformer

(Robinson and Vrba, 1998; Widrow and Stearns, 1985). These

spatial filters are optimized so that activity at the target location is

emphasized and the co-varying signals from all other locations are

attenuated. The signal power in a specified frequency band as

estimated by the spatial filters is normalized to the estimated noise

in the corresponding voxel and compared between temporal inter-

vals related to an active and a control condition. Subsequently, a

pseudo-t statistic, Th, describes the normalized power differences

between the experimental conditions in each voxel:

Th ¼ SA � SC

rA þ rC

where h is the location in three-dimensional space, SA and SC denote

the source power in the active and control window, respectively, and

rA and rC denote the corresponding noise power. A voxel-wise

representation of Th as a color-coded statistical map was then

adopted for comparison with the co-registered fMRI data.

To calculate the SAM images, the head shape was first

reconstructed from the anatomical MRI for each subject. In

contrast to the ECD, SAM allows the spherical model to vary

across the scalp surface. This makes SAM results less sensitive to

the precise size and location of the sphere that is adopted. Only the

channels of the left hemisphere were used or further analysis, for
two reasons. First, only contralateral SI activation was expected.

Secondly, using only one hemisphere avoided possible interference

from correlated signals in the other hemisphere. The MEG data

were band-pass filtered in three frequency bands, selected accord-

ingly to the wavelet analysis: beta band (20–30 Hz), low gamma

band (30–60 Hz) and high gamma band (60–100 Hz). Pseudo-t

values were calculated for each voxel (reformatted to the size of 5�
5 � 5 mm) using the time interval 0–60 ms after stimulus onset for

the active window and a control window of the same duration

within the stimulus-free block (c.f. Fig. 1).

To detect statistically significant activity from multiple SAM

measurements within a subject and across subjects as well, a

nonparametric permutation technique (Efron and Tibshiran 1993)

was adapted to the SAM analysis (Chau et al., 2002). For this test,

the probability distribution of Th was estimated by resampling the

data 1024 times. For each sample, the conditions of active and

resting stage were permuted within the subject and Th was

computed for each voxel. The Th values were then averaged across

subjects or repeated experimental sessions to obtain an average

volumetric image of Th. To construct the distribution of the

maximum Th from the average volumetric images for omnibus

hypothesis testing, an iteration algorithm developed by Belmonte

and Yurgelun-Todd (2001) was used. For each voxel, the null

hypothesis of equal power in the active and resting interval was

rejected at the nominal level of P < 0.05.

MRI data collection

Anatomical and functional MRI data were acquired with a 1.5-

T MR scanner (Signa, General Electric Medical Systems, Wauke-

sha, WI; NV/i hardware, LX 8.5 software configuration). The

standard quadrature transmit/receive birdcage head coil was used.

Head restraint was provided using a vacuum pillow (Vac Fix, Par

Scientific, Inc.). Three fiducial markers, filled with standard MRI

contrast agent (Magnevist, Berlex; 1:100 aqueous dilution by

volume) were placed at the same locations used for the MEG

experiments and enabled the co-registration of MRI, fMRI and

MEG data. Anatomical MRI was performed using three-dimen-

sional fast spoiled gradient echo imaging technique [128 axial

slices 1.4 mm thick, field-of-view (FOV) = 22 � 18 cm, flip

angle/TE/TR = 35j/6 ms/15 ms, 256 � 192 acquisition matrix] to

serve as the underlay for functional maps. Functional MRI was

performed using a T2*-weighted pulse sequence optimized for

signal contrast arising from the BOLD effect with single shot

spiral k-space readout, offline gridding, reconstruction, and cor-

rection for magnetic field inhomogeneity and Maxwell gradient

terms (Glover and Lai, 1998). Imaging data were acquired as 24

coronal slices (5.0 mm thick, FOV = 20 cm, flip angle/TE/TR =

80j/40 ms/2000 ms, 64 � 64 acquisition matrix) as this orienta-

tion likely provides the best in-plane resolution for somatotopic

mapping.

fMRI data analysis

Functional MRI data were analyzed using SPM99 (Wellcome

Department of Cognitive Neurology, London, UK; http:/www.

fil.ion.ucl.ac.uk/spm). Before statistical evaluation, preprocessing

was performed using a standardized procedure (Friston et al.,

1995), including the following steps: (1) realignment, to correct

for small head motions using the first scan of the trial as reference;

(2) co-registration, to overlay fMRI and MRI data sets accurately
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in space; (3) normalization, to transform the imaging data for each

individual into a standard stereotactic space [Montreal Neurolog-

ical Institute brain template, (MNI)]; and (4) smoothing, to accom-

modate individual anatomical variability using an isotropic

Gaussian filter with 8 mm full-width at half maximum (FWHM).

A general linear model was used to explain signal changes at each

voxel between the active and control conditions. For each individ-

ual measurement, significance between the ‘‘active’’ (stimulation)

and ‘‘control’’ (rest) conditions was determined using a t-statistic

calculated at each voxel. These results were used to identify the

hotspot of the activities. To detect the random effects across

measurements, the contrast images between the two conditions

were pooled together. Significance was then assessed by

performing a one-sample t test on the contrast images.

Comparison of source locations obtained from the ECD, SAM and

fMRI analysis

The ECD analysis of the MEG data resulted in coordinates for SI

response to stimulation of the different body parts. For both the

SAM and fMRI analyses, corresponding source coordinates were

obtained as the location of the largest t and pseudo-t values,

respectively. All coordinates were transformed into the MNI stan-

dardized space. For this analysis, a high-resolution SAM image in

the frequency range from 20 to 100 Hz was recalculated, which was

sampled on 1 mm3 voxels to reduce spatial quantization error. Mean

source coordinates across the group and the repeated measurements

were calculated for the three methods. The 95% confidence limits
Fig. 2. Analysis steps of the cross-modal correspondence analysis. (A) The

frequency bands were normalized by the corresponding standard deviations

frequency band was calculated and combined to the correspondence matrix

correspondence matrix, resulting in pairs of latent variables (LVs). (D) Steps (A

to test the significance of the brain salience.
for the means were estimated from bootstrap resampling. To test

whether the three methods resulted in consistent estimates of source

coordinates and whether the methods distinguished between sour-

ces of the three body parts, a two-factor ANOVA [method (ECD,

SAM, fMRI) _ body part (digit 1, digit 4, lip)] was performed.

MEG–fMRI correspondence

Besides comparing the MEG and fMRI source locations using

the methods described above, it was determined: (a) how the task-

related signals obtained by the two neuroimaging methods agreed

with each other within each voxel; and (b) how the different

frequency bands provided by MEG contributed to the BOLD

signals. These issues were addressed using a novel multivariate

method, referred as cross-modal correspondence analysis (CMCA),

developed specially for this study. ‘‘Correspondence analysis’’

describes the method best, but it should be noted that the CMCA

reported here is different from the established statistical method

with the same name (Dettmers et al., 1996; Roux et al., 2001).

The correspondence was calculated for three frequency bands

as a cross-product across all subjects between the unthresholded

SAM pseudo-t value in each band and the unthresholded fMRI

regression coefficients at each voxel (SPM contrast images) (c.f.

Fig. 2). Before multiplication, the image for each subject was

scaled to its absolute maximum, to eliminate biases from different

scales in the two data sets. The three correspondence vectors of

length equal to the number of voxels formed the rows of the

correspondence matrix. A singular value decomposition (SVD)
fMRI t values and the SAM pseudo-t values obtained from specified

(STDEV). (B) The correspondence between fMRI and SAM in each

. (C) A singular value decomposition (SVD) was performed on the

) to (C) were repeatedly performed on resampled data across the groups
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decomposed the correspondence matrix into pairs of latent varia-

bles. Each pair of latent variables consists of a singular image,

which is the volumetric representation of weights for each voxel,

called brain salience and of weights for each frequency band. The

first pair of latent variables reflects the most significant pattern of

correspondence between the fMRI and MEG data. The weights

reflect how each frequency band contributes to the pattern of

activity observed by fMRI. The pairs of brain saliences and

frequency weights are used to visualize the results of the corre-

spondence analysis.

For statistical analysis, a bootstrap test was applied to the brain

salience of each voxel. The correspondence volumes for the

different frequency bands of SAM were computed for each

individual measurement (n = 10 for the inter-individual and n =

5 for the intra-individual test). The data were resampled with

replacement from the sets of multiple measurements. For each

frequency band, the correspondence volumes were averaged across

the n samples and combined into a correspondence matrix.

Subsequently, a SVD was applied to this matrix, which resulted

in a sample of brain salience. From resampling the data 500 times,

the distribution of the brain salience of each voxel was estimated.

Only those brain saliences that were reliably different from zero,

based on the ratio of the estimated salience over the bootstrap-

estimated standard error, were accepted for visualization and

further analysis.
Results

In all MEG recordings, the ECD and SAM provided consistent

cortical areas of activation. The SPM analysis of the fMRI data

showed identifiable activity in SI in 12 of 14 subjects. The data

from two subjects who did not show activations were excluded

from the group analysis.
Fig. 3. Individual waveforms of the global field power (top) and time–frequenc

selected channels around the maximum of the magnetic field distribution averaged

scale, which is referenced to the stimulus onset, is common to the waveforms and t

frequency to the maximum within the displayed time interval, is coded on a color

selected for subsequent SAM analysis of the SI response.
Wavelet analysis of evoked responses

Fig. 3 shows the global field power waveforms of the SEF and

the corresponding spectrograms, obtained from maximally

responding channels in responses to digit 4 and lower lip stimu-

lation, including the data of all 10 repeated measurements. The

global field power peaked around 45 ms after stimulus onset in the

case of digit 4, and it was identified as the primary somatosensory

response. The analogous peak occurred at 38 ms for the lower lip.

In both cases, representation of the peak in the time–frequency

domain indicated broad frequency contributions to the normalized

power ranging from 0 up to approximately 120 Hz. In the case of

lower lip stimulation, a double peak response was observed with a

latency of 38 ms for the first peak. Both peaks also were narrower

in the time domain than that observed for digit 4.

In both spectrograms, the pronounced spectral amplitudes

after the stimulus onset show good contrast to the background

MEG activity within the frequency range of 20–100 Hz. There-

fore, this frequency range was selected for SAM analysis and

divided into three frequency bands (beta: 20–30 Hz, low gamma:

30–60 Hz, and high gamma: 60–100 Hz). The white rectangles

in Fig. 3 mark the time interval 0–60 ms and the frequency

range 20–100 Hz, which were selected for SAM analysis of the

SEF.

SI representation of SAM, ECD and fMRI for the single subject and

the group

The ANOVA revealed significant effects of both factors body

parts [F(2,24) = 15.33, P < 0.0001] and methods [F(2,24) =

22.39, P < 0.0001]. This means that all three methods separated the

sources corresponding to the three body parts. However, the

localization estimates were different for the different methods.

The obtained source coordinates of digit 1, digit 4 and lower lip

e 22 (2004) 120–133 125
y representation (bottom) of the averaged evoked response obtained from

across 10 repetitive measures for digit 4 (left) and lower lip (right) The time

ime–frequency representations. The power, which was normalized for each

scale as indicated. The white rectangle marks the time– frequency interval
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in SI as determined by the ECD, the coordinates of the maxima of

pseudo-t values obtained with SAM and the maxima of t values

from the fMRI measurements are depicted for the group in Fig.

4A. The analogous results for repeated measurements of a single

subject are shown in Fig. 4B. In these figures, the 95%

confidence volumes, which do not overlap at least in one

projection with the location of a neighbouring body part, show

a clear separation of all body parts with all three methods. The

labels D1 (digit 1), D4 (digit 4) and LL (lower lip), which are

placed at the mean coordinates obtained with all the different

methods, demonstrate the somatotopic order D4–D1–LL for the

group and the repeated measurement of an individual. For the

group, the somatotopic representation was most pronounced in

inferior–superior direction with an extension of more than 2

cm, and extensions of about 1 cm in the anterior–posterior and

less in the lateral –medial directions, respectively. For the

individual, the analogous measurements were slightly larger. A

projection of the source locations obtained in the group onto a

three-dimensional representation of the brain surface is shown in

Fig. 4C.

For a quantitative analysis of the localization differences

between the methods for the different body parts, the 95%

confidence limits as obtained by pairwise t tests using Tukey’s

method are summarized in Fig. 4D. The figure identifies
Fig. 4. (A) Inter-individual comparisons of source localizations estimated by ECD

(triangle), digit 1 (square) and lower lip (circle). The symbols represent the me

combination with the 95% confidence limits of the mean shown as ellipsoids.

Superimposition of the group results onto the three-dimensional reconstruction of

Brodmann boundaries dividing the SI. (D) Results of multiple comparisons betwe

different body parts (right). The error bars denote the corrected 95% confidence int

indicate a significant difference.
significant localization differences if the confidence interval does

not include the vertical zero line. For the group and the

repeatedly measured individual, the SAM results were consis-

tently about 5 mm more superior to the ECD locations, whereas

the fMRI results were consistently 5–10 mm more inferior to

the sources obtained with SAM and ECD. A similar order was

found in medial– lateral direction with most medial coordinates

for the SAM results, the ECD locations about 5 mm more

lateral, and the fMRI location 7–9 mm more lateral than the

SAM results. Both the group and repeated measurement data

resulted in about 4 mm more posterior source locations for SAM

compared to the ECD results. The fMRI locations obtained from

the repeated individual measurements were about 7 mm more

anterior than the SAM and 3 mm more anterior than the ECD

results, respectively. In the group, the fMRI locations were not

significantly different from those of SAM in the anterior–

posterior direction, but 5 mm more posterior than the ECD

locations.

The localization differences between the body parts shown on

the right of Fig. 4D demonstrate the consistency between group

and repeated measurements in the anterior–posterior and medial–

lateral directions. In the inferior–superior direction, the separation

between digit 4 and digit 1 is larger in the repeatedly measured

individual than in the group. Similarly, the distance between lower
(blue), SAM (green) and fMRI (red) for the SI representations of digit 4

an source coordinates in the x– z plane (left) and the y– z plane (right) in

(B) Intra-individual comparison of the results of source localization. (C)

an individual brain surface. The sketch in the upper right corner outlines the

en source coordinates obtained with the different methods (left) and for the

ervals for the differences. Confidence intervals that do not cross the zero line



Fig. 5. Pseudo-t values of SAM and t values of fMRI analysis obtained from repeated measurements (upper and middle rows, respectively). The results

corresponding to digit 1, digit 4 and lower lip stimulation are superimposed on coronal slices of the individual brain. The slices are arranged in anterior to

posterior order. Only those voxels are shown that reached the (uncorrected) significance level of P < 0.01 fMRI, and P < 0.05 SAM on the basis of a

permutation test. The white dots within white circles mark the mean location of the individual maxima of fMRI and SAM results (hotspots). Results of

CMCA brain saliences applied to the repeated individual measurements are shown in the bottom row ( P < 0.01, uncorrected on the basis of bootstrap

resampling).
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lip and digit 4 representation extends over 22 mm for the individual

and 17 mm for the group in inferior–superior direction. The lip

and digit 1 representation are separated by 10 mm in this direction.
Fig. 6. Pseudo-t values of SAM, t values of fMRI analysis and CMCA re
In the anterior–posterior direction, the somatotopic representation

of the three body parts extends over 10 mm and in lateral–medial

direction over 6 mm.
sults obtained from the group of 14 subjects, arranged as in Fig. 5.



Fig. 7. Bar plots show the weights with which a distinct frequency band

(20–30 Hz, 30–60 Hz, 60–100 Hz) contribute to the SAM–fMRI

correspondence for the repeated measurements (right) and for the group of

14 subjects (left).

oImage 22 (2004) 120–133
SAM permutation and fMRI analysis

Figs. 5 and 6 compare the SAM permutation and fMRI results

for the single subject and the group, respectively. These figures

show activation maps superimposed on cropped coronal anatomical

images, and provide a visual description of the location and extent

of activation with respect to SI for both imaging methods. Thus,

these figures encapsulate features of the brain activity not indicated

by the analysis of cortical loci shown in Fig. 4. In both Figs. 5 and 6,

SAM and fMRI generally identify activity in the contralateral SI.

However, probably due to the selection of the time interval and the

contralateral MEG channels, SAM detected only SI while fMRI

depicted also the contralateral (and ipsilateral—not shown) second-

ary somatosensory cortex (SII). Although the regions of activity

corresponding to the digit representations were not separable in

both studies using SAM or fMRI, the lower lip representation was

inferior compared to the digits and in line with the somatotopic

cortical organization. The group fMRI had fewer active areas,

which can be expected since only the common activity across

subjects was detected.

Single subject analysis

In the study of the single subject, the digit 4 stimulation evoked

the largest and strongest activity of all body parts (Fig. 5). The

peak activity was located in the central sulcus, whereas scattered

activity included the precentral gyrus, white matter and postcentral

gyrus (Brodmann area, BA 1). The activity of digit 1 included the

pre- and postcentral gyrus and was slightly overlapping that of

digit 4. The lower lip activity was well localized, being more

anterior and inferior in comparison to that of the digits. Overall,

this spatial relationship agreed well with the established somato-

sensory homunculus.

Group analysis

Similar features were observed for the group analysis (Fig. 6).

Digit 1, digit 4 and lower lip stimulation activated SI. The thumb

representation was well localized and inferior to the one of digit 4.

However, both representations overlapped. In contrast to the digits,

the lower lip was bilaterally represented in SI with activity located

more inferior and anterior.

The strongest fMRI activity of the digits was found in the

contralateral SII, even stronger than the SI response. Additionally,

digit 4 stimulation activated the ipsilateral cerebellum (tonsil) and

bilateral insula (BA13). The lower lip activation was in general

widespread, comprising SI and SII; and additionally, the cingulate

gyrus, contralateral cerebellum, insula, thalamus and ipsilateral

midbrain.

The SAM permutation analysis showed well-circumscribed

activity in the postcentral gyrus (SI). The lip representation was

inferior and anterior compared to the digits, in line with the known

somatotopy.

MEG–fMRI correspondence

The CMCA in Figs. 5 and 6 illustrates the spatial concordance of

the SAM and fMRI activations for the measured SAM frequency

bands: 20–30, 30–60 and 60–100Hz. The SAM frequencyweights

contributing to the brain salience are shown in Fig. 7. In both, the

group and the repeatedly measured individual, the correspondence
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analysis revealed a common neuronal population of SI for all

stimulated body parts, with a clear somatotopic organization. In

some cases, the brain salience agreed with the overlap of MEG and

fMRI. Overall, the CMCA locations tended to be in between the

peak SAM- and fMRI-activity; mainly more posterior, more inferior

and more medial as compared to the SAM activity. Additionally, the

CMCA yielded new areas not seen in either imaging technique,

especially posterior parietal cortex activity for digit 4 and digit 1 in

the repetition study. There is an overall trend that, the low gamma-

band SAM results showed the highest correspondence with the

fMRI, followed by the beta- and high gamma-band.

In the group study, the CMCA marked a clear focal high brain

salience in SI that is in accordance with the somatotopic organi-

zation, especially in the superior– inferior plane and in the anteri-

or –posterior plane. No additional high brain saliences were

evident. The SII activity shown in fMRI was filtered out in the

correspondence analysis.

In the single-subject repetition study, the CMCA detected

mainly SI and SII, and the posterior parietal cortex. The highest

correspondence was found in SI where all body parts showed a

somatotopic organization. The CMCA also highlighted the sec-

ondary somatosensory cortex for all stimulated body parts. Finally,

a high brain salience was found in the posterior parietal cortex
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following digit 1 stimulation, which was not detected with either

MEG or fMRI alone.
Discussion

In this study, all three neuroimaging methods (ECD, SAM and

fMRI) were able to mark the homuncular organization of the

contralateral SI. In the inferior–superior direction, the distance

between lower lip and digit 4 representation extends over 22 mm

for the individual and 17 mm for the group. The lip and digit 1

representation are separated by 10 mm in this direction. In the

anterior–posterior direction, the somatotopic representation of the

three body parts extends over 10 mm and in lateral–medial

direction over 6 mm. Thus, the results of this study are in line

with previous findings despite differences in the imaging tech-

niques. Both fMRI and MEG data exhibit a 12- to 18-mm

tangential length to the finger region (Kurth et al., 2000; Maldjian

et al., 1999). Similarly, Nakamura et al. used the ECD to detect

mean linear distances between lip and digit 1 of 1.46 F 0.70 cm

and between digit 4 and digit 1 of 1.22 F 0.23 cm (Nakamura et

al., 1998).

Despite the relatively good agreement between MEG and fMRI

localizations as presented in this study, significant differences

between the ECD, SAM and fMRI results were found in the

anterior–posterior, superior– inferior and medial – lateral direc-

tions. The following sections briefly discuss the possible reasons

for the observed spatial differences and how the SAM–fMRI

results are tied together through the means of CMCA.

SAM and ECD

The inconsistency between SAM and ECD likely arises due to a

combination of intrinsic differences between the two techniques.

ECD identifies the dipole locations based on the rhythmic neuronal

changes in the active condition, whereas SAM detects the brain

activities based on the source power difference between the active

and control conditions. ECD uses a single local sphere for dipole

fitting and therefore is very sensitive to the sphere location, whereas

SAM can use different local spheres to estimate the source powers

for the different locations. Lastly, ECD uses a single dipole to

represent the centre of gravity of all sources such that dipole

estimation is affected by distributed or distant sites of activity,

whereas correlated sources are suppressed by the spatial filters in

SAM. Given these differences, discrepancy between SAM and

ECD is expected and the SAM results are thought to be more

reflective for the spatial location of the neuronal activity. Particu-

larly, SAM is more sensitivity to multiple sources rather than

assuming a single ECD. Interestingly, there is not a clear-cut

observation that SAM results and fMRI results agree better than

ECD and fMRI.

MEG and fMRI

Parts of somatosensory cortex were emphasized differently

between MEG and fMRI. While MEG results emphasize the SI

response, in fMRI, the strongest activity was detected from SII. On

reflection, this is not surprising. The SI response at 45 ms is a brief

event, whereas neural activity continues to evolve over several

hundred milliseconds, involving SII and more posterior regions.

Therefore, it is likely that the responses associated with these
regions are weighted more heavily by fMRI over the 15-s active

condition. Another possibility is that fMRI ‘‘box-car’’ study

designs may be affected by synchronization and desynchronization

of neurons responding to the end or beginning of a stimulus

sequence. Logothetis et al. (2001) reported that local field poten-

tials (LFPs), which reflect superposition of synchronized dendritic

currents averaged over a larger volume of tissue, are significantly

better correlated with fMRI signal than multi-unit activity (MUA),

which is believed to reflect spiking activity of neurons near the

electrode tip.

The different SI location estimates of ECD and fMRI reported

in this study are in line with Kober et al. (2001), Stippich et al.,

1998 and Korvenoja et al. (1999) who found mean linear distances

between ECD source locations and the centroid of the fMRI

activation of 15 mm, 13.5 mm and 15 mm, respectively. The

fMRI activations of BA3b were significantly more lateral and

inferior compared to SAM and ECD, as found by Kober et al.

(2001), and also more posterior, in agreement with Disbrow et al.

(2000a). In fact, the BOLD signals for the SI areas are mainly

localized posteriorly (Burton and Sinclair, 2000; Kurth et al., 1998;

Moore et al., 2000; Pardo et al., 1997), close to major vasculature

running in inferior–superior direction (Disbrow et al., 2000b).

Furthermore, since both ECD and SAM results of this study were

based on signals corresponding to a short time interval, activities in

BA1 and BA2 might not have been detected by MEG as they occur

about 90 ms after the stimulus onset (Allison et al., 1989; Goldring

et al., 1970). However, both activities should contribute to the

BOLD signal. It is not surprising that fMRI and MEG would

identify different SI areas, since one is based on the synchronized

neuronal activity and the other on the blood-flow-dependent

changes.

MEG–fMRI correspondence

This study introduced a new procedure to analyze MEG and

fMRI data to gain both scientific and statistical power by

pooling data from the two methods. Intra-operative cortical

mapping has shown that MEG (Gallen et al., 1995; Makela et

al., 2001; Roberts et al., 1995a,b) and fMRI (Jack et al., 1994;

Mueller et al., 1996; Puce et al., 1995; Yetkin et al., 1997;

Yousry et al., 1995) can correctly detect neuronal sources.

Similar results have been obtained by comparison with trans-

cranial magnetic stimulation (Krings et al., 1997; Morioka et al.,

1995; Roberts and Rowley, 1997). Both fMRI and MEG have

individual advantages and disadvantages in locating neuronal

activity, which might affect the signal-to-noise ratio differently in

each method. The joint use of fMRI and MEG has been

proposed by several authors (Beisteiner et al., 1997; Inoue et

al., 1999; Roberts and Rowley, 1997), since each method has its

own limitations (Kober et al., 2001) and emphasizes different

aspects of the neuronal population. We combined both MEG and

fMRI to provide a robust localization estimate and in gross a

‘more realistic representation’ or at least a complementary

approach of the underlying neuronal representation afforded by

both modalities. To proceed in this direction, we addressed here

the questions (1) whether the activity observed from MEG and

fMRI represents a common neuronal population, and if so (2)

which frequency band obtained by MEG best fits to this

neuronal subpopulation.

Despite the different SI representations measured by MEG and

fMRI, CMCA depicted a common neuronal subpopulation in all
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three cases. In the group measurements, CMCA showed a high

correspondence between SAM and fMRI in SI. The investigated

body parts followed the homuncular organization, especially in

the superior– inferior plane and in the anterior–posterior plane. In

the repeated measurements of an individual, CMCA depicted SII

in addition to SI, and also for the digits the posterior parietal

cortex. In addition, early activations of the postcentral sulcus and

posterior operculum, as shown in the CMCA of the repeated

measurement, agree with the observations of Korvenoja et al.

(1999).

The CMCA images do not display activity in formal sense, but

rather brain regions in which MEG and fMRI activation maps best

match. By using unthresholded images, this approach is able to

detect areas of maximal overlap between imaging modalities,

which may not pass the statistical threshold in each single

modality. The addition of the bootstrap assessment of CMCA

results ensures that the overlap is also statistically reliable. There-

fore, it was expected that CMCA displays areas not seen in either

single modal analysis; hence, our study could show that (1) MEG

and fMRI in case of SI correspond better than reported in previous

studies, and (2) CMCA was able to detect for the repetition study

activations in SII and PPC seen only to some extent in MEG or

fMRI.

In line with the wavelet analysis, good correspondences were

found for all selected frequency bands. The best correspondence

was found for the 30- to 60-Hz frequency band followed by the 20-

to 30- and 60- to 100-Hz frequency bands. However, the differ-

ences were marginal and all frequencies explained the distributed

activations of fMRI almost equally well. Hence, in general, a

distribution of neuronal oscillatory power, comprising all measured

frequency bands, contributes to the BOLD signal following tactile

stimulation.

Final remarks

The main purpose of the present study was to investigate the

relationship between MEG and fMRI signals. We therefore intro-

duced the new method of CMCA to spatially correlate specified

time intervals of MEG with the BOLD fMRI signal. Pooling data

from the two different modalities increased the scientific under-

standing and the statistical power by locating common neuronal

subpopulations, which can be used for seeded dipole estimates to

refine and increase the spatial and temporal selectivity power of

MEG.

The primary somatosensory cortex was chosen as an example

for the present study. The observations that: (1) MEG and fMRI are

found to be sensitive to common neuronal subpopulations and (2)

there is a broad-band frequency contribution of neuronal activity to

fMRI signals, represent important additional insight into the

biophysical relationship between the two imaging modalities.

Furthermore, they have positive implications for development of

further methods to combine MEG and fMRI to probe brain

function.
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Appendix A

SAM is based on the principle of the minimum variance

beamforming technique commonly used in sonar and radar for

signal detection. As an adaptive beamformer, SAM constructs a

spatial filter for each location in the head, which allows passing the

signals originating from the specified location while attenuating all

other signals. The spatial filter for location and moment vector h is

a linear projection operator defined by a set of coefficients ( ),

with one coefficient for each sensor. Given an array of m sensor

measurements, M, the filter output at h is represented as:

Sè ¼ WT
è M: ð1Þ

To suppress signals from the unwanted location, the coefficients

Wè is chosen such that the output power is minimum while

ensuring a unit response for the source at h. Mathematically, the

coefficients are determined by minimizing the source power,

S2h ¼ ½WT
h M� ¼ WT

h CWh, ð2Þ

subject to the constraint of Wè
TBè = 1, where C is the covariance

matrix between the sensor signals, and Bè is the forward solution,

which determines the magnetic field at the sensor locations,

associated with a dipole with parameters h. The coefficient solution
is:

Wh ¼ ½C þ �Ó��1B�

BT
� ½C þ �Ó��1Bh

, ð3Þ

where � is a diagonal matrix representing the estimated sensor

noise power, and l is the Backus-Gilbert regularization parameter

adjusting the trade-off between the filter’s spatial resolution and

sensitivity to the uncorrelated noise. With l = 0, the obtained

coefficients are the minimum variance solution which has maxi-

mum spatial selectivity; whereas, minimum-norm solution (for a

single source) is obtained when l is very large (Robinson and

Vrba, 1998). Note that since the filter coefficients are chosen to

attenuate the source powers from other locations, the filter would

also suppress the part of signals at h that is correlated with other

sources. However, the performance of the beamformer is robust to

moderate levels of correlation between sources (Van Veen et al.,

1997).

After the coefficients have been determined, the power of the

filtered signal is then computed using Eq. (2). Three-dimensional

volume of the distribution of source powers is obtained by

applying the above procedure at each location inside the head.

To determine the task-related source power, the common-mode

power, obtained from the period of a control state, is subtracted

from the estimated source power during an active state.

The sensitivity of the MEG signals varies as a function of

source location. The signal-to-noise ratio of the source estimate

declines as the distance between the source and sensors increases.

The noise may obscure the neural activities from the deep sources.

To better estimate the source distribution, the relative strength of

the source power and noise is used to generate the brain volume,

which is referred to as pseudo-t value,

Tè ¼ SAè � SCè
óAè þ óCè

, ð4Þ
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where Sh
A and Sh

C are the estimated power of the source for the

active and control task, respectively, rh
A and rh

C are the estimated

powers of the noise. The pseudo-t value can serve as the task-

related neural activity index.
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