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Abstract. As artificial intelligence (AI) plays a more prominent role
in our everyday lives, it becomes increasingly important to introduce
basic Al concepts to K-12 students. To help do this, we combined the
physical (LEGO®) robotics) and the virtual (web-based GUI) worlds for
helping students learn some of the fundamental concepts of reinforcement
learning (RL). We chose RL because it is conceptually easy to understand
but received the least attention in previous research on teaching Al to
K-12 students. Our initial pilot study of 6 high school students in an
urban city consisted of three separate activities, run remotely on three
consecutive Friday afternoons. Students’ engagement and learning were
measured through a qualitative assessment of students’ discussions and
their answers to our evaluation questions. Even with only three sessions,
students were optimizing learning strategies, and understanding key RL
concepts and the value of human inputs in RL training.
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1 Introduction

Artificial intelligence (AI) is predicted to be a critical tool in the majority of fu-
ture work and careers. It is increasingly important to introduce basic AI concepts
to K-12 students to build familiarity with AI technologies that they will interact
with. Reinforcement Learning (RL), a sub-field of AI, has been demonstrated to
positively contribute to many fields, including control theory [1], physics [2] and
chemistry [3]. This was demonstrated by the AlphaZero system which attracted
widespread public attention by defeating the world’s top chess and Go players
[4]. For students, basic concepts of RL are intuitive and attractive to learn since
it is similar with our cognition of nature of learning [5] and easy to be demon-
strated with games. For instance, when researchers introduced Super Mario to
undergraduate RL sessions, they argued that it increased students’ engagement
[6]. However, most current platforms and empirical research on introducing Al
to K-12 students are based on training supervised learning models [7, 8]. There
are only few activities on the Machine Learning for Kids platform, and a VR sys-
tem designed by researchers that are intended to introduce RL to K-12 students
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[9]. The activities in these RL teaching projects were all fully developed in the
simulated world and there is no research on using physical tools like educational
robots to introduce RL concepts to K-12 students in the real world.

To address this need, we designed three consecutive sessions combining the
LEGO SPIKE Prime robot and a code-free web-based GUI designed for middle
school and above students to learn basic RL concepts. Our first two sessions are
designed around the LEGO SPIKE Prime robot. We asked students to build and
control a robot car to move a specific distance, first with mathematical methods
using extrapolation, and then with a RL method. In the third session, students
were asked to train a virtual robot agent to finish a 1D and a 2D treasure hunt
challenge on a web-based GUI. Prior research has shown that educational robots
are powerful tools for introducing AI concepts to students from young age [10]
to college students [11,12]. Through our sessions, we want students to learn
RL in both the physical and virtual world and give the students an intuitive,
interactive, and engaging learning experience. Due to COVID-19, we designed
our system to be easily built and explored at home, with the instructors providing
feedback and guidance using common video conferencing platforms. Our system
and proposed structured activities cover the following aspects of RL: 1) Key
concepts in RL, including state, action, reward and policy; 2) Exploration and
exploitation and how the agent chooses whether to explore or exploit; 3) Q-table
and agent’s decision making based on it; 4) Episodes and termination rules; and
5) Impacts of human input. We ran a pilot study in December 2020 to test
our system design and session plan with 6 high school students in Boston area
remotely and described the key results and takeaways in this paper.

2 Background and Related Work

It has become increasingly important to introduce AI concepts to pre-college
level or even younger students, resulting in a number of approaches and method-
ologies [7,10]. Recent AI education platforms include Google’s Teachable Ma-
chine [13], Machine Learning for Kids, and MIT’s Cognimate [14]. Google’s
Teachable Machine provides a web-based GUI for students to build classification
models without any specialized technical expertise and to easily distribute de-
signed courses and tutorials to others. Other web-based Al education platforms
demonstrate Al-related concepts by implementing servers and web interfaces for
students to design and test Al agents to play games such as Rok [15].

When designing an activity to teach AI to middle and high school students,
we focused on how to lower the barrier to entry and keep it engaging. Game-
like activities can be engaging to K-12 students and many methodologies for
teaching AI have used video games as educational tools [6,16]. Research has
shown that games are a promising tool for introductory Al classes [17,18] and
has demonstrated the potential to engage non-major students [12]. These prior
works indicate that students are more motivated and engaged when learning
AT through games [19]. Educators also consider “toy problems” as satisfactory
approaches to introduce basic AI knowledge [20]. Our activity is inspired by
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classic treasure hunt games which we make it tangible by combining the web
GUI with an educational robotics platform.

Educational LEGO robots and others have been studied in many K-12 ed-
ucation contexts including physics [21], mathematics [22] and engineering [23,
24]. These studies have shown that robotics kits can improve the students’ en-
gagement and facilitate understanding of STEM concepts. LEGO robots have
also been used in studies for teaching Al and robotics to different age group
students [25, 26, 10-12,27]. These researchers have reported that LEGO robots
could make the learning more interactive, attractive and friendly to students
who do not have an AI or robotics background, which provided inspiration for
us on how to utilize the advantages of physical robots when designing our RL
activity.

3 Reinforcement Learning Background

Reinforcement learning is a class of problems where an agent has to learn how
to act based on scalar reward signals detected over the course of the interaction.
The agent’s world is represented as a Markov Decision Process (MDP), a 5-
tuple < S, A, T, R,y >, where S is a discrete set of states, A is a set of actions,
T:8x A— II(S) is a transition function that maps the probability of moving
to a new state given action and current state, R : S x A — R gives the reward
of taking an action in a given state, and v € [0,1) is the discount factor. We
consider episodic tasks in which the agent starts in an initial state so and upon
reaching a terminal state Sie;m, @ new episode begins.

At each step, the agent observes its current state, and chooses an action
according to its policy # : & — A. The goal of an RL agent is to learn an
optimal policy 7* that maximizes the long-term expected sum of discounted
rewards. One way to learn the optimal policy is to learn the optimal action-
value function Q(s,a), which gives the expected sum of discounted rewards for
taking action a in state s, and following policy 7 after:

Q*(s,a) = R(s,a) + 72T(s'|s,a) X maxy Q* (s, a’)

s’/

A commonly used algorithm used to learn the optimal action-value function
is Q-learning [28]. In this algorithm, the Q-function is initialized arbitrarily (e.g.,
all zeros). Upon performing action a in state s, observing reward R and ending
up in state s’, the Q-function is update using the following rule:

Q(S, a’) — Q(87 a) + a(R + mawa’Q(S,> a,) - Q(Sv a))

where «, the learning rate, is typically a small value (e.g., 0.05). The agent
decides which action to select using an e-greedy policy: with small probability
€, the agent chooses a random action (i.e., the agent explores); otherwise, it
choose the action with the highest Q-value in its current state (i.e., the agent
acts greedily with respect to its current action-value function).
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Fig. 1. An example physical build of the robot car and activity environment

RL can be computationally expensive and may require large amounts of
interaction. To speed up learning, researchers have proposed human-in-the-loop
RL methods. For example, in the learning-from-demonstration (LfD) framework,
human teachers take over the action selection step, often providing several tra-
jectories of complete solutions before the agent starts learning autonomously. In
a related paradigm, the agent can seek “advice” from its human partner, e.g.,
what action to select in a particular state for which the Q-values are thought
to be unreliable due to lack of experience. One of the goals of our system and
proposed activity is to demonstrate to students how human partners can help a
robot learn through interacting with it.

4 Technical Approach

4.1 System Overview !
The following system components are required for setting up the activity: a phys-
ical robot platform, a custom code-free web-based GUI environment to better
visualize and control the RL training process, and instructions to guide stu-
dents as they go through the activity. We used the LEGO SPIKE Prime robot,
which supports MicroPython and Scratch-like block-based coding, and Blue-
tooth communication between the robot and a computer. It comes with several
sensors including distance sensor, force sensor and color sensor. It also has an
intuitive programming application for students to code and monitor the status
of the robot. In our activity, students are guided through a challenge to build
a robotic car like the one shown in Figure 1 and program it to move a specific
distance, first using a mathematical approach, and then using a RL approach.
We also designed an interactive, web-based GUI for both the 1D and 2D
treasure hunt activities. The objective of the GUI is to facilitate student learning

' All code and materials available at: https://github.com/ZyZhangT /rlplayground
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Fig.2. The front side of the placemat instruction used in session 1
and 2. We provide students some example builds and hints to the
solution of the challenges. High-resolution images are available at:
https://github.com/ZyZhangT /rlplayground/tree/main/Placemats

by illustrating key concepts and processes that are hard to demonstrate with the
physical robot. Also, we wanted to provide students with a friendly and efficient
approach to manually control the training process of an RL agent. To serve such
purpose, the GUI system has the following features: 1) An interface for students
to visualize how key RL variables (e.g., state, action, reward) change during
the training process; 2) Opportunities for students to participate in the training
process by providing rewards to the robot to demonstrate how human input
can affect training; 3) An interface for students to tweak the e value to learn
the difference and importance of exploration and exploitation; 4) Visual aide for
teachers to explain or demonstrate RL concepts especially when implementing
this activity remotely; and 5) Repeatable, automated training platform for the
agent while students explore the activity independently.

Placemat instructions are one-page (double-sided) instructions that supple-
ment the GUI. They provide students with a few images of example builds, some
guidance to get them started, and activity specific background knowledge. How-
ever, they do not provide step-by-step instructions or dictate the creation of a
single “correct” solution [29]. For this activity, students used two different place-
mat instructions showed in Figure 2. The goal of using the placemat instructions
was to support students in getting started with the RL activities without telling
them exactly what to do and how to do it.

4.2 Graphical User Interface for Treasure Hunting Activities

The first part of our GUI is based on an 1-D treasure hunt activity as we showed
in Figure 3. The agent is located in a six-state environment, which is located
at the center of the interface. Students can differentiate between various states,
including a starting state, a trap (restart from the starting state) and a treasure
(termination). The agent can choose its action to be either moving left or moving
right. We set the rewards for the trap, the treasure and other states to be -20,
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Fig. 3. GUI layout of 1-D treasure hunting. (The upper part is for students to visualize
virtual robot’s move in the maze and interact with the GUI. The lower part is for
students to visualize agent’s assessment on taking different actions in each state.

20, and -1 correspondingly. Students can let the agent train itself for an episode
using Q-learning algorithm by clicking on the button above the map and inspect
the learning process by watching how the agent moves around in the environment
and also from the information provided in the user interface, such as cumulative
return of the episode, current state, last action and reward. We also provide
buttons for students to reset the training process, or to navigate to the 2-D
treasure hunt challenge. To help students acquire a better understanding of the
learning procedure, we provide a visual aid to illustrate the current estimated
Q-value of each state-action pair, which is located under the virtual maze. For
each state-action pair, if the corresponding box turns greener, it means the agent
has a more positive value estimation; if the corresponding box turns redder, it
has a more negative value estimation. But how each Q-value is calculated is not
exposed to the student since it would be too complicated. We also have two
buttons with question marks to help students with some common confusions
they might have during the training process.

Through 1-D treasure hunting activity, we hope to introduce basic RL con-
cepts such as state, action, episodes to students and help them get familiar with
our interface. After that, students are guided to proceed to the 2-D treasure
hunting activity.

As shown in Figure 4, the agent is now in a 2-D maze with an addition of an
exit and some barriers between states to make the problem more complex. To
put students’ in the robot’s perspective, the maze structure starts out hidden
from students and as the training proceeds, the states visited by the agent and
barriers detected by the agent would be revealed on the map. The maze has
16 states, including a starting state, two traps (restart from the starting state),
a treasure, and an exit (termination). The rewards for actions that make the
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Fig. 4. GUI layout for 2-D Treasure Hunt. The general layout is the same as 1D version
except we added a mid part of the GUI for students to play with different training
modes. And on top of the right part of the GUI, students could tweak exploration rate
and the auto training speed.

robot reach traps, treasure or exit, or hitting a barrier are -10, 20, 50, and -10
correspondingly. Otherwise, the reward is -1. And the agent now has 4 avail-
able actions: moving up, down, left, or right. For 2-D treasure hunt, we provide
buttons for both automatic training and manual training, which means students
could choose to let the agent train itself based on the reward table we provides,
or to give the agent reward by themselves at each step to train it in their own
way. if students wish to take a step-by-step look at the training process, we
also provide adjustable automatic training speed so they can slow the training
process. Students could also tweak the exploration rate (¢) during the training
to see how it affects the agent’s learning process. We provide the same kind of
information about the training process above the maze map and visual illustra-
tion on the Q-value estimation on the right side of the interface. Through 2-D
treasure hunt activity, we expect students to have a deeper comprehension on
basic RL concepts, also understand exploration and exploitation, and the impact
of human inputs.

4.3 Lesson Structure

The lesson was divided into three one-hour sessions. The first two sessions lever-
aged the LEGO SPIKE Prime robot. In the first session, students built a robot
car for our “Going the Distance” challenge. Students used the placemat instruc-
tion shown in Figure 2 as a support resource. The goal of this activity was to get
students to program their car to get as close as possible without running over a
LEGO mini-figure placed between 5 inches and 25 inches away from their cars.
They were not allowed to use a sensor for this challenge. The objective of this
was to get them to think about interpolation and extrapolation and get more
familiar with programming their robot using mathematical relationships. While
this activity did not leverage RL or other artificial intelligence concepts, it acted
as a setup to the second activity which did introduce RL.
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In the second session, the students used reinforcement learning to solve the
going the distance challenge. The goal of this challenge was to help students
obtain a general understanding of what RL is and let them try to code a simple
RL method. This session contained 4 phases. Since we assumed that students
had little to no prior experience with artificial intelligence, the first phase was a
5 minutes introduction to the general concepts of Al and reinforcement learning.
Phase 2 is the main part of this session in which we would send out the placemat
showed in Figure 2, and students would try to implement the RL method we
provided in placemat to accomplish the challenge individually. In phase 3, we
asked students to show how far they got. The goal of this section was for them to
share ideas with each other, and also for us to evaluate how much the students
learned from this session and whether the activity design was achieving aspects
of the desired outcomes. The last phase was to get feedback from students and
introduce some of the concepts for the final session.

The third session was designed around our web platform. The learning ob-
jectives were to let students: 1) Understand more specific RL concepts (state,
action, reward and episode); 2) Identify the differences between exploration and
exploitation in the context of reinforcement learning and understand why explo-
ration is important and how is affects the training process if an inappropriate € is
given; 3) Associate a specific action performed by the agent with the correspond-
ing policy function, i.e., relate the agent’s choice with values in the Q-table; and
4) Understand how humans can be part of the learning process and facilitate
the agent identifying more desirable actions in a shorter amount of time.

We separated this session into 4 phases. In the first phase, students played
with the 1D treasure hunting game to get familiar with the GUI and basic RL
concepts. Then they started the 2D treasure hunting challenge, in which they
first watched how the robot trained itself and learned about the environment.
Next, they manually trained the robot by giving it reward with six options (410,
+5, +1, -1, -5, -10) for several episodes to compare the two different methods.
After that, we asked students to reset the environment, set € to zero, automat-
ically train the robot for one episode, and then see how the robot kept moving
to the treasure box and fails to find the exit. We let them discuss why this hap-
pens in an effort to introduce the concept of exploration and exploitation. Due
to the limitation of time, we interspersed our assessment on students’ learning
outcome throughout the whole training process in the form of discussion ques-
tions. These questions included asking them to explain why specific phenomena
happen during training and to describe their understanding of RL concepts.

5 Pilot Study

5.1 Background

We conducted a pilot study with 6 high school students in a city just outside
of Boston, Massachusetts. These six students were members of a robotics club
that had been meeting weekly for three months to do activities with the LEGO
SPIKE Prime robotic kit. Two of the students had previous robotics and coding
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Fig. 5. A screenshot from our pilot study. One student was testing his robot while
others were watching or preparing their robot cars

experience, and four of them were new to both robotics and coding. The students
had no prior knowledge of AI. The testing includes three separate sessions as we
proposed in the former chapter. The first session was carried out on December
4t and the following two sessions were held on two consecutive Fridays after.
Each session lasted for an hour, and all the sessions were held remotely on Zoom.

5.2 Robot-Centered Sessions

The first two sessions was based on the SPIKE Prime robot. Students were
asked to build a robot car and figure out the relationship between running time
and moving distance using a mathematical (Session 1) model and RL (Session
2) to move the robot forward by a specific distance. The students were able
to build their car in 15 minutes (with the help of the placemat instruction)
and came up with different ways to control their robot, rather than simply
using the relationship between running time and moving distance. By the end
of the session, all of the students were successful or close to being successful
in completing the challenge. In Session 2, students were asked to program a
simple RL method to solve the same challenge as in Session 1. We included code
snippets and flowchart in the placemat instruction, but some of the students still
had difficulties coding the RL method. Most of the confusion was about how
to establish a reward system by code. By the end of the session, two students
came up with the correct code structure of the RL method. One of them actively
expressed his excitement about the content of this session. The two students who
were located in the same household and therefore worked together had hardware
issues and so failed to catch up and complete the activity. One student who didn’t
finish during the session contacted us after the session and was able to complete
the challenge. Overall, we think the challenge had an appropriate difficulty level.
Even though not all of the students successfully programmed the RL method by
the end of the session, they understood the general methodology of RL with the
help of the placemat instruction and explanations from the instructor.



10 Ziyi Zhang et al.

The LEGO SPIKE Prime robot and the placemat instructions were two key
components of the first two sessions. In our study, we found the robot not only
increased student engagement, but also inspired them to be creative. Unlike
a virtual platform where students have limited ways of interacting with the
environment, a physical robot allows them to manipulate the robot in space and
time and control not only the robot itself but also the robot’s environment. For
example, one student used the relationship between the rotations and driving
distance to control his robot in Session 1. They also built different robot cars
and were responsible for finding ways to test them. The placemat instructions
for Session 1 and 2 acted as a shared artifact between the students and the
instructors. In Session 1, the placemat instruction was useful for helping students
get started with building their robot car. In Session 2, the placemat instruction
served as a resource for the instructors to point students towards answers when
they had questions about how to code using RL. The diagram on the front of the
placemat instruction helped spark dialogue about what the relevant variables in
the system were, and the flowchart on the back helped students combine those
variables in a single program to achieve the desired outcome.

5.3 Web-based Session

In the third session, centered around the web platform, students were first asked
explore the 1D treasure hunt game to get familiar with the GUI layout, and they
all successfully trained the virtual robot in 10 minutes. The students pointed out
that with more training episodes, the robot became smarter, and it learned to
choose the shortest route to the treasure, indicating that they understood what
“training” means in RL. After the 1D challenge, they explored automatic and
manual training in the 2D maze. Automatic training went smoothly, but the stu-
dents struggled with the manual mode. Since the e-greedy policy used to choose
actions was hidden from the students, it was difficult for them to understand
some of the agent’s random moves. However, the students also showed creativ-
ity and tried out interesting ideas, including different training strategies. One
student shared that it was more effective to use small rewards at the beginning
and then use larger rewards to cement right moves into the agent’s policy. These
types of comments showed that students started to build up their own under-
standing of the importance of the reward system. When asked whether they
preferred automatic or manual training, a student answered with the manual
option since she could control the agent’s rewards and it was fun to play around
with different rewards. Next, students tweaked the exploration rate (€) to see
how it affected training, and were asked several questions (shown in Table 1)
about exploration vs. exploitation. One student proposed that we could give the
robot a high exploration rate at the beginning and then decrease it, which is ex-
actly what decaying e-greedy training does in RL. Finally, we evaluated students’
learning outcomes on RL concepts by asking them several questions (a sample
of answers is shown in Table 1). After the session ended, one student stayed on
to ask many technical questions, including how long it would take to design a
platform like the one he had just used, and how hard it was to accomplish the
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Table 1. Evaluation questions and answers from the students

Questions

Answers from students (pseudonym name)

1: Do you prefer automatic
training or manual training?

A: “I enjoy the manual training, you kinda choose
what it gets and doesn’t get...though it takes a while
to understand what is happening, it’s still kind of fun
to play around.”

2: When the exploration rate
was 0, why did the robot keep
moving to the treasure box?

B: “Because whenever it hits the treasure, it gets 20
points.”; C: “...Because it just always go to wherever
it has the highest reward.”

3: What would happen when the
exploration rate is 17

C: “...It would completely ignore all of the stuff it had
found out and just move randomly.”

4: Use one sentence to describe
what you think reinforcement
learning is?

B: “It takes time.” D: “I think reinforcement
learning is you go through many trials...test paths
you remembered from experience and optimize it to
find the most efficient way...Basically reinforcement
learning is learn from experience.” C: “It’s trial and
error.”

5: What do you think is the
most important part in RL?

C: “I think it’s having a good system for figuring out
how much the reward should be...”

6: For the activity in the last
session, what do you think the
states and actions are? How

C:“...While the distance sensor seems to be able to
detect anything from 0-200 centimeters, I would say
there are 200 states, and the action is moving some

many states do we have for that|amount of time or distance.”

activity?

RL algorithm for the treasure hunting activity. He also checked the source code
behind the web GUI, which showed a high level of interest and engagement.

5.4 Limitations

Since the pilot study only had 6 participants, we didn’t collect and analyze
quantitative data from our testing. For session 2, we think the time was tight
and some students spent too much time programming the robot and debugging
syntax errors rather than coming up with the logic of the RL algorithm. In the
future, we would provide students more pre-written code chunks so they could
focus on writing the algorithm. In Session 3, since students were all working on
their own screens, we found it was hard to track how far they got. Going forward
we would use multiple screen shares functions so that we can see what students
are doing in real time, which would be especially helpful in the manual training
phase. Also, we found that if one student answered a question, other students
were sometimes unwilling to answer it again. Therefore, we need to find a way
to encourage students to talk more about their own thinking and reduce the
influence of other students’ answers so we could better evaluate their learning
outcome.
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5.5 Results

Overall, students demonstrated satisfactory learning outcomes on general and
specific RL concepts. Though most of the time we let the students independently
explore the activity we designed, they still gained an understanding of the Al
concepts we were hoping they would learn about and successfully triggered their
interest in the AI and RL fields. In Session 2 specifically, we expected students
to learn the logic of a general RL algorithm through hands-on coding experience
of solving a problem. With the exception of the two students who had hardware
issues, most of the students were able to generate the correct structure of the
RL method by the end of the session. In Session 3, we hoped that students
would learn about specific RL concepts including reward, action, explore and
exploit, etc. As shown in Table 1, students could correctly answer most of our
evaluation questions. The interesting ideas shared by the students during the
session revealed that some students not only had clear understanding, but even
thought one step further than we expected on concepts covered in this session.

6 Conclusion and Future Work

In this paper, we integrated the LEGO SPIKE Prime robotics kit and designed
a web platform to introduce Reinforcement Learning (RL) to age 13 and above
students. Centered around this platform, we designed three sessions for students
to learn about general RL ideas and specific RL concepts, and try to use RL to
solve a real problem. We conducted testing with six high school students and
the results showed that our activity and GUI design was engaging and intuitive
for students to use. Through our activity, students learned about several key
RL concepts and showed excitement and engagement throughout and after the
sessions. In the future, we hope to further evaluate the data we acquired from
the testing to improve the activity and GUI design. Moving forward, we plan to
design more systematic means to measure student learning of Al topics and to
scale up our platform for future testing with larger groups of students. Finally,
Augmented Reality (AR) interfaces (e.g., [30,31]) for human-robot interaction
have shown promise at revealing the robot’s sensory and cognitive data to users
as to establish common ground between the human and the robot. We plan to
introduce such AR interfaces to our activities as to enable students to visualize
in context what the robot is learning and what factors it is using to make its
decisions as it attempts to solve a problem, as well as to enable students to debug
their robot in real time [32].
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