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ABOUT THIS GUIDE 

This guide introduces you to the commands necessary to do basic statistical analysis in Stata.  It 

emphasizes (and goes a bit beyond) the commands taught in my Designing Social Inquiry course 

but should be generally applicable to new users of Stata.  The guide was written based on Stata 11 

for a Mac.*  Most (if not all) of the commands presented here are consistent across Mac and 

Windows versions Stata and compatible with all versions since Stata 9 (and in most cases, earlier 

versions as well).   

 

The goal is that users of this guide will become proficient enough in both statistics and Stata that 

they will be able to move beyond the commands explained here.  For example, this guide provides 

minimal support for more advanced regression techniques such as time-series analysis and 

regression for categorical dependent variables.  However, before users of Stata can learn to do 

these more advanced techniques, they will need to have strong grasp of the commands reviewed in 

this guide.   

  

The guide uses different fonts in order to distinguish between what is explanation and what should 

actually be entered into Stata.  Stata commands are written in Lucinda Console font. 
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*StataCorp. 2009. Stata Statistical Software: Release 11. College Station, TX: StataCorp LP. 

INTRODUCTION TO STATA  

The Stata Interface 

The Stata interface is slightly different based on which release of Stata you are using and which 

operating system you are on.  However, the basic windows in Stata are pretty consistent so Stata 

should look roughly like this: 

 

 
 

Stata has 4 primary windows: 

 

Review Window: A list of commands that you recently used in the order in which you used 

them.  Commands that failed to execute are listed in red. 

   

 Variables Window: A list of all the variables in the dataset. 

 

 Command Window: The window where you enter your commands. 
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Results: The window that displays the results. 

 

Additionally, some functions are easy to access from the top menu: 

 

Start/Finish Log: Starts and finishes a log of everything that is occurring in the results window. 

 

Open Do-File Window: Allows use to open a do-file window. 

 

Browse Data (allow edits): Opens the data in spreadsheet form and allows you to make 

changes to the data. 

 

Browse Data (do not allow edits): Opens the data in spreadsheet form but prevents you from 

editing the data. 

Loading Data Into Stata 

Stata uses files with the extension “dta”.  If your data is already in a dta format, then you can:  

 

 File  Open  Select your dta file 

 

If your file is not in “dta” format, the best thing to do is open it in Excel and then copy and paste it 

into Stata.  Prior to doing this, make sure that the first row of your Excel spreadsheet has the 

variable names. 

 

 Open the data in Excel 

 Highlight all the data (including the variable names) 

 Open Stata and click the “Browse Data with Edits Icon”  

 Click on the upper-left most cell 

 Paste the data (ctrl-v) 

 When prompted, tell Stata to treat the first row as variable names 

 

 
 

 Save your data as a dta file 

 

There are two more options.  First, for users of Stata 12, Excel files can be opened directly into 

Stata.  Make sure to save it as a dta file after you open it.  Second, for more advanced users, 
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Stata has an “insheet” command that allows users to import text files (csv) by providing the file 

path.   

Viewing Your Data in Stata 

In Stata, your data in stored (and can be viewed) as a spreadsheet—similar to one you might view 

or make in Excel.  While this spreadsheet is not nearly as customizable as the spreadsheets in 

Excel, it does allow you to get a sense of what your data look like.   

 

Stata Help 

Stata offers pretty good help within the program.  When you are confused about how to use a 

command, you can type: help in the command window and it will bring up the Stata help guide.  

You can also be more specific, for example: 

 

   help histogram 

 help gen 

 help tab 
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UCLA’s Academic Technology Services website is also an excellent resource for Stata users.  In 

addition to reviewing Stata commands, the site offers examples of analyses with annotated 

outputs. 

 

 Homepage: http://www.ats.ucla.edu/stat/stata/ 

 Data Analysis Examples: http://www.ats.ucla.edu/stat/dae/ 

 Annotated Outpu: http://www.ats.ucla.edu/stat/AnnotatedOutput/ 

Logs 

Stata logs allow you to easily keep track of everything you have done (all the commands you have 

entered and results you have produced).  If you want to keep a log, click the log icon before you 

get started working.  The log will run in the background recording your work.  When you are done 

working, select the log icon again and tell Stata you want to close the log.  When you want to 

review the log, navigate to the file and select it—it should open up in Stata.   

Do-Files 

Do-Files are the best way to make keep track of what you have done so that you can do it again 

another time.  Rather than actually modifying your data permanently, you can put all your 

commands in the Do-File and run them at once.  Once you have a grasp on Stata commands, I 

encourage you to revisit (and experiment) with Do-Files.   

Types of Variables 

There are two basic types of variables in Stata: 

 

Numeric Variables: Variables that take a numerical value. Note that when the values of 

numeric variables are labeled in Stata, then the label appears in the data viewer rather than the 

number.  Missing numeric data in Stata is recorded as a period (.). 

 

String Variables: Variables that are non-numeric (primarily letters and symbols).  Note that 

string variables can contain numbers but in this form Stata cannot process the variable for 

statistical analysis.  

Commands in Stata 

Commands in Stata generally take the following form: 

 
 command variable-list 

 

The “command” tells Stata what it is going to be doing (making a table, making a graph, 

computing a statistic, running a regression, etc.).  Occasionally multiple commands are needed.  In 

http://www.ats.ucla.edu/stat/stata/
http://www.ats.ucla.edu/stat/dae/
http://www.ats.ucla.edu/stat/AnnotatedOutput/
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these situations you will have a general command (e.g. telling Stata to make a graph) and then 

sub-command (e.g. telling Stata which kind of graph to make).  The “variable-list” tells Stata 

which variables to use for the action or analysis.  Many commands in Stata allow for options.  

Options are added on to the end of a command following a comma. 

 
 command variable-list, option 

  

Basic Stata Operators 

These operators will come in handy with various commands.  In particular, you will find them 

useful when manipulating variables. 

 

 + addition 

 - subtraction 

 * multiplication 

 / division 

 ^ power (exponent) 

 -  negative 

 & and 

 | or 

 ~ not 

 ! not 

 > greater than 

 <  less than 

 >= gerater than or equal to 

 <=  less than or equal to 

 == equal to 

 !=  not equal to 

 ~= not equal to 

 

 

 

 

 

 

 

 

 



 

 

10 

 

 

BASIC SUMMARY COMMANDS 

Summarize a variable 

Reports the number of non-missing observations, the mean, standard deviation, minimum, and 

maximum for the specified variable (in this case, var1).  More than one variable can be included. 
 
 sum var1 

 

 

 
 

Table a variable 

Get the frequency, percentage, and cumulative percentage for ordinal and categorical variables.  

Stata will table continuous variable so long as the variable does not take too many values (the limit 

depends on which version of Stata you are using). 

 
 tab var1 

 

  

Get a specific statistic 

Mean:  

 
 tabstat var1, stat(mean) 
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Median: To get the median, you actually ask Stata for the value of the 50th percentile. 

 
 tabstat var1, stat(p50) 

  

  
  

You can also ask for more than one statistic at a time: 

  

Max and Minimum:  

 
 tabstat var1, stat(min max) 

 

  
 

Standard Deviation and Inter-Quartile Range (IQR):  

 
 tabstat var1, stat(sd iqr) 

 

  

 

Inspect a variable 

 inspect var1 
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DESCRIPTIVE GRAPHS 

Histograms 

Standard Histogram:  

 
 histogram var2 
 

  
 

Discrete Histogram (produces a separate bar for each possible value):  

 
 histogram var2, d 
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Other Descriptive Graphs: Kernel Density, Box and Whisker 

Kernel Density Graph:  

 
 kdensity var2 

  
  

Box and Whisker Graph: 

   
 graph box var2 

 



 

 

14 

  
 

Note that some graph commands require you to put “graph” at the beginning of the command.  

histogram and kdensity do not require this, box does. 

 

 

 

 

GENERATING AND MANIPULATING VARIABLES IN STATA 

Naming Variables in Stata 

Variable names can use letters, numbers, and underscores.  They cannot start with a number and 

cannot include spaces.  Variable names can be up to 32 characters long.  Ideally, you want to keep 

you variable names as short and descriptive as you can.  Short variable names are easier to type 

and descriptive variable names are easier to identify.  As you manipulate variables, you can name 

them to reflect the manipulation.  For example, you may have variable called “unemp09” that is the 

unemployment rate for each observation in 2009.  If you create a new variable that is the log of 

“unemp09” then you could name it “unemp09_log”. 

The Basic “gen” Command 

The gen allows you to create new variables based on other variables.  Most often, these new 

variables will be based on other variables in the dataset.   

   

Generate a variable equal to another variable already in the dataset.  In the following example, 

Stata will generate a new variable named “var3” that is exactly the same as var1. 

 
 gen var3 = var1 
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Generate a variable that takes a specific value.  In the following example, Stata will generate a new 

variable named “var3” in which all observations take the value 1. 

 
 gen var3=1 

 

Generate a variable where some amount is added to all the values of another variable.  In the 

following example, Stata will generate a new variable named “var3” that takes the values of each 

observation in var2 and adds 1 to them.  

 
 gen var3 = var2 + 1 

 

 var2 var3 

 1  2 

 4  5 

 2  3 

 4  5 

 0  1 

 -3  -2 

 8  9 

 

 

 

Add, Subtract, Multiply, and Divide Variables  

Generate a variable that is the sum of two other variables: 

 
 gen var3 = var1 + var2 

 

  var1   var2  var3 

  1  3  4  

  1  1  2 

  0  0  0 

  3  0  3 

  1  2  3 

  4  3  7 

  4  0  4 

  3  1  4 

 

Use the same procedure to subtract (-), multiply (*), and divide (/) variables. 

Log Variables 

Create a new variable that is the natural log of another variable: 

 
 gen var3 = ln(var2) 
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Exponentiate Variables 

Create a new variable that is the square, cube, etc. of another variable: 

 
 gen var3 = var2^2 

Generate Special Variables 

Stata has lots of other ways to develop variables, many of which fall under the egen command.  

To learn more type: help egen.  Here is one example: 

 

 Generate a variable that is the average of several other variables: 

  
  egen var4 = rowmean(var1 var2 var3) 

 

  var1   var2  var3  var4 

  1  3  4  2.666 

  1  1  2  1.333 

  0  0  0  0 

  3  0  3  2 

  1  2  3  2 

  4  3  7  4.666 

  4  0  4  2.666 

Recode Variables 

Recoding variables involves changing a specific value of a variable to another specific value.  Often 

it is a good idea to generate a new variable before you recode it. For example, before recoding the 

values on var1, generate a new variable called var1b (gen var1b = var1) and then work with the 

new variable.    

 

 Recode all 1s to be 0s:   

   
  recode var1 (1=0) 

 

 Recode all 1s to be 0s AND 2s to be 1s:  

 
  recode var1 (1=0) (2=1) 

 

 Recode all 9s to be “missing”:  

 
  recode var1 (9=.)  

 

 Recode all values between 3 and 6 to be 4.5:  

 
  recode var1 (3/6=4.5) 
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Replace Values of Variables 

Replace can be used to do some of the same things as recode but has additional capabilities.  In 

particular, the replace command allows you to recode variables based on the values they take in 

other variables.  In the commands below, you will note the use of the double equals sign (==).  In 

Stata, the == is used in conditional situations (frequently following an “if”): values in a variable are 

being replaced with another value based on a condition.  In the first example, the condition is when 

var1 takes the value 1 in var1.  In the second example, the condition is when var1 takes the value 

3 in another variable (var3).  Again, it is often a good idea to generate a new variable before you 

replace values.  For example, before replacing the values on var1, generate a new variable called 

var1b (gen var1b = var1) and then work with the new variable.    

 

 Replace all 1s to be 0s:   

 
 replace var1=0 if var1==1 
 

  var1 (before)   var1 (after) 

  1   0  

  1   0 

  0   0 

  3   3 

  1   0 

  4   4 

 Replace all 1s in var1 to be 0s if they are 3s in var2: replace var1=0 if var2==3 

 

  var1 (before)   var3  var1 (after) 

  1   3  0  

  1   1  1 

  0   0  0 

  3   0  3 

  1   2  1 

  4   3  0 

  4   0  4 

Rename a Variable 

Rename var1 to be named “unemp”:  

 
 rename var1 unemp 

Labeling Variables 

Sometimes it is nice to have a brief description of a variable.  This description will appear in the 

variable viewer so that you can more easily identify it.  

 

Give the variable var1 the label “unemployment rate”:  
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 label var var1 “unemployment rate” 

 

Note the first “var” is part of the command.  If the variable being labeled was “unemp” the 

command would look like: 

 
 label var unemp “unemployment rate” 

Label Variable Values 

When working with categorical variables it can be helpful to label the actual values of the variable.  

 

Let’s say we have a variable for political ideology called “ideo” where: 

 

 1 = Extremely liberal 

 2 = Liberal 

 3 = Slightly liberal 

 4 = Moderate 

 5 = Slightly conservative 

 6 = Conservative 

 7 = Extremely conservative    

 

When the values of the ideology variable are unlabeled, the table for the variable (ideo) will look 

like: 

 

  
 

When the values of ido are labeled, the table can look like: 

 



 

 

19 

 
To label values, you first must define the label: 

 
label define ideolab 1 "1. Extremely liberal" 2 "2. liberal" 3 "3. 
Slightly liberal" 4 “4.Moderate” 5 "5. Slighly conservative" 6 "6. 
Conservative" 7 "Extremely conservative" 

 

Then, you apply the label to the variable: 

 
 label values ideolab ideo 

 

You can apply the defined values to as many variables as you want.  Note that the label values 

command is finicky and little things can make the whole thing not work.  Keep your labels as basic 

as possible to avoid problems. 

 

 

 

 

 

 

CROSSTABS 

Crosstabs are just an extension of the table command described above. Note that the first variable 

listed in the command (var3) runs vertically and the second variable listed in the command (var4) 

runs horizontally. 

 

Basic crosstab where frequencies are reported:  

 
 tab var3 var4 
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Crosstab with frequencies and column percentages (col): 

 
 tab var3 var4, col 

 

  
Crosstab with no frequencies (nofreq) and row-percentages (row): 

   
 tab var3 var4, nofreq row 
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Conditional crosstab with percentages: crosstab of var3 and var4 only when var5 only equals 0: 

 
 tab var3 var4 if var5==0, col 

  
 

Conditional crosstab: crosstab of var3 and var4 when var5 does not equal 0 

 
 tab var3 var4 if var5~=0 

  

BIVARIATE STATISTICS 

Tabular Chi-Squared Tests 
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If you want to look to see if the cells of the crosstab are independent of one another—that there is 

a statistically significant relationship between the variables—a tabular chi-squared significance test 

is conducted by adding the option “chi2” at the end of the crosstab command.   

 
 tab var3 var4, col nofreq chi2 

  
The results of the chi-squared test are presented below the crosstab.  In the example above, the 

chi-squared statistic is 16.4871 and is statistically significant (Pr=0.011) indicating that the cells of 

the crosstab are, overall, significantly different from one another.   

Mean Comparison t-tests 

To do a mean-comparison t-test you need two variables: (1) a dependent variable and (2) a group 

variable.  The group variable must be dichotomous (take only two values: 0 and 1) and the values 

should indicate which group the observation is in.   

 

Let’s examine var3 (the dependent variable): 

 
 sum var3 
 

  
Now let’s examine var4 (the group variable): 

 
  tab var4 

  
Now let’s do the t-test: 

  
 ttest var3, by(var4) 
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The output presents the results of the t-test.  The H0 (the null hypothesis) is that the difference 

in means between the groups is 0 (H0: diff=0).  The alternative hypothesis that we are interested 

in is that the difference in the means between the groups is not 0 (Ha: diff !=0). If the t-test is 

significant, we can reject the null hypothesis in favor other alternative hypothesis. 
 

t = the t-statistic 

Ha: diff !=0 = The result of your t-test.  If p is less than .05 than then we can conclude that 

the difference in means is statistically significant.  In the example above, Pr(|T| > |t|) = 

0.0056.  The probability is less than .05 so we can conclude that treatment (var4) results in a 

statistically significant difference in the dependent variable (var3).   

The output also presents summary statistics for the dependent variable divided into the two 

treatment groups:  
 

 Group = The categories of the group variable (in this case, var4) 

 Obs = The number of observations in each group and the groups combined 

 Mean = The mean of the dependent variable in each group and the groups combined 

Std. Err. = The standard error of the mean of the dependent variable for each group and the 

groups combined 

Std. Dev = The standard deviation of the dependent variable for each group and the groups 

combined 

95% Conf. Interval = The lower and upper confidence limits of the means (assuming 95% 

confidence) 

 

Correlation Statistics 

The standard bivariate correlation coefficient (Pearson’s r) is conducted using the pwcorr 

command.  To find the correlation between two variables: 
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 pwcorr var6 var7 

  
 

You are not restricted to only two variables.  Inputting more than two variables simply produces a 

larger correlation matrix.   

 
 pwcorr var6 var7 var3 

  
 

Like other commands, correlations can be done conditionally.  If, for example, you want to see the 

correlation between var6 and var7 when var3 is greater than 1, the command would be: 

 
 pwcorr var6 var7 if var3>1 

  

Correlation Significance 

To determine if the correlation coefficients are statistically significant, add the sig option at the 

end.  The significance level of each correlation is then reported under each correlation coefficient.  

In the example below, all the relationships are statistically significant. 
 
 pwcorr var6 var7 var3, sig 

  

TWOWAY (X, Y) GRAPHS 

Scatter Plot 
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The command twoway tells Stata that you are going to do a twoway graph.  The command 

scatter tells Stata that the type of twoway you graph you want is a scatter plot.  The first 

variable listed is the Y-coordinates and the second variable listed in the x-coordinates. 
 
 twoway scatter var1 var2 
 

  

Best-Fit Line Graphs 

Standard best-fit line graph: The first variable listed is the dependent variable and the second 

variable listed in the independent variable. 

 
 twoway lfit var1 var2 

 

  
 

 

 

Best-Fit Line with 95% confidence interval 

 
 twoway lfitci var1 var2 
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Overlaid Graphs 

Stata can put multiple graphs on top of one another. Note the use of the || to separate the 

commands for the two graphs.   

 

Scatter plot with best-fit line overlaid on top: 

 
 twoway scatter var1 var2 || lfitci var1 var2 

 

  
 

  

 

 

 

OLS REGRESSION 
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The basic regression command in Stata is reg.  The command is followed first by your dependent 

variable and then by your independent variable(s).  Options can be added on after the independent 

variable (following a comma). 

Bivariate Regression 

To regress one independent variable on a dependent variable: 

 

 Dependent Variable: var3 

 Independent Variables: var4 var6 var7 var8 var9 var10 

 
 reg var6 var7 

 
  

The upper-left of the output presents the analysis of variance for the model, the residuals, and 

overall: 

  SS = Sum of Squares 

  df = Degrees of Freedom 

  MS = Mean Square 

  

 The upper-right presents the model statistics: 

Number of obs = The number of observations in the analysis (n).  Remember that any 

observation that contains a missing value for any of the variables in the analysis (in this 

case, var6 and var7) will be dropped. 

F = F-statistic: used to test the hypothesis that the model is significantly than the null 

model (no independent variables) 

  Prob > F = Significance of the F-statistic 

R-squared = R-squared: the percent of the variance of the dependent variable accounted 

for by the independent variable(s) 

Adj R-Squared = R-squared adjusted for the additional explanatory power that adding 

independent variables to a model provides.  

Root MSE = Root Mean-Squared Error: another goodness-of-fit measure. 
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The bottom half presents the model result. You are reminded of the dependent variable (var6) 

in the upper right.  Across the rows are the statistics for the independent variable(s) and the 

constant/y-intercept (_cons). 

Coef. = The coefficient (β) 

Std. Err. = Standard error of the coefficient 

t = t-statistic for the coefficient 

P>|t| = The probability that the t-statistic (and thus the coefficient) is statistically 

significant  

[95% Conf. Interval] = 95% confidence interval for the coefficient. 

Multiple Regression 

Multiple regression is conducted the same way as bivariate regression; however, instead of putting 

one variable after the dependent variable, you put multiple variables after the dependent variable.  

In the example below, the independent variables var4 var6 var7 var8 var9 and var10 are regressed 

on the dependent variable var3.   

 

 Dependent Variable: var3 

 Independent Variables: var4 var6 var7 var8 var9 var10 

 
 reg var3 var4 var6 var7 var8 var9 var10   

   
The output is the same for multiple regression and bivariate regression.  In the example above, 

note that 4 of the 6 independent variables are significant at the .05 level (var4, var6, var8, var9) 

and 2 of the 6 independent variables are statistically insignificant (var7, var10).   

 

 

 

Regression with the if Command 
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You can use the if command when you want to run a conditional regression.  Note that the if 

goes before the comma if options are being added.  For example, if you wanted the same 

regression as above but only on the observations for whivh var10 takes a values greater than 2, the 

command would be: 
  
 reg var3 var4 var6 var7 var8 var9 var10 if var10>2 
 

  

OLS with Robust Standard Errors 

One common modification on the standard OLS estimator is the use of “robust standard errors.”  

Robust standard errors are meant to overcome the problems of heteroskedasticity (see below). To 

estimate an OLS regression with robust standard errors, add the option robust at the end of the 

command. 

 
 reg var3 var4 var6 var7 var8 var9 var10, robust 
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This option does not affect the coefficients; it only affects the standard errors and consequently 

whether or not the coefficient is statistically significant.   An oversimplification of the procedure is 

that it inflates the standard errors making it more difficult to achieve statistical significance. Note 

that when you estimate models with robust standard errors, you don’t get the analysis of variance 

statistics.  

OLS with Clustered Standard Errors 

[For more advanced users] 

 

It is often the case that the observations in our data are not independent or come from different 

functional categories (people live in the same city, congressman elected in the same year, cities 

that are in the same state, etc.).  This phenomenon can cause problems in the analysis.  Stata 

offers many fairly advanced techniques for dealing with these problems.  However, one of the 

relatively simple techniques is clustered standard errors in which Stata makes a correction based on 

a variable that identifies the groups from which observations are not independent. 

 

For example, imagine you are doing an analysis of people after the 2008 election and their 

attitudes about the presidential campaigns.  Because the campaign played out differently in 

different states, you might “cluster on states.”  First, identify the variable that indicates which 

state each observation is in (let’s call that group variable “st”).  Second, run your regression with 

the option cluster(st) at the end.   

 
 reg var3 var4 var6 var7 var8 var9 var10, cluster(st) 

 

OLS with Fixed Effects 

[For more advanced users] 

 

Another technique for dealing with (often, more serious) non-independence problems is fixed 

effects.  This is simply the inclusion of a dummy variable for each group (excluding one) in the 

regression.  This can be done manually by adding the dummy variables into the model.  

Alternatively, you can let Stata do it for you.  

 

 xtreg var3 var4 var6 var7 var8 var9 var10, fe i(st) 

 

Note that the xtreg command is used here instead of the reg command.  xtreg is a special set 

of more advanced regression commands of which fixed-effects is one of them.  The option fe tells 

Stata to use fixed effects.  The option i(st) tells Stata which variable identifies the groups—in 

this case “st.” 
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OLS REGRESSION POST-ESTIMATION 

Stata provides a variety of post-estimation commands that allow you to evaluate your model and 

make predictions.  These commands are executed after running the model.  Consequently, when 

you run the test, Stata runs it on the most recently estimated regression.     

Heteroskedasticity Test 

Performs the Breush-Pagan/Cook-Weisberg test for heteroskedasticity (non-constant variance in 

the errors).  The null-hypothesis (H0) for the test is constant variance so a significant statistic 

indicates that we reject the null hypothesis and there is heteroskedasticity. 

 
 reg var3 var4 var6 var7 var8 var9 var10 
 
 estat hettest 

  

  
In the example above, the Prob > chi2 (0.1163) is greater than 0.05 indicating that we cannot 

reject the null hypothesis so there is constant variance (no heteroskedasticity or homoskedasticity 

in the errors). 

Omitted Variable Test 

Performs the Ramsey RESET test for omitted variables.  The null-hypothesis (H0) for the test is 

no omitted variables so when the statistic is significant it indicates that there are omitted variables. 

 
 reg var3 var4 var6 var7 var8 var9 var10 
  
 estat hettest 

  

  
In the example above, the Prob > chi2 (0.2162) is greater than 0.05 indicating that we cannot 

reject the null hypothesis and that there are no omitted variables.  Note that this test should be 

treated with a certain amount of caution as most statistical models produced in the social sciences 

suffer from some amount of omitted variable bias. 
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Linear Predictions 

Stata can calculate the linear prediction for each observation (y-hat).  This is what you get when 

you use the actual data for each observation and the estimated coefficients to compute Y.  

  

To calculate the prediction, first run the model. 

 
 reg var3 var4 var6 var7 var8 var9 var10 
 

Then ask for the predictions.  The command predict tells Stata that you want it to create a new 

variable that contains a prediction for each observation based on the most recent model.  You then 

name the variable (in this case, yhat_m1, but you can call it whatever you want).  Finally, you tell 

it what kind of prediction you want.  The option xb tells it to produce linear predictions.   

  
 predict yhat_m1, xb 

Residual Predictions 

Stata can calculate the residual for each observation based on the previous model: the distance 

between the actual value of Y and the predicted value of Y (y-hat).  The procedure is similar to 

the linear prediction command.  After you run the model, you do the following command. 

 
 predict e, resid 

 

In this example, Stata will produce a new variable named “e” that contains the residuals for each 

observation for the most recent model.  

Marginals 

[For more advanced users] 

 

Stata has a nice function that allows you to estimate marginals: predictions with standard errors 

based on different values of an independent variable of interest while holding the other independent 

variables constant.  The function is more complex than many of the others covered in this guide 

and best understood by way of example.  Imagine you want to model the following variables: 

  

 Dependent Variable:  

 var3 = ordinal variable taking values 1, 2, 3, 4, 5, 6, and 7 with mean 2.8  

  

 Independent Variables: 

 var4 = dummy variable with mode 0 

 var6 = continuous variable ranging from 0 to 100 with mean 61.3 

 var8 = continuous variable raning from 0 to 100 with mean 74.5 

 var9 = ordinal variable taking values 1, 2, 3, 4, and 5 with mean 4.2 and median 5 
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First, run a regression: 

 
 reg var3 var4 var6 var8 var9 

  
 

Seeing that var6 is significant, it might be helpful to better understand its relationship with the 

dependent variable var3 when the other 3 independent variables are held constant.  We will look at 

var6 at 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100.  When we hold the other three variables 

constant, we either hold them at their mean, their median, their mode, or some value of interest. 

Let’s start by holding all the other independent variables at their mean.  To do this: 

 
 margins, at(var6=(0(10)100) (mean) _all) 
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The part of the command var6=(0(10)100) asks Stata to produce margins for var6 for values of 

var6 beginning at 0 and increasing by 10 until 100. If we wanted values between 1 and 2 increasing 

by tenths, the command would be margins, at(var6(1(.1)2)).  The part of the command (mean) 

_all tells Stata to hold all other variables at their mean (note that this command can be excluded 

as Stata’s default is to hold all other variables at their mean).  

 

The Margins column reports Y-hat given different values of your IV of interest: 

 

When var6 equals 0 and all other variables are held at their mean, Y-hat=3.13.  The 

confidence interval tells us that we can be 95% confident that the Y-hat falls between 2.95 and 

3.32. 

 

When var6 equal 10 and all other variables are held at their mean, Y-hat=3.09.  The 

confidence interval tells us that we can be 95% confident that the Y-hat falls between 2.93 and 

3.25. 

 

 The same thing can be done for each of the values of var6 that we asked for. 
 
 

The command does not require you to only hold the other independent variables at their means.  

Sometimes you will want to hold them at different values.  In fact, some argue that we should only 

hold variables at plausible values.  For example, var4 is a dummy variable and as such can only take 
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the values 0 or 1 so you may want to hold it constant at 0 or 1.  Others argue that by holding a 

dummy variable at .5 or its mean, you effectively neutralize the effect of the variable (which is the 

purpose of holding it constant). 

 

To get the margins for var6 while holding var4 at its mode, var8 at its mean, and var9 at its 

median, the command is: 

 
 margins, at(var6=(0(10)100) var4=0 (mean) var8 (median) var9) 

 

Note that Stata does not allow you to simply tell it to do the mode for var4 the way it does for 

means and medians.  Instead, we simply set var4 to the mode with var4=0.  If you wanted to do 

the same command as above but set both var8 and var9 to their median the command would be: 

 
 margins, at(var6=(0(10)100) var4=0 (median) var8 var9) 

 

 

 

 

 

 

 

ADVANCED REGRESSION TECHNIQUES 

This section very briefly covers a set of more advanced regression techniques called generalized 

linear models.  For more information on how to use the commands and how to interpret the 

outputs, I recommend: 

 

 Hoffmann, J. P. 2003. Generalized Linear Models: An Applied Approach. Allyn & Bacon. 

 

Regression with Dichotomous Dependent Variables: Logits and Probits 

The two standard regression techniques for dichotomous dependent variables are the Logit and 

Probit.  Running Logit and Probit models in Stata is strait-forward.       

 

 Logit:   

   
  logit var4 var6 var3 

  

 Probit: 

   
  probit var4 var6 var3 
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Regression with Ordinal Dependent Variables: Ordered Logit 

While OLS can be used for ordinal dependent variables, ordered logit is considered to be a better 

technique as it does not allow for estimates that are between categories.   

 
 ologit var9 var6 var4 

 

Regression with Unordered Categorical Dependent Variables 

The standard regression technique for unordered categorical dependent variables is the multinomial 

logit.  This model also requires you to specify an excluded category for the dependent variable.   

 
 mlogit var10 var4 var6 var9, baseout(2) 

 

The option baseout tells Stata which category of the dependent variable to exclude for 

comparison purposes.  In the example above, Stata will exclude the category of the dependent 

variable (var10) that takes the value 2.     

 

 


