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ABSTRACT 

The Kolmogorov-Smirnov (K-S) test is one of the most useful and general nonparametric methods for 

comparing two samples. It is sensitive to all types of differences between two populations (shift, shape, 

etc.).  In this paper, we will present a thorough investigation into the K-S test including: discussion of the 

formal test procedure, practical demonstration of the test, large sample approximation of the test statistic 

and ease of use in SAS® using the NPAR1WAY procedure. 

INTRODUCTION 

The Kolmogorov-Smirnov test is a nonparametric procedure used to test for the equality of continuous, 

one-dimensional probability distributions which can be extended for the comparison of two independent 

samples. The Kolmogorov-Smirnov statistic quantifies a distance between the empirical distribution 

function of the sample and the cumulative distribution function (cdf) of the reference distribution [3,4,5,6, 

7]. 

Our investigation of the K-S test will focus on the two sample two-sided version. This is the simplest 

form which detects all cases of the alternative hypothesis [1, 2]. Variations of the K-S test can be used as 

general and flexible goodness-of-fit tests, specifically for situations when specific tests are yet to be 

developed [3], these situations will not be addressed in this paper. 

The K-S test is sensitive to all types of differences between two populations and can detect any of these 

differences (Figure 1). 

 

Figure 1 Various Differences Between Two Distributions. 
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Consider two independent samples from different populations 

{ }mxxxX ,,, 21 L=  and { }nyyyY ,,, 21 L= . 

The X population (or probability distribution) is completely described by the cumulative distribution 

function, defined, ℜ∈∀t  by )()( tXPtF ≤=  [2]. 

Similarly, the Y population (probability distribution) is completely described by is cdf )()( tYPtG ≤= . 

If the X  and Y populations are identical, then ttGtF ∀≡ ),()(  [1,2].  

If the two distributions are not identical, then ),()( tGtF ≠ for some t [1,2] . 

The most useful version of the K-S test is the two-sided version for testing, provided below, because it is 

the simplest test that detects all cases of 1H  [1,2,3,4,5,6,7]. 

ℜ∈∀≡ ttGtFH ),()(:0  versus ),()(:1 tGtFH ≠  for some t [1, 2]. 

MATERIALS AND METHODS 

The idea of the K-S two sample two-sided test is to estimate the function F by a function mF determined 

from the X sample. In a similar fashion, estimate G by a function nG from the Y sample. In order to 

decide whether ttGtF ∀≡ ),()( , look at how closely the estimated functions )(tFm and )(tGn match up 

[1, 2]. 

In order to estimate the empirical distribution functions we consider the following: 
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The empirical cdf )(tFm is always a “step” function with jumps of size m/1 at the observed values of X . 

If the true probability distribution of X is continuous, then the true cdf )(tF  is a continuous graph which 

is approximated by the step function )(tFm [1].  Same goes for )(tGn  and )(tG for the Y distribution. If 

the null hypothesis is true and ℜ∈∀≡ ttGtFH ),()(:0 , then )(tFm  and )(tGn  should be close 

ℜ∈∀t . So we will look at the test based on )()(max tGtF nm
t

− [1, 2]. 

Formal test procedure for a level α test of: 

ℜ∈∀≡ ttGtFH ),()(:0  versus ),()(:1 tGtFH ≠  for some t. 

Compute )()(max tGtF
d

mn
J nm

t
−•= , where d is the greatest common divisor of m and n  [1,2]. 



If nmjJ ,,α≥ conclude 1H , otherwise 0H , where nmj ,,α is the upper α quartile of the distribution of J

under 0H [1,2]. Since the difference of the empirical cdf’s is a step function, the maximum over all 

ℜ∈t  will only occur at an observed value of X or Y . These are the only values for which 

)()( tGtF nm − will change. In the case of ties we still compute the maximum and therefore we only need 

to evaluate the difference at these distinct values of ℜ∈t [1, 2]. 

PRACTICAL EXAMPLE 

A company studied two techniques of assembling a part. Forty workers were randomly selected from the 

worker population and eight were randomly assigned to each technique. The worker assembled a part and 

the measurement was the amount of time in seconds required to complete the assembly. Some workers 

did not complete the task [8]. 

 

 

We have 20)6,5,1082.0( ==== nmj α  [1, 2]. So a level 1082.0=α level test is to conclude 1H if 

20≥J , else fail to reject 0H .Order the observations and compute )()( tGtF nm −  for each observed 

value [1, 2, 8]. 

 

 

Table 1 Data for Comparing Techniques of Assembling a Part. 

Table 2 Calculation of the Absolute Maximum Difference of the Empirical Cumulative Distributions. 



From (Table 1) [8] and (Table2), we have 30/13)()(max =− tGtF nm
t

 and d = {the greatest common 

divisor of m and n } = 1 [1, 2]. 

Therefore, ⇒<=•= 2013
30

13

1

)6(5
J fail to reject 0H . We consult our reference [1,2] to determine 

the p-value, however, the table only provides limited critical values. The p-value is given by 

1082.0)13(0 >≥JP . The value of J depends only on the relative rank ordering of the sX ' and sY '  

which implies that J is distribution free under the null hypothesis and explains why this is a 

nonparametric test [1, 2]. 

LARGE SAMPLE APPROXIMATION EXAMPLE 

In order to perform the large sample approximation for the K-S problem let’s first consider the following:  
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from the )(sQ values [1, 2]. 

The large sample approximation level α  test is given by: 

If α
** qJ ≥  conclude 1H , otherwise 0H , where α

*q is the upper α quartile of the distribution of 
*

J

under 0H [1, 2]. Using the data from the example that we discussed earlier [8], we have
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0 =≈≥ QJP  [9]. 

EXAMPLE USING PROC NPAR1WAY in SAS® 

Now that we have investigated the K-S two sample test manually, let us demonstrate how easily the 

example presented in (Table 1) [8] can be handled using the SAS® procedure NPAR1WAY. First we 

read in the data using a SAS® datastep (Figure 2).  

 

 

Figure 2 SAS® Datastep and NPAR1WAY Procedure Code. 



Next we inspect the empirical cumulative distribution functions (edf) and calculate the exact and the large 

sample approximation of J and the associated p-values using proc NPAR1WAY. The SAS® code 

(Figure 2) is short and simple to follow. The “edf plots” command will produce a graph (Figure 3) of the 

two empirical cumulative distributions. From the plot we can visually inspect that there appears to be a 

rather significant divergence between the two cdf’s somewhere between time 47 and 48, which is 

consistent with where we determined the maximum to be in the practical example.  

 

 

A closer inspection into the output provided by proc NPAR1WAY (Figure 4) confirms that the maximum 

deviation occurs at time 47.9 which agrees with our earlier discovery. We also see from the output 

(Figure 4), that our large sample p-value approximation calculation agrees with proc NPAR1WAY. 

Recall the exact p-value that we looked up, and we were able to determine 1082.0)13(0 >≥JP , but 

were unable to produce a more precise probability due to the limitations of the table [1]. The “exact ks” 

command will produce the exact p-value. We can see from the output (Figure 4) that the exact p-value is 

0.5909. Of course since 0.5909 > 0.1082 this, too, agrees with our earlier discovery and the fact that we 

failed to reject 0H .  

 

Figure 3 SAS® Plot of the Empirical Distributions for time. 



 

 

 

CONCLUSION 

Taking advantage of making no assumptions about the distribution of the data [10], the K-S two-sided test 

is one of the most useful and general tests for making inferences about two independent samples 

[2,3,4,5,6]. It is important to note, that this generality comes at some cost, other parametric tests may be 

more sensitive to differences if the data meet the distributional requirements (for example, Student’s t-

test) [10]. As most nonparametric tests, the K-S test is extremely practical and easy to understand [1, 2]. 

We conducted our inspection of the K-S test using the part assembly data [8], both from a practical (by-

hand) aspect and using SAS®. The NPAR1WAY procedure is very robust and provides excellent output 

and plots. It is a quick and easy way to perform a variety of nonparametric tests, including the K-S test. It 

is our opinion that if one wishes to compare two independent samples, for which the distributional 

assumptions of other tests cannot be met, then the K-S test is an excellent alternative. 

 

Figure 4 SAS® NPAR1WAY K-S Output. 
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