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Feedback Control: A History

As the speed of the prime mover increases,
the central spindle of the governor speeds up
causing the two masses on lever arms to move

up, pulls down a thrust bearing, closing a
throttle valve.

From 3rd century BC. The hour indicator
ascends as water flows in. A series of gears

rotate a cylinder to correspond to the temporal
hours
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Feedback Control
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Controller —> Actuator —> Plant —> Sensor
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* g must followyy with
» Speed
» Accuracy
* Feeback: Measure — Compare - Correct
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Feedback Control: A History (contd.)

™ ot
[ e
CF

Fom1{ZmIC]
GalneieRIRE

*Negative feedback improves performance (gain

stability, linearity, frequency response, step response)
and reduces sensitivity to parameter variations due to
manufacturing or environment

*Used extensively in World War |l

* Launched control theory in its own right
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Dynamic Models

Startsenpolied: dxtesysteation of Plant-model

l Disturbances

¢ Continuo

. k
1 2 T
¢ Discrete-time model: zy:Value of z(t) at time t = t;,
Yk = Q1Yk—1 + Q2Yk—2 + ... + pYk—n + boug + ... + bntik—m
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Transient Performance Metrics: Examples

* Metric 1: Settling time t,

v Time it takes the system transients to decay
* Metric 2: Peak Overshoot M,

v" Maximum Overshoot

LT nm 7 TU/c
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Control Performance Metrics

/ le(T)|dr < M,
0 more

accurate

*Speed: 1, <T

* Stability:
System response to disturbances dies down
| stable i unstable

'L nm- :

* Tracking accuracy: | lyd
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Steady-state Performance Metrics: Examples

* Metric 1: Cost of tracking errore = y — y,
v J= fow e?(v)dr

* Metric 2: Cost of Control Effort u
v = fow u?(r)dr
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Frequency Domain Methods

Disturbances
Demand Controller l Plant
Setpoint ¢y Output 1
L put y
Ga(s)

H(s)
_ G1(s)Ga(s) Filter
1+ Gi(s)G2(s)H (s)

Yd

e DesignG,(s) and H(s) so that y(t) — ya(t) = 0

¢ Ensure speed and accuracy of the closed-loop by studying the
forward-loop transfer function G1(s)G2(s)H(s)

¢ Bode-plots, Root-locus, Nyquist plots are useful tools
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State Space Methods

Disturbances

Demand
Setpoint Yd

Controller

G1(s)

l Plant
—>@—> & = Az + Bu

Output ¥

A typical control design

Disturbances

l

x Angle
—)Controller~>{ ipvertedyl  TNBS X

Pendulum
u
¢ Plant (inverted pendulum):¥ = ax +u+d (a= %)
e Controller (horizontal force): u = —k; % — kyx

* Closed-loop dynamics: ¥ + k.x + (k,—a)x = d

e Stability: Responses to an impulse in d must decay. = k; > 0,k, > a
¢ Transient performance: (k, —a)~ G) k? = ekt

e Control Effort: Increases with k4, k,

e Optimal control: Trade-off between performance and control cost.
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Optimal Control

e Large kq, k; e Optimal kq, k,

* Choose G4(s) so that

— closed-loop system is stable (Eigenvalues of A have
negative real parts — A is Hurwitz)

- y() > ya(®)
— a cost function is optimized. For examgole,
J :] (2" Qx + u” Ru) dt
leads to Optimal Control: ’
Solution is of the form u = —Kx with K = R~1BTP

with  4Tp4 pA— PBR'BTP - —Q

LT nm . TU/c
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Computer-controlled Systems

Disturbances

Cyber-domain

'( >_’ Sensor >

l Physical Domain|

inverted |x Angle
Controller%’ ZOH Actuator ‘>{ P::leim I —

]
x| 1
] u ]
] ]
T
ﬁpﬁ
—>1
| I | i
'Measure | Compute Actuate
T

e Sample every h secs.
¢ Nyquist sampling: The sampling frequency (%) should be at least twice the
highest frequency in the (physical) system dynamics.
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NETWORKED CONTROL SYSTEMS

A Standard Sampled-Data Problem

kh+h
e Ak M) y [l + 1] — e~Ackhx(kh) = f e~ 4B u(n) dn
kh

Multiply both sides by eAc(h+h)

u(n) = ulk], over [ty, ti+1]

— x[k + 1] = e“<"x[k] + f::me'Af("_kh_h)Bc dn - ulk]
= x[k + 1] = Ax[k] + Bulk]

¢ Assumes that u[k] is available immediately after t;,

LT nm TU/c
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e Physical system: x(t) = A.x(t) + B.u(t) §_ <] x[k+1
*  Multiple bothdsides by e ~Act g " | '
et AN R BB Bu(e) Lo
- 1 1 1
* Integrate over [ty, tx4+1] 3 1 ulk] ]
1 1 1
= |:B 1 1
“ 1 1
T T T
i te+1 L+
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Traditional Control System

Plant

Controller

« Centralized System

« Analog signal transfer

« Point-to-point communication
« One wire per signal

« lIdeal signal transfer assumed

(LT nm

TU/¢




"On the Design of CPS using Arbitrated Network Control Systems", CPS Week 2014 Tutorial (T4)

Decentralized Control System

Physic_alfo_ualing Physi_ca_l(f\ipling
oI wemTTTTT T x
Plant Plant Plant
Controller Controller Controller

« Decentralized System

« Physical coupling between different subsystems
« Each subsystem is controlled by a local controller
« No information exchange among controllers

(LI nm TU/e

Features of NCS

Traditional Networked
Control System Control System
P Ehrden!coupting
|: Plant |: Plant |: Plant { Plant
Controlle! Ccmtrnler:| Contrnler:| Controllej
LS ES

x
“~. Lommunication. .~ '~ . Communication. .~

« Sensors and controllers can be added or removed without
wiring efforts

« Increased re-configurability

« Simplification of diagnosis procedures and maintenance
« Hence, reduction of cost

« Efficient sharing of data via network

(LT nm TU/e

http://acps.mit.edu/CPSWorkshop2014.html

Networked Control Systems (NCS)

Physical coupling Physical coupling

A Networked Control System is a spatially
distributed control system where information is
exchanged over a (digital) network.

(LfT nm TU/e

Advantages of NCS

Traditional Networked
Control System Control System
Plagleg o il coupling
|: Plant |: Plant |: Plant |: Plant
Controlle! Cantrnllej Con(rnller:| Cantmller]
A ES

"
“~. Communication_ .~ '~ Communication. .~

« Reduced complexity, wiring, and cost of system
« Easy maintenance, diagnosis, and reconfiguration
o Increased flexibility and autonomy

(LT m TU/d
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Applications of NCS

« Automobile industry in 1970's

in car manufacturing
« A wide range of applications at present

* Engineering Networks .
— Manufacturing automation
— Automotive Systems
— Aircraft
— Teleoperation & Remote
Surgery
— Building automation
— Automoted highway systems

— Environmental monitoring and
control

(LI nm

« Driven by reduced cost for cabling, modularization of systems, and flexibility

Physical/ biological/ ecological
networks
— Synchronization networks
— Flock of birds/school of fisch
Gene/cell networks

Food webs

— Social networks

21

Tu/q

Example 2: Manufacturing

« Example of complex process control

.- £ g |

B =
< I . x I -
ji. — Fje
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An industrial bus protocol:
Profibus

L e e W A o, s
Highly interconnected control
systems in a manufacturing

=== process TI.ITI 23
i
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Example 1: Automotive Systems

o More than 50
control units
« Engine Control
« ldle speed control
« Drive by wire
o Lights
« Diagnosis

« Cruise Control

LT nm i, Tu/d

Example 3: Power Networks

Aglte Energy System — On-Site Power Generation

nm i TU/d

« Heterogeneous
power generation
networks
o Many small power

plants connected:

- Solar

- Wind mill

- Nuclear power plants
- Gas turbines
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Example 4: Traffic Management

« Motivation:

« Increase traffic
throughput

« Avoid congestion

« Install wireless
traffic sensors

« Model traffic as
partial differential
equations

LT nm i, Tu/d

Example 6: Biological systems

« Each bird/fish adjusts its velocity and
direction only according to its neighbors

Example 5: Telepresence Systems

« Cooperative Telemanipulation

auditive visual microphones
commanda

cameras

sensor
information

barrier

position/
force sensors

B> B B P

LT nm ’ TU/c
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Human Remote
Operator Hsl oM o Environment
i nm ; TU/d
Implications of NCS
Physical Domain -
[ Physical System ] /X,/
[ sensors ] [ actuators ] C4>ontinuous-time
A/D D/A
____ Discretetime
Cyber Domain
I Real-Time Applications N etwo r k
| Multimedia Applications
Control
|
Messages
i nm i, TU/q
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Implications of Network Control

1. Delays and packet dropouts:
« Non-ideal signal transmission
« Delays and packet dropouts are the consequence

« Delays are a source of instability and performance
deterioration

« Delay depends on network configuration, number
of particpators, routing transients, aggregate
flows, network topolgies

« Transmission delays may be non-deterministic

Ut nm Tu/e

NCS: Challenges (3)

3. Synchronization of local clocks
« Clock offset may drift

« Time and durations may differ for each
component in the NCS

Implications of NCS (contd.)

2. Limited network resources

o Multiple sensors and system communicating over
a shared network

o Network bandwidth is essential in the design of
the system

« Need for optimal scheduling and prioritizing

Ut nm TU/e
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Highlights of NCS Solutions

« Analysis and synthesis of controllers that are
robust to
(1) delays
(2) varying delays
(3) packet dropouts

(LT nm

TU/e
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A Standard Sampled-Data Problem Effect of Network: 7 # 0

x[k+1
« Physicalsystem: %(6) = Acx(t) + Bu(®) H Lk +1] « Physicalsystem: %(6) = A,x(6) + Bou(®) s et
2| x a
+  Multiple both sides by e ™4t 5 - - - *  With sampling, and integration over(ty, ty41] 5 i ! :
d © Al X ' Ach kh+h ,_a.(n-kh—h) © Al ! !
Z (e~4etx(8)) = et Bu(t) 1 1 1 xlk + 1] = ehx[k] + [, e7A B, u(n)dn 1 1 1
i@ = " ouk] : - ut) =ulk-11, [t +el = utkl— )
¢ Integrate over [ty, ti+1] 5 I'B | \ - um =ulkl, [te+7 tesa] a < . T'_ N
- ! 1 1 xlk + 1] = eAchx[k] + = ~—€ [
| ! ! [k+1] [k] T T X
f r f [T emActkh= B . u[k — 1] + [ e-Acti-kh=W B _dy . y[k] T T T
kn+h Lk et etz o e 174 e+1 k2
e~ Ackh+h) y[fe 4 1] — e~Ackhx(kh) = f e~ AMBu(n) dn h het
ch 4 = efehxli] + f eAtvdn_BC_u[k_ﬂJrf A dn - B, - ulk] kb (k+Dh (k+2)h
—  Multiply both sides by eAc(kh+h) ) h-t . o .

= u(m) = ulk], over [ty, tis1]

- x[k+ 1] = eAhx[k] + f::me“‘f(”"‘”‘”)Bc dn - ulk]

= x[k + 1] = Ax[k] + Byu[k] + Byu[k — 1]

* T can be asignificant fraction of h.

= x[k + 1] = Ax[k] + Bu[k] *  Design u[k] assuming B,~0. Guarantee robustness

*  Assumes that u[k] is available immediately after t;

i nm Tu/d (LfT nm TU/d

Stability Tools Control designs that are robust to T

Plant
We need to accommodate different cases where t~0, t~ah, a < 1,7~Bh, f~1. &=Ax+ By, y=Cx N 1 ,,
- Switched Systems ir=uyr VEEN B .
A J‘\Network \
* Determine robustness of control designs to 7. oty = 4 o TE ot i) S 1
Gre  tE [tk + Thy trta) —
* Definition: Controler
Ais SChur = a“ elgenvalues Of Aare InSIde the unit Theorem: Assuming there exist constants h > 7 > 0 such that
. teer —tk = h, T =T, vk eN
Cl rcle the NCS in the figure above is exponentially stable if the closed-loop matrix is Schur.

Imposes limits on the delay for satisfactory behavior

(1) M. S. Branicky et al., “Stability of networked control systems: Explicit analysis of delay,”
Amer. Contr. Conf., 2000, vol. 4

i nm TU/e i nm TU/e
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Control designs that are robust to variable delay(z)

£k+1 = A(Tk)&r- Tk € [0 Tmax]

with u
= A — To(m) BK  —1'1BK
(7%) ( 3(‘”‘) i]

and & = (1;{ J?E_I)T

Theorem: B
Given the system above with the delay-dependent matrix A(7x). If there exists
a solution to the discrete-time Lyapunov matrix inequalities

P=P">0
ATpA—-P<0vVAec A
for a suitable chosen finite set of matrices A, then the system is robustly globally

asymptotically stable for any sequence of delays 7 € [0, Tmax]
(2) M. Cloosterman et al, Robust Stability of NCS with Time-varying Network-induced Delays,”

|I|Iil— C€DC,2006 TI.ITI 37 T%

|I Ili I— Amer. Contr. Conf., 2001, vol. 2 “m 38 TU [

. 3
Control designs that are robust to packet dropouts( )

k1 = Pozi

where
B — eM 40U (h — 7)BC eA=TI0(1)B 4+ (1 - 0)['(h — 7)B
b= oc (1—a1
for 0 € 0,1 e
p /\ 1_p
B, =0 0 =1
Theorem: p

The NCS given above with dropout probability p (Bernoulli) is exponentially
mean-square stable if there exists a symmetric matrix Z > 0 such that

Z p(®Z) VT—p(®:12)
* Z 0

* * VA

(3) P. Seiler and R. Sengupta, “Analysis of communication losses in vehicle control problems,”

>0

ARBITRATED
NETWORKED CONTROL SYSTEMS
(ANCS)

LT nm TU/c
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ANCS: Co-design Network and Control

Network

NCS: Given a network, how do we design the controller?

ANCS:
— Exploit network transparency. Use information available
— Exploit network flexibility. Given a controller, how do we design the
network?
—  Co-design the network and controller.
ANCS:
Co-design T to meet quality of control and network resource
constraints.

L nm TU/c

10



"On the Design of CPS using Arbitrated Network Control Systems", CPS Week 2014 Tutorial (T4)

A Standard Sampled-Data Problem

= u(m) = ulk], over [ty, tis1]

- x[k+ 1] = eAhx[k] + f::me“‘f(”"‘”‘”)Bc dn - ulk]
= xlk+ 1] = Ax[k] + Byulk]

*  Assumes that u[k] is available immediately after t;

(LI nm .

e Physical system: x(t) = A.x(t) + B.u(t) 5 [k] Xkt
al x
«  Multiple both sides by e ~4ct 5 : : -
d o Al 1 1
(e tx() = et Bu(e) | : :
5 ulkl 1
* Integrate over [ty, ty41] =3 h 1 1
= B 1 1
I 1 1
T T T
heh Ly et1 itz
e~ Ackh+h) y[fe 4 1] — e~Ackhx(kh) = f e~ AMBu(n) dn
kh
—  Multiply both sides by eAc(kh+h)

Tu/q

The overall idea

¢ Plant-model:

x(t) = Acx(t) + Bou(t — 1) (continuous-time)

e Sample at t; and £ 41:
x[k + 1] = Ax[k] + Byulk] + Byu[k — 1]
* At each t: Measure x[k], compute u[k]after T
7: End-to-end delay
T=ah ulk]
Measure } } > Measure
xlk] /" |t T tees x[k] 7 tk
ulk —1]
Nominal: a <1,a < 14
. {ah,
T= Bh,
i nm .

7= ph

-

Teth Ui+t
ulk —1]
Drop: plarge, T > 14y,

- depending on the applications serviced

Effect of Network: 7 #= 0

TU/¢
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e Physical system: x(t) = A:x(t) + B.u(t)
¢ With sampling, and integration over([ty, tiy4]

x[k + 1] = eA<hx[k] + f:Mhe’AC("”""")BC u(mdn

n
- u(m=ulk-1], [tetc+7]
- ulm =ulkl, [t +7 tgsa]

x[k + 1] = e<hx[k] +

f::” e Act—kh-Mp_dn . ulk — 1] +

A

o [k+1
3| «xlk
£
> T T T
o Al 1 1
1 1 1
- [ L |
3 v ulkl— !
E /\ 1 ._P //‘ 1
~<2B 1
an 1T 1
e—A[(n—kh—h)Bc dn - ulk T T T
e 7-ulk) 174 te+1 L+

h h-t
= e x[k] + J’ eAt"dn-Bc-u[k—l]+f eAeVdn - B -ulk]
v h—t 0

By

By

= x[k + 1] = Ax[k] + Byu[k] + Byu[k — 1]

* T can be asignificant fraction of h.
e Design u[k] using A, By, and B, and the size of T in relation to h.

nm

kh  (k+1Dh (k+2)h

Tu/d

ANCS TOOLS
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Stability Tools

We need to accommodate different cases where 7~0,7~ah, a < 1,t~Bh, f~1.
- Switched Systems

* Dwell time

e Common Lyapunov Function

e Multiple Lyapunov Functions (MLF)
* Definition:

A is Schur = all eigenvalues of A are inside the unit circle

Uiy m

TU/d

Common Lyapunov Function (CLF)

Hurwitz Matrices 4;
ex=4x, i=12,---,N
— Stable with arbitrary switching* if

foranyi,j€Eo
ALA] == A]Al

A common Lyapunov
function for all {

A more powerful tool: CLF
V =xTPx
ATP + AP =—Q Q>0

* Narendra K.S., and Balakrishnan J., ”A Common Lyapunov Function for Stable LTI Systems with Commuting A-Matrices,” IEEE

|I I I [ TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 39. NO. ﬂmﬂ? 1994 47

TU/e
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Dwell time

¢ Switch between
{ Xi41 = AnXp, If Nominal
X1 =AaXp,  If Drop
e Ay:Schur; Ag: arbitrary
lxeenll < HARI AN - llxoll
¢ Maken large comparedto N —n
el < yAMEN " - ixell, 2 <1

e Forsomen, yA"™kN™" < 1; = stability of the switched system
k+n

k Dwell Time k+N
LLL L] | | | L1
FTTTTTTTT ] \ T |
Nominal Dro
Narendra K.S., and Balakrishnan J., ”A Common Lyapunov Function for Stable LTI Systems with Commuting A-Matrices,” IEEE
I - TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 39. NO. ER 1994 46
1" Tii TU/d

Common Quadratic Lyapunov Function (CQLF)

* Discrete-time Systems: x[k + 1] = A;x[k]
—A;Schur i=1,..,n
— Switched system is stable with arbitrary switching
if there exist P > 0 such that

V =xTPx ATPA; —P <0

Narendra K.S., and Balakrishnan J., ”A Common Lyapunov Function for Stable LTI Systems with Commuting A-Matrices,” IEEE

|I I I - TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 39. NO. ﬂmﬂ( 1994 48 TU /
1l |
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Multiple Lyapunov Functions

Definition (LLF):

* V;(x) is a Lyapunov-Like v
Function (LLF) if
= Vi(x) >0
= Vilxlk1D < h(Vi(x[ky +ji]))

" t
ky Ky +jh ki1 + N

* h:continuous; h(0) = 0.

MLF Theorem: x[k + 1] = A;x[k] . Switched system is stable if
(i) LLFs V;s exist over all intervals T;’s where ith system is active.

(ii) For all switching instants tij,
Vi(x[t]?]) < Vil D;

1) Soudbakhsh D., Phan L.X, Sokolsky O., Lee I., and Annaswamy A.M., “Co-design of control and platform
with dropped signals,” ICCPS 2013.

2) Branicky M.S., “Multiple Lyapunov functions and other analysis tools for switched and hybrid systems,”
|IEEE-TAC, 43(4):475 — 482, 1998.

Ut nm Tu/e

Summary (Part 2)

e Control theory fundamentals
— Use of Feedback
— Control performance metrics

¢ Transient and steady-state
» Trade-off between speed/accuracy and control effort

* ANCS

— A Network Control System that exploits the
information available and flexibility in the platform
design

— Transparency and flexibility in the network: Delays are
known

— Use of switching systems and their design for stability

Ut nm TU/e
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Linear Matrix Inequalities (LMI)

* LMl in the variable x € R" is an inequality:
a(x) =ag+x,a; + -+ xa, =0

where ag, a4, ***, a, are symmetricm X m
matrices

* Can be solved for x very efficiently

 Example: Lyapunov Inequality ATP + PA < 0
is an LMl in variable P

Boyd S., El-Ghaoui L., Feron E., and Balakrishnan V., “Linear matrix inequalities in system and control theory,” Vol. 15.
Philadelphia: Society for Industrial and Applied Mathematics, 1994.

- 50
'l nm
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