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Chapter  10

1. INTRODUCTION

Solving optimization problems is an inherent part 
of engineering design where one seeks the best 
design to minimize or maximize an objective 

function subject to some constraints. In struc-
tural optimization, depending on the nature of 
the design variables, three different optimization 
categories can be recognized. Sizing optimization 
arises when the design variables are connected to 
the dimensions of the elements. It can be useful 
where the layout and the shapes of the members 
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ABSTRACT

During the last two decades, topology optimization techniques have been successfully applied to a wide 
range of problems including seismic design of structures. This chapter aims to provide an introduction 
to the topology optimization methods and a review of the applications of these methods in earthquake 
engineering. Two well-established topology optimization techniques are introduced. Several problems 
including eigenfrequency control of structures, compliance minimization under periodic loading, and 
maximizing energy absorption of passive dampers will be addressed. Numerical instabilities and ap-
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are known and it is desired to find the optimum 
dimensions. On another level, one can choose 
the design variables to control the shape of the 
boundaries of the members. Such selection will 
lead to shape optimization. If the overall layout 
of the members is known and it is already decided 
where to put each member, in order to find the 
best shapes of the members, one can use shape 
optimization. In order to optimize the topology, 
connectivity, or layout of a system, topology 
optimization techniques should be used. In topol-
ogy optimization the design variables control the 
topology and connectivity of the design. Figure 
1 schematically illustrates these three categories 
of structural optimization.

Starting from topology optimization and feed-
ing the results to shape and sizing optimization 
routines will generally result in far greater savings 
than merely using shape and sizing optimization. 
Topology optimization techniques can thus be 
considered as important and powerful tools in 
hand of design engineers.

In this chapter we review the application of to-
pology optimization techniques in seismic design 
of structures. We start with a brief review of the 

history of topology optimization. Then we focus 
on two general optimization problems in seismic 
design of structures, the eigenvalue optimization 
problem and the problem of maximizing the en-
ergy absorption.

2. TOPOLOGY OPTIMIZATION

Initially addressed by Culmann (1866), the lay-
out optimization problem is not quite new. The 
interesting work of Michell (1904) laid down the 
principles of topology optimization of structures 
more than a century ago. After that, the field re-
mained untouched for nearly seven decades until 
Prager and Rozvany improved and generalized the 
Michell’s theory (e.g. refer to Prager 1969, 1974 
and Rozvany 1972a,b). Yet the field didn’t attract 
much attention until Bendsøe and Kikuchi (1988) 
proposed a finite element-based numerical method 
for topology optimization of continuum structures. 
Usually referred to as the homogenization method, 
this approach soon became a basis upon which 
other topology optimization techniques have been 
developed.

Figure 1. The three levels of structural optimization: top) sizing optimization; middle) shape optimiza-
tion; bottom) topology optimization



234

Applications of Topology Optimization Techniques

In their approach, Bendsøe and Kikuchi consid-
ered special microstructures as the building cells 
of the structure and employed the homogenization 
method to find the macro-scale properties of the 
cells in terms of their micro-scale dimensions. 
By considering the dimensional properties of the 
microstructures as design variables, they reduced 
the topology optimization of the structure to sizing 
optimization of its microstructures.

Using the idea behind the homogenization 
method, Bendsøe (1989) introduced a simpler 
approach to optimize the topology of structures. 
In this new approach instead of using the micro-
structures and homogenization, Bendsøe proposed 
an artificial material interpolation scheme relating 
the material properties of the elements to their 
relative density. After Rozvany et al. (1992), this 
approach is referred to as ‘Solid Isotropic Micro-
structures with Penalization (SIMP)’. The SIMP 
approach is now one of the most established and 
popular methods in topology optimization.

A simple FE-based topology optimization 
technique was later proposed by Xie and Steven 
(1993). Named Evolutionary Structural Optimiza-
tion (ESO), the technique was based on the idea 
of evolving the structure towards an optimum 
design by progressively removing its inefficient 
elements. The Bi-directional ESO (BESO) was 
the main successor of the ESO method. Initially 
introduced by Querin (1997), Querin et al. (1998) 
and Yang et al. (1999a), the BESO algorithm was 
capable of adding as well as removing elements. 
This method is now a well-known topology op-
timization technique which is widely used due to 
its clear topology results and ease of application.

The SIMP and BESO techniques will be de-
tailed and used in later sections of this chapter. 
In the next section we investigate the equation of 
motion of a structural system to find out which 
parameters shape the responses of structures under 
dynamic loads.

3. STRUCTURAL RESPONSES 
UNDER DYNAMIC LOADS

Consider the equation of motion for a finite ele-
ment discretized linear system

Mu Cu Ku p + + =  (1.1)

where M, C and K are mass, damping and stiff-
ness matrices respectively and u and p are time-
dependent vectors of nodal displacement and nodal 
force respectively, i.e., u ≡ u(t) and p ≡ p(t). We 
assume a classical damping (Chopra 1995), for 
example Reyliegh damping of the form

C M K= +a aM K  (1.2)

where aM and aK are constants.
We now expand the displacements in terms of 

modal contributions

u( ) ( )t q tr r
r

Nd

=
=
∑ ϕϕ

1

 (1.3)

where Nd is the number of degrees of freedom and

q t C t S t r Nr r r r r d( ) cos sin , , ,= + =ω ω 1  
(1.4)

are harmonic functions and Cr and Sr are constants 
of integration associated with the rth degree of 
freedom. The natural frequencies ωr and natural 
modes φr are solutions of the following eigenvalue 
problem

K Mϕϕ ϕϕr r r= ω2  (1.5)

which represents the free vibration of the un-
damped system. For simplicity, we further require 
that the modes are M-orthonormal, i.e.,
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ϕϕ ϕϕn
T

r nr dn r NM = =δ , , , ,1  (1.6)

where δnr is the Kroneker’s delta which equals 1 
for n = r and 0 otherwise. Premultiplying Equa-
tion (1.5) by ϕϕn

T and using Equation (1.6) we get

ϕϕ ϕϕn
T

r r nr dn r NK = =ω δ2 1, , , ,  (1.7)

which means the modes are also K-orthogonal. 
Using Equation (1.3) in Equation (1.1) and pre-
multiplying by ϕϕn

T we obtain

ϕϕ ϕϕ ϕϕ ϕϕ ϕϕ ϕϕ ϕϕn
T

r r
r

N

n
T

r r
r

N

n
T

r r
r

N

n
Tq q q

d d d

M C K p 

= = =
∑ ∑ ∑+ + =
1 1 1

 

(1.8)

We now make use of M-orthonormality of the 
modes and the classical damping Equation (1.2) 
to simplify Equation (1.8) to

 q q qn n n n n n n
T+ + =2 2ζ ω ω ϕϕ p  (1.9)

where ζ
ω

ωn
M

n

K
n

a a
= +

2
1

2
 is the damping ratio 

of the n-th mode (Chopra 1995).
According to Equation (1.9), the response of 

a structure under a dynamic load depends on its 
natural frequencies ωn and damping ratios ζn.

4. MAXIMIZING EIGENFREQUENCIES 
IN FREE VIBRATION

As seen in the previous section, controlling the 
response of structures can involve eigenfrequency 
optimization. In this section we address the prob-
lem of maximizing the fundamental frequency of 
a structure in free vibration. This problem was 
initially addressed by Díaz and Kikuchi (1992) 
using the homogenization method. Here, we for-
mulate the problem using the SIMP approach. This 
formulation can be simply extended to maximiz-

ing (or minimizing) any combination of natural 
frequencies. A practically useful example of such 
extensions will be briefly addressed in section 6. 
It is worth noting that maximizing fundamental 
frequency results in structures with a reasonable 
stiffness against static loads in general (Bendsøe 
and Sigmund 2003).

Damping effects are ignored and linear elastic 
material behavior is assumed in this section. Also 
all material parameters are taken as deterministic 
quantities. Random variability of material strength 
parameters can significantly affect the ductility 
and energy absorption capacities of structures 
subjected to seismic loading (Kuwamura and Kato 
1989, Elnashai and Chryssanthopoulos 1991). 
Uncertainties of variables can be considered 
in structural optimization by integrating Reli-
ability Analysis (see e.g. Kharmanda et al. 2004 
and Papadrakakis et al. 2005) or through Robust 
Optimization (see e.g. Beyer and Sendhoff 2007).

Using the finite element discretization and the 
SIMP approach we introduce the following mate-
rial interpolation scheme to express the Young’s 
modulus Ee of element e in terms of its relative 
density xe as

E x x Ee e e
p( )=  (1.10)

where E is the Young’s modulus of the base 
isotropic material. The power p > 1 is known as 
the penalty factor and is introduced to push the 
solutions towards a solid-void topology. A typical 
value for the penalty factor is p = 3 (Bendsøe and 
Sigmund 1999). The relative densities are chang-
ing in the range 0 ≤ xe ≤ 1 in which xe = 1 represents 
solids and xe = 0 represents void areas. In order 
to avoid singularities in the stiffness matrix of the 
system, Equation (1.10) may be replaced by

E x E x E Ee e e
p( ) ( )= + −  (1.11)

in which E  is a small elastic modulus assigned 
to voids. Based on Equation (1.10), the (local 
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level) stiffness matrix of the element e can be 
expressed as

K K K Ke e e e
p

e ex x( )= + −( )  (1.12)

in which Ke  and Ke  are the stiffness matrices of 
the element e when it is made of the base mate-
rial and void (in its solid and void states) respec-
tively. Similarly for the density and the mass 
matrix of the element e we can write

ρ ρe e ex x( )=  (1.13)

and

M Me e e ex x( )=  (1.14)

Where ρ  is the density of the base material and 
Me  is the mass matrix of the element e in its 
solid state.

Using these material interpolation schemes 
one can change element e from solid to void and 
backwards by changing the value of xe. Thus by 
choosing xe-s as design variables, one can produce 
different topologies without altering the finite 
element mesh.

We can now formulate the optimization prob-
lem. The fundamental frequency optimization 
problem can be stated as finding the best topol-
ogy of a structure to maximize its fundamental 
frequency given a fixed amount of material. The 
problem can thus be formulated as

max min

, , ,

, , , , , ,x x x j N j

j j j

N d

j
1 2

1 1 2

1 2

 

λ λ

λ

={ }
= =
=

such that K Mϕϕ ϕϕ 



,

, , , ,

N

x v v

x e N

d

e e
e

N

e

=
∑ ≤

≤ ≤ =
1

0 1 1 2

 

(1.15)

where λ ωj j dj N= =2 1, , ,  and N is the number 
of elements. The second constraint restricts the 
volume of the design to an upper limit denoted 
by v . In this statement ve is the volume of the 
element e.

4.1. Sensitivity Analysis

Solving Problem (1.15) requires finding the sen-
sitivities of λ1 with respect to design variables xe. 
Differentiating Kφj = λjMφj we can write

∂
∂

+
∂

∂
=
∂

∂
+

∂
∂

+
∂

∂
K

K M
M

M
x x x x xe

j
j

e

j

e
j j

e
j j

j

e

ϕϕ
ϕϕ

ϕϕ ϕϕ
ϕϕλ

λ λ  

(1.16)

Premultiplying by ϕϕj
T  and rearranging the 

terms we obtain

ϕϕ ϕϕ ϕϕ ϕϕ ϕϕ
ϕϕ

j
T

e
j

e
j

j

e
j
T

j j
T

j
j

x x x
∂
∂
−

∂
∂










=
∂

∂
− −( )

∂

∂
K M

M K Mλ
λ

λ
xxe

 

(1.17)

Using the symmetry of K and M, we can read-
ily conclude that

ϕϕ ϕϕj
T

j j j

T
K M K M−( ) = −( )



 =λ λ 0 . 

We also use Equation (1.6) in Equation (1.17) 
to finally express the sensitivities as

∂

∂
=

∂
∂
−

∂
∂











λ
λj

e
j
T

e
j

e
jx x x

ϕϕ ϕϕ
K M  (1.18)

The stiffness and mass derivatives in Equa-
tion (1.18) can be calculated using Eqs. (1.12) 
and (1.14).

4.2. Solution Method

Having the sensitivities in Equation (1.18), the 
optimization problem (1.15) can be solved using 
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suitable gradient-based techniques. Noting that the 
number of design variables (number of elements) 
can be very large, one should adopt a solution 
method capable of solving large-scale problems. 
The method of moving asymptotes (MMA) 
proposed by Svanberg (1987) is a well-known 
solution method used in topology optimization 
problems. Another common approach is using 
optimality criteria (OC) based algorithms. In the 
following, after deriving the optimality criteria 
for the optimization problem (1.15), we propose 
a heuristic iterative fixed-point algorithm to solve 
the optimization problem based on the optimality 
criteria.

The eigenvalue equation, Kφj = λjMφj can be 
satisfied separately using finite element analysis. 
Excluding this equation, the Lagrangian of Prob-
lem (1.15) takes the form

 = + −








+ −( )+





= =
∑ ∑λ γ γ1
1 1

1Γ v x v x xe e
e

N

e e e e
e

N

 

(1.19)

where Γ , γe and γe are Lagrange multipliers. 
Using Karush-Kuhn-Tucker results (Karush 1939; 
Kuhn and Tucker 1951), the necessary optimal-
ity conditions for Problem (1.15) can be expressed 
as follows

∂
∂
=
∂
∂
− − + =

−








 = −

=
∑


x x

v

v x v v x v

e e
e e e

e e
e

N

e e
e

λ
γ γ1

1

0

0

Γ

Γ ;
==
∑ ≥ ≥

−( ) = − ≥ ≥ =

= ≥ ≥

1

0 0

1 0 1 0 0 1

0 0 0

N

e e e e

e e e e

x x e N

x x e

;

; ; , ,

; ; ,

Γ

γ γ

γ γ



== 1,N

 

(1.20)

If we define γ γ γe e e= −  and use it in Equa-
tion (1.20), we can rewrite the optimality criteria 
as

D
x

v

v x v v x v

e
e

e e

e e
e

N

e e
e

N

=
∂
∂
− =

−








 = − ≥

= =
∑ ∑

λ
γ1

1 1

0 0

Γ

Γ Γ; ; ≥≥

= ⇒ ≤

< < ⇒ =

= ⇒ ≥

=

0

0 0

0 1 0

1 0

1

x

x

x

e N

e e

e e

e e

γ

γ

γ

, ,

 

(1.21)

To increase the fundamental frequency, we add 
a vector of increments ∆x = (∆x1, ∆x2,…, ∆xN) T 
to the design variables x = (x1, x2,…, xN)T. The 
subsequent change in the fundamental frequency 
and the design volume can then be evaluated as

∆ ∆λ λ1 1= ∇( )T x  (1.22)

∆ ∆v T= v x  (1.23)

where ∇ = ( )∂
∂

∂
∂

∂
∂λ λ λ λ

1
1

1

1

2

1

x x x

T

N
, , , is the gradient 

vector of λ1 and v = ( , , , )v v vN
T

1 2  .
Let us now define the increments of design 

variables as

∆ Γx D v= = ∇ −λ1  (1.24)

If the volume constraint is inactive, we will 
have Γ = 0 and thus ∆x = ∇λ1  which results in 
∆λ λ λ1 1 1= ∇( ) ∇ ≥

T
0  after substituting in 

Equation (1.22).
If the volume constraint is active, on the other 

hand, we will have

∆ ∆v T= =v x 0  (1.25)

Using Equation (1.24) in Equation (1.25) and 
solving for Γ we obtain
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Γ =
∇v
v v

T

T

λ1  (1.26)

If the boxing conditions are all inactive, i.e. if 
0 < xe < 1, we can use Equation (1.26) in Equa-
tion (1.24) and then Equation (1.24) in Equation 
(1.22) to write

∆λ λ λ
λ

1 1= ∇( ) ∇ −
∇









T
T

T1
1v v

v v
 (1.27)

It can be easily verified that the right hand side 
of Equation (1.27) is a form of Cauchy–Bunya-
kovsky–Schwarz inequality and thus ∆λ1 0≥ .

Based on this discussion, we propose the fol-
lowing update scheme to solve Problem (1.15)

x

x

x x D D
k

k

k k k k

p
p+( )

( )

( ) ( ) ( ) ( )

=

−( )
+( ) +






−
1

0

1
1  max

, ,

min , ,

η

η η





































 

(1.28)

Here the subscripts denote the iteration num-
ber and η is a tuning parameter defining the move 
limit. The vector D is defined in Equation (1.24). 
Note that p used here is the previously defined 
penalty power for stiffness. The value of the 
Lagrange multiplier Γ can be calculated using 
bisection method in an inner loop. In finding Γ, 
one should note that ∂ ∂ <v Γ 0.

Note that the same algorithm can be used 
to maximize any of the natural frequencies. To 
maximize the kth eigenvalue, for example, one 
needs to replace λ1 and φ1 by λk and φk respectively.

4.3. Numerical Instabilities

Most of the material distribution techniques, 
including homogenization, SIMP and BESO 
methods, are known to be prone to three major 
numerical instabilities, namely checkerboard 
problem, mesh dependency, and local minima 

(Sigmund and Petersson 1998). Checkerboard 
problem refers to the formation of alternating 
solid and void elements in a checkerboard-like 
pattern resulting in artificially high stiffness. Mesh 
dependency refers to obtaining different optimal 
topologies for the same problem using different 
mesh sizes. Local minima refers to the problem 
of obtaining different optimal topologies using the 
same mesh but different algorithmic parameters 
and/or initial design.

One of the simplest yet effective approaches 
to overcome checkerboard and mesh dependence 
problems is filtering sensitivities (Sigmund and 
Petersson 1998). In this approach the calculated 
sensitivities are replaced by filtered sensitivities 
which are calculated as a weighted average of 
the sensitivities of the neighboring elements. A 
simple linear filter takes the form

∂
∂

∂
∂

= =

=

∑

∑
λ

λ

x

x
x w

x wi

j
j

e

N

ij

i ij
j

N



1

1

 (1.29)

in which wij = max{0, R – dij}. R is known as the 
filtering radius and dij denotes the distance between 
the centers of the elements i and j. The filtering 
scheme (1.29) can be activated by choosing the 
filtering radius R bigger than the size of elements 
h. This can eliminate the checkerboard problem.

In this scheme, the filtering radius R imposes a 
local minimum length scale to the solutions. More 
precisely, using this sensitivity filter, the width of 
bars appearing in the resulting topologies could 
not be smaller than 2R. This property is useful in 
achieving mesh independency. By defining R as 
a ratio of the actual length of the design domain, 
the mesh dependence problem can be rectified.

Unlike the first two types of numerical insta-
bilities, the local minima problem is mostly due to 
the use of gradient-based optimization algorithm 
which can be trapped in local minima of usually 
non-convex objective functions. On the other 
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hand, the extremely large size of the problems in 
topology optimization is a great barrier in using 
non-gradient-based optimization techniques such 
as Genetic Algorithm (GA) and Neural Networks. 
The continuation method is a simple approach 
used and suggested by many researchers to over-
come this problem in gradient-based optimization 
methods (Sigmund and Petersson 1998). In this 
approach, one would start solving the problem in a 
more relaxed form and gradually apply restrictions. 
For example, one can start the solution considering 
no penalty factor (p = 1) and gradually increase 
p upon convergence of the solution.

Apart from these three problems – which are 
common in all types of topology optimization 
problems – some numerical artifacts are unique 
to eigenvalue problems. The ‘artificial modes’ 
problem comes under this category. These are 
localized modes appearing in regions with rela-
tively high mass to stiffness ratio. Pedersen (2000) 
points that due to the interpolation schemes for 
stiffness and mass (Eqs. (1.12) and (1.14) respec-
tively), the mass to stiffness ratio rises steeply for 
small values of x which ultimately results in local-
ized modes. To overcome this problem, a modi-
fication in the stiffness interpolation scheme is 
suggested by Pedersen (2000) to limit the mass 
to stiffness ratio in low density areas (typically 
x < 0 1. ). Following the same principle, Du and 
Olhoff (2007) proposed a different approach by 
modifying the mass interpolation scheme. The 
latter approach is adopted here. To this end, we 
replace the original mass interpolation scheme, 
Equation (1.14), by

M
M

Me e
e e e

q
e
q

e e

x
x x

x x
( )

, .

, .
=

>

≤






−

0 1

10 0 11  (1.30)

with q = 2p. This ensures that the mass to stiffness 
ratio cannot exceed 10p-1.

4.4. Flowchart and 
Numerical Examples

A flowchart of the proposed solution algorithm 
is depicted in Figure 2. The solution starts from 
an initial guess design. A uniform distribution of 
material defined as x v v e Ne t= =/ , , ,1  with 
vt denoting the total volume of the design domain 
is usually used as an initial design. The main loop 
starts by analyzing the current design using finite 
element analysis. Based on FE results, the sensi-
tivities are calculated using Equation (1.18). The 
sensitivities are then filtered using Equation (1.29). 
The updated variables are calculated in an inner 
loop. In the inner loop, starting with a positive 
value for the Lagrange multiplier Γ, the updated 
variables are calculated using Equation (1.28). 
The volume of this new design is checked and 
the new value of Γ is adjusted using the bisection 
approach. The inner loop continues until the 
value of Γ converges. The updated design is then 
replaces the old one and the procedure is re-
peated until a convergence criterion is satisfied.

The convergence criterion used here is defined 
as

λ λ

λ λ
ε

( ) ( )

( ) ( )

i
i k l

k

i
i k l

k

i
i k l

k

i
i k l

k

= − + = −

−

= − + = −

−

∑ ∑

∑ ∑

−

+
≤1

1

1

1
 (1.31)

where λ(i) is the value of the objective function at 
the i-th iteration and k denotes the last iteration. 
This condition compares the value of the objective 
function in the last and second last l iterations and 
assumes convergence is achieved when the rela-
tive error is smaller than a predefined tolerance 
0 1< ε .  In all examples reported here l = 5 
and ε = 0.001 were used.
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Example 1: Reinforcement 
of a Planar Frame

As the first example we consider a frame in plane 
stress. The maximum volume of used material 
should be limited to half of the volume of the 
whole frame (v vt/ %= 50 ). The initial design 
is depicted in Figure 3 (leftmost). The outer frame 
is fixed to be solid and is non-designable. Note 
that if we do not consider the non-designable 
outer frame, the optimization program will obvi-
ously shorten the frame.

The 3×12m domain is descretized using a 
30×120 mesh of 4 node square bi-linear elements. 
A consistent mass matrix formulation has been 
used (see e.g. Zienkiewicz et al. 2005). The stiff-
ness and density of the base material are assumed 
asE = ×2 105 MPa and ρ = 8000 kg/m3 re-
spectively. A penalty power of p = 4, a filtering 
radius of R = 30cm = 3h, and move limit of η = 
0.2 have been used. The ratio between the stiffness 
of solid and void areas is selected as E E: = 109 .

The obtained topologies at different iterations 
are shown in Figure 3.

Figure 2. The flowchart of the proposed solution algorithm
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Figure 4 shows the values of the fundamental 
frequency and the first eigenmode. The funda-
mental frequency has increased from 60.4 rad/s 
in initial design to 154.1 rad/s after 85 iterations 
showing 155% increase. Note that the values of 
the fundamental frequency also depend on the 
penalty factor. If we analyze these designs with 

p = 1, the initial and final eigenfrequencies will 
change to 105.2 rad/s and 174.0 rad/s respectively.

5. MULTIPLE EIGENFREQUENCIES

By steadily increasing (or decreasing) an eigenfre-
quency, it is possible that its value reaches adjacent 
eigenfrequencies resulting in multiple eigenfre-
quencies. The problem of multiple eigenvalues 
in structural optimization was first addressed by 
Olhoff and Rasmussen (1977). It is shown by Haug 
and Rousselet (1980) that the multiple eigenvalues 
are not differentiable in the Fréchet sense and can 
only be expected to be Gâteaux (directionally) dif-
ferentiable. This finding rules out the validity of 
sensitivities calculated by Equation (1.18) in case 
of multiple eigenfrequencies. Ignoring this fact in 
topology optimization will result in oscillation of 

Figure 3. The initial design and topologies of the 
first example at different iteration numbers

Figure 4. Evolution history of the fundamental frequency (a) and the first eigenmode of the optimal 
design (b) in example 1
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the objective function and suboptimal solutions 
as shown in the following example.

Example 2: Clamped-Clamped Beam

Consider the problem of maximization of the 
fundamental frequency of a clamped-clamped 
beam with volume fraction of 50% and material 
properties similar to example 1. All algorithmic 
parameters are similar to example 1. The structure 
has been discretized into 30×240 identical 4-node 
bi-linear square elements. The initial and the fi-
nal solutions and the evolution of the first three 
eigenfrequencies are shown in Figure 5.

It can be seen that after 29 iterations, the first 
two eigenfrequencies coalesce. Using the single 

modal sensitivities of Equation (1.18), decreases 
the objective function instead of increasing it. 
This produces oscillation after the point of coalesce 
and the algorithm converges at a suboptimal solu-
tion (Figure 5b).

5.1. Simple Approaches to Avoid 
Multiple Eigenfrequencies

A number of simple approaches can be used to 
avoid multiple eigenfrequencies. Kosaka and 
Swan (1999) proposed a symmetry reduction ap-
proach in which a symmetry condition is imposed 
on the design variables to ensure a symmetric 
solution. In their paper, Kosaka and Swan (1999) 
noted that in a symmetric structure, the multiple 

Figure 5. Example 2 without treatment: initial design (a), final solution (b), and evolution of the eigen-
frequencies (c)
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eigenvalues are differentiable (in the Fréchet 
sense). Note that in this approach the symmetry 
reduction is not applied in the analysis and the 
analysis is based on the full structure. Using 
symmetry reduced structure for analysis cannot 
be validated in eigenfrequency optimization since 
the eigenmodes are not necessarily symmetric 
even for a symmetric structure.

Another approach to avoid repeated eigenfre-
quencies is to add an extra condition to the optimi-
zation problem ensuring that the eigenfrequencies 
are distant from each other. For example one may 
reformulate problem (1.15) as follows (Bendsøe 
and Sigmund 2003).

max

, , , ,

, , , ,

, , ,x x x

j
j d

j j j

N

j N

j

1 2

1 2

1 2
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α λ β
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= =K Mϕϕ ϕϕ NN

x v v

x e N

d

e e
e

N

e

=
∑ ≤

≤ ≤ =
1

0 1 1 2, , , ,

 

(1.32)

with α < 1, for example α = 0.95. This formulation 
is known as bound formulation. Note that with α = 
1, Problem (1.32) is equivalent to Problem (1.15).

It is also possible to turn around the multiple 
eigenvalue problem by including adjacent eigen-
frequencies in the objective function. For example 
Yang et al. (1999b) used the arithmetic mean of 
the eigenvalues as the objective function when 

Figure 6. Solving example 2, using mean eigenfrequency as objective function: final solution (a) and 
evolution of the objective function and the first three eigenfrequencies (b)
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they fell within a small distance from each other. 
A more generalized mean eigenvalue objective 
function has been considered by Ma et al. (1995). 
For example considering the harmonic mean of 
the first two eigenvalues, we can define the fol-
lowing objective function

λ λ λ∗ − − −
= +( )2 1

1
2

1 1
 (1.33)

Using this objective function in example 2 
results in a smooth increase for the first two ei-
genvalues. Figure 6 shows the final solution and 
the evolution history of the first three eigenvalues 
considering the objective function defined in 
Equation (1.33) in example 2.

5.2. Sensitivity Analysis of Multiple 
Eigenvalues

It is also possible to solve the multimodal eigen-
frequency optimization problems directly. Using 
a perturbation technique, Bratus and Seyranian 
(1983) calculated the sensitivities of multiple 
eigenvalues. Here we follow Seyranian et al. 
(1994) and Lund (1994) to present the sensitivity 
analysis of multiple eigenfrequencies.

Assume an m-fold multiple eigenvalue

λ λj j m= =� …, , ,1  (1.34)

Due to multiplicity, any linear combination 
of the corresponding eigenvectors will satisfy 
the main eigenvalue problem Kφj = λjMφj. Now 
assume the following linear combination

� …ϕϕ ϕϕj jk k
k

m

j m= =
=
∑α , , ,1

1

 (1.35)

where the coefficients αjk are unknown. If we 
apply a perturbation ε to the i-th optimization 
variable the vector of design variables changes 
to x + ε∆xi where ∆xi denotes a vector of size N, 

all of its components being zero except for its i-th 
component which is 1.

Due to this perturbation, the stiffness and mass 
matrices will change to
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 (1.36)

and the eigenvalues and the eigenvectors will 
change to

λ ε λ εµ εj i j o j m( ) ( ), , ,x x+ = + + =∆ � …1  
(1.37)

ϕϕ ϕϕj i j j o j m( ) ( ), , ,x x+ = + + =ε ε ε∆ � …ν 1  
(1.38)

where μj and νj are the unknown sensitivities 
of the multiple eigenvalues and eigenvectors 
respectively. o(ε) indicates higher order terms. 
Note that μj ≡ μj(x, ∆xi) and νj ≡ νj(x, ∆xi), i.e. the 
sensitivities depend on ∆xi.

Using the perturbed values of Eqs. (1.36), 
(1.37), and (1.38) in the main eigenvalue problem, 
after ignoring the higher terms, one obtains

∂
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−
∂
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(1.39)

Premult iplying Equation (1.39) by 
ϕϕs
T s m, , ,= 1 , the second term in the left-hand 

side will cancel out and one obtains the following 
m equations
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We now substitute Equation (1.35) in Equation 
(1.40) and use Equation (1.6) to write

α λ µ δjk s
T

i i
k j sk

k

m

x x
sϕϕ ϕϕ

∂
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−
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−
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(1.41)

This linear system can be solved to calculate the 
coefficients αjk. A non-trivial solution only exists if

det , , ,ϕϕ ϕϕs
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= =
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(1.42)

This subeigenvalue problem can be solved to 
calculate the sensitivities μj, j = 1,…,m due to the 
increment of the i-th optimization variable.

If the vector of design variables undergo an 
increment of the form εe with e = (∆x1, ∆x2,…, 
∆xN)T and ||e|| = 1, one can easily generalize Equa-
tion (1.42) to

det , , , ,f esk
T

sk s k m−



 = =µδ 0 1  (1.43)

where
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are known as the generalized gradient vectors 
(Seyranian et al. 1994). Note that fsk are vectors 
of length N, thus f esk

T  are scalars. Also note that 
due to symmetry of the stiffness and mass matri-
ces fsk = fks.

The solutions of subeigenvalue problem of 
Equation (1.43) are the sensitivities of the multiple 
eigenvalues. This equation was initially introduced 
by Bratus and Seyranian (1983).

5.3. Solution Algorithm

Assume that Φ is an Nd×m matrix whose columns 
are the eigenvectors φ1,…, φm. Also consider the 
vector d = (d1,d2,…,dN)T defined as

d
x x

e Ne
e e

=
∂
∂
−
∂
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=
K M� …λ , , ,1  (1.45)

Then the subeigenvalue problem of Equation 
(1.43) can be stated in the following matrix form

A I− =µ 0  (1.46)

where A = ΦTΦdTe is a symmetric m×m matrix 
and Im×m is the unity matrix.

Following Cox and Overton (1992) and Over-
ton (1992), the necessary optimality conditions to 
solve problem (1.15) is that there exists an m×m 
symmetric positive semidefinite matrix Λ with 
trace(Λ) = 1 such that
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(1.47)

where the Frobenius matrix inner product is de-
fined as A:B = trace(ATB).

The proof of optimality conditions in (1.47) 
will not be presented here. Enthusiast reader is 
referred to Cox and Overton (1992), Overton 
(1992), and Seyranian et al. (1994).

Note that for the case of simple eigenvalues (m 
= 1), one should have Λ = 1 and optimality condi-
tions in (1.47) reduce to (1.21). Comparing (1.47) 
with (1.21), one may note that the only difference 
is that the sensitivities ∂λ/∂xe in (1.21) have been 
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replaced by Λ:(ΦTdeΦ) in (1.47). The only issue 
here is to find a suitable matrix Λ.

Similar to Equation (1.24), we consider the 
following increment vector

∆ Γx D d v e Ne e
T
e e= = ( )− =� …Λ Φ Φ: , , ,1  

(1.48)

To illustrate the calculation of Λ, we consider 
the simplest multiple case of m = 2. We assume 
that the two eigenvalues are repeated if

λ λ
λ

δ2 1

1

−
≤  (1.49)

with δ being a small positive tolerance. In this 
case we have

Φ = ( )ϕϕ ϕϕ1 2,  (1.50)

We also introduce the following positive 
semidefinite symmetric matrix

Λ∗
∗ ∗

∗ ∗
=










Λ Λ
Λ Λ

11 12

12 22

 (1.51)

based on which we define

Λ Λ
Λ

=
∗

∗trace( )
 (1.52)

to ensure that trace(Λ) = 1.
Substituting Equation (1.51) in Equation (1.48) 

and using Eqs. (1.45) and (1.44), we may rewrite 
Equation (1.48) in the following form

∆ Λ Λ Λ Γx f f f v= + + −∗ ∗ ∗
11 11 12 12 22 222  (1.53)

The change in the multiple eigenvalues ∆λ1 
and ∆λ2 due to ∆x can be calculated by solving the 

following quadratic equation which is emerged 
from Equation (1.43)
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We are interested in finding Λij
∗  such that 

Equation (1.54) results in two positive eigenval-
ues ∆λ1 > 0 and ∆λ2 > 0. There are several ways 
to achieve this. Here we assume the following

∆ ∆λ1 11 1= =f xT  (1.55)

∆ ∆λ λ λ
λ2 22 1 2 1

1
= = − −f xT  (1.56)

f x12 0T∆ =  (1.57)

Equation (1.57) implies that the matrix in Equa-
tion (1.54) is diagonal, hence the eigenvalues are 
equivalent to the diagonal terms as stated in Eqs. 
(1.55) and (1.56). In Equation (1.55) we consid-
ered an increase of 1 for the lowest eigenvalue. 
If the two eigenvalues are different, the increase 
assigned to the second eigenvalue in Equation 
(1.56) will be slightly lower than 1. This is to 
reduce the difference between the two repeated 
eigenvalues.

Substituting Equation (1.53) in Eqs. (1.55) to 
(1.57), we obtain a set of three equations which 
can be solved to yield the three unknown coef-
ficients Λ11

∗ , Λ22
∗ , and Λ22

∗ . These equations can 
be summarized as

f f f f f f
f f f f

f f

11 11 11 22 11 12

22 22 22 12

12 12

T T T

T T

Tsymm.







































=

+

− +

∗

∗

∗

−

Λ
Λ
Λ

Γ
11

22

12

11

2

1

1 2 1

1

f vT

λ λ
λ ΓΓ

Γ

f v

f v
22

12

T

T



















 

(1.58)

By solving Equation (1.58) one finds Λ* 
which is used in Equation (1.52) to find Λ and 
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subsequently ∆x from Equation (1.53). Like the 
single modal case, to find the value of the Lagrange 
multiplier Γ an inner bisection loop can be used.

Figure 7 shows the final solution and the evolu-
tion history of the first three eigenfrequencies of the 
problem of example 2 using the above approach. 
It can be seen that the multiple eigenvalues evolve 
smoothly and a better solution is achieved.

Table 1 compares the final value of the first 
three eigenfrequencies of example 2 obtained 
using the three approaches considered here. As 
expected, using the multiple eigenvalue sensi-
tivities yields the best result.

6. CONTROLLING THE NATURAL 
FREQUENCIES

In dynamic design of structures one usually re-
quires to control the natural frequencies rather 

than increasing them. For an objective function 
defined as a combination of natural frequencies, 
the optimization problem can usually be addressed 
by minimal modification of the eigenfrequency 
maximization problem. Typically one just needs 
to update the sensitivities. One example of such 
objective functions was defined in Equation (1.33) 
and dealt with in the preceding section. Other 
examples include maximizing the gap between 
two natural frequencies (see e.g. Du and Olhoff 
2007 and Zhao et al. 1997) or designing structures 
with a specified set of frequencies or eigenmode 
shapes (see e.g. Xie and Steven 1996, Yang et al. 
1999b, Maeda et al. 2006) among others.

A common practical case is where the excitation 
frequency is known and it is desired to move the 
natural frequencies as far away as possible from 
the excitation frequency. A suitable objective 
function can be defined as

Figure 7. Solving example 2, using multiple eigenvalue sensitivities: final solution (a) and evolution of 
the first three eigenfrequencies (b)
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f j
j J

= −
∈
∑ ω2 2Ω  (1.59)

in which Ω is the excitation frequency and 
J Nd⊆ { }1, ,  is a set of natural frequencies 
considered. If we only consider the closest natu-
ral frequencies to Ω, the problem reduces to 
maximizing the gap between the adjacent natural 
frequencies. Maximizing the fundamental fre-
quency is a special case of this problem with Ω 
= 0.

Maximizing the gap between two natural fre-
quencies can lead to multiple eigenfrequencies 
(Du and Olhoff 2007). The following example 
illustrates this.

Example 3: Planar Frame 
with Non-Structural Mass

A three-level planar frame is considered with 6 
non-structural masses of 20,000kg each attached 
to it as shown in Figure 8a. The ratio between the 
stiffness of solid and void areas is reduced to 
E E: = 100 . All other parameters are similar to 
example 1.

We fist maximize the fundamental frequency 
of the frame. The evolution history of the funda-
mental frequency and the final solution are shown 
in Figures 8b and 8c respectively. The fundamen-
tal frequency has increased by 85% from 40.2 to 
74.6rad/s.

Table 1. Comparison of the results of the three approaches used to solve example 2 

Approach ω1 (rad/s) ω2 (rad/s) ω3 (rad/s)

Using single eigenvalue sensitivities (1.18) 257.1 267.1 330.9

Using the mean eigenvalue (1.33) as objective function 248.0 424.4 540.2

Using multiple eigenvalue sensitivities (1.43) 273.5 284.0 337.6

Figure 8. Example 3: initial design (a), final solution (b), and evolution of the fundamental frequency (c)
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The first four natural frequencies of the initial 
structure are ω1 = 40.2, ω2 = 163, ω3 = 215, and 
ω4 = 326 (rad/s). We now assume an excitation 
frequency of 175 rad/s which falls between the 
second and the third natural frequencies, and try 
to move the natural frequencies of the structure 
away from this frequency. The problem can be 
simplified to maximizing the gap between the 
second and the third natural frequencies, i.e., 
maximizing the following objective function

f = −ω ω3
2

2
2  (1.60)

The solution procedure explained in section 
5.3 has been adopted. The optimal topology and 
the evolution history of the first four natural fre-
quencies are depicted in Figure 9. The optimiza-
tion algorithm, tries to increase the third natural 
frequency while decreasing the second natural 
frequency. After nearly 15 iterations, the third 
eigenfrequency coalesced with the fourth one but 

this multiple eigenfrequency has been handled 
well by the algorithm.

7. FORCED VIBRATION

In previous sections we have focused on free 
vibration and did not include external forces in 
our formulations. This section deals with topol-
ogy optimization in forced vibration where the 
external dynamic forces are explicitly considered 
in the problem formulation. Similar to previous 
sections we ignore damping effects, uncertainties 
of the forces, geometry, and materials and consider 
linear elastic material behavior.

Applications of topology optimization in 
forced vibration have been initially studied by 
Ma et al. (1993) and Ma et al. (1995) using a ho-
mogenization approach. Ma et al. (1995) briefly 
discussed the forced vibration problem under pe-
riodic loads and defined the dynamic compliance 

Figure 9. Maximizing the gap between the third and the second eigenfrequencies of the frame of example 
3: final solution (a) and evolution of the first four eigenfrequencies (b). The first four eigenfrequencies 
of the optimal structure are ω1 = 74.6, ω2 = 190, ω3 = 397, and ω4 = 408 (rad/s).
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as the objective function to be minimized. Min et 
al. (1999) minimized the dynamic compliance for 
structures under impulsive loads. The topology 
design of structures under periodic loads has been 
studied more extensively by Jog (2002) where he 
proposed a new positive-definite definition of 
dynamic compliance as the average input power 
over a cycle. Jog (2002) also studied the problem 
of minimizing the vibration amplitude at certain 
control points. Topology design of structures 
subjected to design-dependent dynamic loads 
(e.g. hydrodynamic pressure loading) has been 
addressed by Olhoff and Du (2005). In more recent 
publications in this area, alternative approaches 
in using topology optimization to control the 
structural responses in a frequency interval has 
been studied by Jensen (2007) and Yoon (2010b).

Consider a harmonic external force of form

p p= C tcosΩ  (1.61)

where pC does not depend on time. The equation 
of motion for a discretized undamped system in 
forced vibration takes the form

Mu Ku p + = C tcosΩ  (1.62)

To solve this problem, we consider u = uC cosΩt 
using which in Equation (1.62) gives

K M u p−( ) =Ω2 C C  (1.63)

or

K M u p−( ) =Ω2  (1.64)

Comparing with equilibrium equation in 
static state, K M−Ω2  can be termed as “dy-
namic stiffness”. Note that unlike the static stiff-
ness, the dynamic stiffness matrix is not neces-
sarily positive definite.

7.1. Objective Function and 
Problem Formulation

Under static loads, the compliance defined as

c T= p u  (1.65)

is proportional to the strain energy of the struc-
ture and is a typical objective function used in 
topology optimization of structures. Minimizing 
the compliance maximizes the stiffness of the 
structure. Under dynamic loads, the value of c 
defined in Equation (1.65) varies with time. For 
structures subjected to periodic loads, we consider 
the average of c over a cycle, i.e.

c tT= ∫
Ω Ω

2 0

2

π

π
p ud

/

 (1.66)

as the objective function to be minimized. Here T 
= 2π/Ω is the time period. Note that this measure 
is not always positive, and thus, in problem for-
mulation, one should consider the absolute value 
(or square) of average compliance as the objective 
function. Otherwise, for c < 0 , the optimization 
algorithm will push the structure towards resonance.

In absence of damping, u = uC cosΩt. Using this 
and p = pC cosΩt in Equation (1.66), we can write
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(1.67)

The average compliance minimization problem 
can now be formulated as follows
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7.2. Sensitivity Analysis

In order to calculate the sensitivities, we rewrite 
the dynamic compliance by adding an (arbitrary) 
adjoint vector multiplied by a zero function

cm C
T
C

T
C C= + −( ) −



p u u K M u p Ω2  

(1.69)

Differentiating with respect to the design 
variables and rearranging the terms, we obtain
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where sign() is the sign function. Sensitivities of 
the dynamic compliance can now be written as
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in which the adjoint vector is selected such that

K M u p−( ) = −Ω2
 sign( )c C  (1.72)

Comparing Equation (1.72) with Equation 
(1.63), the adjoint vector is found to be 
u p u u= −sign( )C

T
C C  which can be substituted 

in Equation (1.71) to simplify the latter to
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Having the sensitivities calculated, an ap-
propriate solution method such as the method of 
moving asymptotes (MMA) can be employed to 
solve the minimization problem. One can also 
use the OC-based solution procedure proposed 
in section 4.2. The optimality criteria to solve 
Problem (1.68) can be expressed as

D
c

x
v e Ne

m

e
e e= −

∂
∂
− = =Γ γ , , ,1  

(1.74)

with additional conditions similar to (1.21). The 
negative sign for ∂ ∂c xm  in Equation (1.74) is 
added because it relates to a minimization problem.

7.3. Examples

The frame in example 3 is considered under 
forced vibration. It is assumed that 6 identical 
horizontal periodic loads of magnitude p1 = 500 
kN and frequency of Ω are applied at locations of 
the concentrated masses as shown in Figure 10a. 
Note that for linear elastic materials, changing the 
force magnitude will only change the values of 
the objective function but the evolution pattern of 
the objective function values and the final topol-
ogy will remain unchanged. This is not true for 
nonlinear problems.

Deformed shapes of optimum topologies ob-
tained for different load frequencies are shown in 
Figure 10b-e. It can be seen that for high frequen-
cies, the optimum material distribution tends to 
form damping masses.

When the input frequency is greater than the 
fundamental frequency of the initial structure, the 
optimization algorithm reduces the fundamental 
frequency. This increases the static compliance 
and can lead to disintegrated designs (clearly 
observable in Figure 10e). To prevent this disin-
tegration, one can introduce an upper bound 
condition on static compliance in the problem 
formulation (Olhoff and Du 2005). One can also 
include the static compliance in the objective 
function as shown in Figure 10.

When the structure is subjected to a number 
of loads with different frequencies, one can define 
a multi-objective optimization problem to handle 
the case. This is of practical importance, for ex-
ample when one approximates a periodic load 
using Fourier series. In the following example, 



252

Applications of Topology Optimization Techniques

we consider the structure to be subjected to a 
periodic load p p1 1

= C tcosΩ  and a static load 
p2 (with frequency of zero). The objective function 
is considered as

cm C
T

C
T= +p u p u

1 1 2 2  (1.75)

where

K M u p Ku p−( ) = =Ω2
2 21 1C C and  

(1.76)

Sensitivities of this objective function can be 
calculated as
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The previous example is considered under 
the dynamic loads (p1) in Figure 10a and the 
static loads (p2) shown in Figure 11a. The ratio 
between the magnitude of the loads is p2:p1 = 5. 
Various optimal topologies resulted from using 
various input frequencies of p1 are illustrated in 
Figure 11b-e.

In a similar manner one can optimize the topol-
ogy of a structure under any combination of static 
and periodic loads with different frequencies.

8. OTHER CONSIDERATIONS

So far we have simplified the optimization prob-
lems by ignoring the damping effects and non-
linear material behavior. We have also limited 
our study to small deformations. Considering 
large deformations will lead to geometrically 
non-linear problems.

Figure 10. Minimizing the dynamic compliance of the frame of example 3 under periodic loading: ex-
ternal periodic loads (a), and deformed shape of final topologies for different input frequencies; Ω = 0 
(static loading) (b), Ω = 60 rad/s (c), Ω = 175 rad/s (d), and Ω = 330 rad/s (e). The first four natural 
frequencies of the initial structure are ω1 = 40.2, ω2 = 163, ω3 = 215, and ω4 = 326 (rad/s).
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Including either geometrical or material non-
linearity in problems causes the stiffness matrix 
to be load-dependent. The equilibrium equations 
in such problems are commonly solved by the 
Newton-Raphson method. Finding eigenfrequen-
cies will require a subsequent modal analysis.

Sensitivity analysis of a general displacement-
based functional in a geometrically and materially 
non-linear system has been formulated by Jung 
and Gea (2004). This formulation can be used to 
calculate sensitivities of compliance-like objective 
functions. Similar procedure of deriving the sen-
sitivities of an energy functional for a non-linear 
system is presented in Section 9.1.

In geometrically non-linear problems, the ex-
tremely soft “void” elements of the SIMP material 
model can be troublesome showing zero or even 
negative tangent stiffness and causing serious 
convergence problems (see e.g. Buhl et al. 2000). 
A new approach called Element Connectivity 
Parameterization has been proposed by Yoon and 
Kim (2005) to address this problem. This approach 

proves to be useful in topology optimization of 
non-linear structures under dynamic loads (Yoon 
2010a, 2011). Another approach to solve this issue 
is eliminating the void elements (see Section 9.1).

Considering damping effects will also change 
the sensitivities of the objective functions consid-
ered. In the following we update the previously 
derived sensitivities in presence of damping.

8.1. Forced Vibration with Damping

The equation of motion under a periodic load 
takes the form

Mu Cu Ku p p + + = = C tcosΩ  (1.78)

Introducing the complex displacement 
z z z= +( )C S

i ti e Ω , and assuming u to be the real 
part of z, we rewrite this equation in the complex 
space as

Figure 11. Minimizing the dynamic compliance of the frame of example 3 under a combination of periodic 
loading of Figure 10a and static loading: external static loads (a), and final topologies for different input 
frequencies of the periodic load; Ω = 0 (b), Ω = 60 rad/s (c), Ω = 175 rad/s (d), and Ω = 330 rad/s (e)
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Mz Cz Kz p + + = C
i te Ω  (1.79)

Separating the real and imaginary parts, we 
obtain

Bz Cz p
Bz Cz
C S c

S C

− =
+ =






Ω
Ω 0

 (1.80)

where B = K – Ω2M. Calculating zS from the 
second equation in (1.80) yields

z CzBS C= − −Ω 1  (1.81)

After substituting in the first equation in 
(1.80), we get

K̂z pC C=  (1.82)

where

K̂ B CB C= + −Ω2 1  (1.83)

The displacement vector u is the real part of z, so

u z z z z= ℜ +( )( ) = ( ) −( )C S
i t

C Si e t tΩ Ω Ωcos sin  
(1.84)

Using this and p = pC cosΩt in Equation (1.66), 
we can write

c t t t dtC
T
C C

T
s C

T
C= −( ) =∫

Ω
Ω Ω Ω

Ω

2
1
2

2

0

2

π

π
p z p z p zcos cos sin

/  

(1.85)

Differentiating with respect to design variable 
xe, we obtain

∂
∂
=

∂
∂

c
x xe

C
T C

e

1
2
p
z

 (1.86)

But from Equation (1.82),

∂
∂

+
∂
∂
= ⇒

∂
∂
= −

∂
∂

ˆ
ˆ ˆ

ˆK
z K

z
K
z K

z
x x x xe

C
C

e

C

e e
C0  

(1.87)

which can be used in Equation (1.86) to yield

∂
∂
=

∂
∂
=

∂
∂
= −

∂
∂

c
x x x xe

C
T C

e
C
T C

e
C
T

e
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1
2

1
2

1
2

p
z

z K
z

z
K
zˆ

ˆ
 

(1.88)

We thus need to calculate ∂ ∂ˆ /K xe . Before 
proceeding we note that

B B I
B
B B

B B
B

B
B−

−
−

−
− −= ⇒

∂
∂

+
∂
∂
= ⇒

∂
∂

= −
∂
∂

1
1

1
1

1 10
x x x xe e e e

 

(1.89)

in which we used the fact that B is symmetric, 
i.e. BT = B. Differentiating Equation (1.83) and 
making use of Equation (1.89) and symmetry of 
B and C, we obtain

∂
∂
=
∂
∂

∂
∂

+−
∂
∂

− − −K̂ B B
CB B C

C
B C

x x x xe e e e

Ω Ω2 1 1 2 12  

(1.90)

Pre- and post-multiplying by zC and using 
Equation (1.81), we achieve

z
K
z z

B
z

B
zz z
C
zC

T

e
C C

T

e
C

e
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S
T

S
e
Sx x x x

∂
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=
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∂
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− −
∂
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ˆ
2Ω  

(1.91)

Substituting in Equation (1.88) and replacing 
B by K – Ω2M, we obtain

∂
∂
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∂
∂

∂
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(1.92)
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If we now define the objective function as 
c cm = 2 , for the sensitivities of this function 
we can write

∂
∂
=

∂
∂

∂

∂
∂
−










−

∂
∂
−

c
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e

e
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e
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z2Ω

 

(1.93)

Ignoring damping effects, we have C = 0, zS 
= 0, and zC = uC, and thus the above equation 
reduces to Equation (1.73).

The vectors zC and zS in Equation (1.93) can 
be obtained by solving Equation (1.80). Given 
the damping matrix C, the term ∂C/∂xe is also 
calculable. For example, assuming the Reyliegh 
damping formulation of Equation (1.2), we have 
∂ ∂ = ∂ ∂ + ∂ ∂C M K/ / /x a x a xe M e K e . Having 
the sensitivities, one can solve the optimization 
problem using a suitable solution algorithm.

8.2. Free Vibration with Damping

Using a similar approach followed in the previous 
section, in case of free vibration, Eqs. (1.79) and 
(1.80) need to be changed to

Mz Cz Kz z z z + + = = +( )0, C S
i ti e ω ,  

(1.94)

Bz Cz
Bz Cz
C S

S C

− =
+ =






ω
ω

0

0
 (1.95)

respectively where ω is a natural frequency and

B K M= −ω2  (1.96)

From the second equation in (1.95), for zS we 
can write

z CzBS C= − −ω 1  (1.97)

which after substituting in the first equation of 
(1.95), gives

ˆ , ˆKz K B CB CC = = + −0 2 1ω  (1.98)

Using Equation (1.98), we can now write

∂
∂
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(1.99)

Differentiating Equation (1.98), we get
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∂
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(1.100)

Pre- and post-multiplying this equation by zC 
and using Equation (1.97), we obtain
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(1.101)

Differentiating Equation (1.96), we have

∂
∂
=
∂
∂
−

∂
∂
−

∂
∂

B K M
M

x x x xe e e e

ω ω
ω2 2  

(1.102)

Substituting this equation in Equation (1.101) 
and rearranging yields
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(1.103)

If we normalize the vectors zC and zS with re-
spect to M, for sensitivities of λ = ω2, we can write
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(1.104)

It is easy to verify that in the without damping 
this equation reduces to Equation(1.18). Having 
the sensitivities, one can solve the optimization 
problem using a suitable solution algorithm.

9. MAXIMIZING ENERGY 
ABSORPTION

Apart from controlling natural frequencies and dy-
namic compliance, improving energy absorption 
characteristics is also of significant importance 
in seismic design of structures. In recent years, 
active and passive energy dissipating devices 
have been widely studied and utilized to increase 
energy absorption of structural systems (Soong and 
Spencer 2002). Topology optimization can be used 
to maximize energy absorption of these devices. 
In this section we consider the problem of maxi-
mizing the energy absorption of passive energy 
dissipaters which make use of yield deformation 
of metals to mitigate the excitation energy. These 
kinds of energy dissipating devices are popular 
due to low cost of fabrication and maintenance 
and easy installation (Ghabraie et al. 2010).

We consider an energy damping device which 
is made of a 100 mm-long cut of a standard struc-
tural wide-flange section with depth, flange width, 
web thickness, and flange thickness of 161.8, 
152.2, 8, and 11.5 mm respectively. This device 
can be installed in braces connections (Chan and 
Albermani 2008) or beam-column connections 

(Oh et al. 2009) as depicted in Figure 12a. In 
these installations the device will deform mainly 
in shear (Figure 12a). The design domain is the 
inner part of the web as shown in Figure 12b. The 
two 15 mm strips on the boundaries of the web 
are non-designable.

We use the BESO method here and introduce 
a simple technique to solve shape optimization 
problems using BESO. Restricting the topology 
of the design and performing shape optimization 
instead of topology optimization is useful when 
the fabrication cost is an important factor. We also 
address a simple approach to obtain periodic 
designs which are produced by repeating a fixed 
pattern.

Considering a volume constraint, the energy 
absorption maximization problem can be stated as

max

ˆ

, , , ,

, , ,x x x p

e e
e

N

e

N

x v v

x e

1 2

0

0 1 1 2
1





Π

such that r p p= − =

=

≤ ≤ =
=
∑

NN

 

(1.105)

where Πp is the total plastic dissipation. Because 
the problem involves plastic behavior, one needs to 
solve a non-linear equilibrium system of the form

r p p= − =ˆ 0  (1.106)

This requires an iterative solver to eliminate 
the residual force vector r defined as the differ-
ence between the external and internal force 
vectors, p and p̂  respectively.

The internal force vector is defined as

ˆ dp G B G q= =∫∑ ∑
= =

e
T

e
T
e

ve

N

e
T
e

e

N

v
e

σ
1 1

 

(1.107)
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where Ge is the matrix that transforms the local 
nodal values of element e to the global nodal 
values, B is the strain-displacement matrix and 
σ represents the local element stress vector. The 
stress vector can be expressed as

σ εe e e= D  (1.108)

with ε being the strain vector and D the stress-strain 
matrix. Similar to Eqs. (1.10) and (1.12) we can 
define the relationship between D and the design 
variables in the following form

D De e e ex x( )=  (1.109)

in which De  is the stress-strain matrix of element 
e in its solid state.

We consider the energy damping device to 
undergo a full loading cycle consisting of an 
upward displacement of 10 mm followed by a 
20 mm downward displacement and finally a 10 
mm upward displacement to its original position 
(Figure 12b). Due to this loading, the total plastic 
dissipation would be equal to the total strain energy

Π Πp e e
e

N

= = ⋅ = ⋅∫ ∫∑
=

p u p ud d
 

1

 (1.110)

Using the trapezoidal rule for integration, 
(1.110) can be written in the form

Πp n i
T

i
T

i i
i

n

= −( ) +( )
→∞ − −

=
∑lim ( ) ( ) ( ) ( )

1
2 1 1

1

u u p p  

(1.111)

Figure 12. A passive energy dissipating device: (a) Installation and deformation; (b) designable and 
non-designable domains and loading. Dimensions are in mm
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where the subscripts in parentheses indicate the 
integration divisions.

9.1. Bidirectional Evolutionary 
Structural Optimization (BESO)

The BESO method has been used in eigenfre-
quency optimization (see e.g. Yang et al. 1999b, 
Huang et al. 2010) as well as in maximizing 
energy absorption (see e.g. Huang et al. 2007, 
Ghabraie et al. 2010). This method solves the 
topology optimization problem in two steps. At 
first, the optimization algorithm finds the most 
and least efficient elements to be added and re-
moved respectively. Then, it adjusts the number 
of adding and removing elements based on the 
volume constraint.

This method is capable of totally removing the 
elements, hence one does not require to represent 
voids with a very soft material. This approach, 
usually known as hard kill approach, results in 
faster solutions for only solid elements remain in 
the finite element model. Moreover, this approach 
works well in geometrically non-linear problems 
as it is not prone to the instabilities caused by soft 
elements in the SIMP material model (Buhl et al. 
2000, Yoon and Kim 2005). Zhou and Rozvany 
(2001) showed that in certain cases the hard kill 
approach may result in non-optimal solutions and 
thus this approach need to be applied with care. In 
shape optimization, however, using the hard kill 
approach will not cause such problems.

Another advantage of the BESO method is 
that the solutions will not contain any intermedi-
ate design variables (0 < x < 1) or grey areas. In 
this method the boxing constraints 0 ≤ xe ≤1, e = 
1,…,N change to binary constraints of the form 
xe ∈ {0,1}, e = 1,…,N. This is particularly help-
ful if one wants to impose shape restrictions as 
the boundaries of solids and voids can be clearly 
defined in the black-white solutions of BESO.

In BESO, the so-called sensitivity numbers are 
used to evaluate the efficiency of the elements. 
Sensitivity numbers might be assigned intuitively 

or calculated rigorously. Either way, they are 
defined such that a higher sensitivity number 
represents higher efficiency.

Considering the definition of the objective 
function in Equation (1.111), the sensitivities of 
this function can be calculated as
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The first term in the right hand side cancels out 
because on the boundaries with essential boundary 
conditions ∂u/∂x = 0 and elsewhere p = 0. Hence 
the above equation reduces to
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On the other hand, differentiating Equation 
(1.106) and using Eqs. (1.107) to (1.109), we obtain

∂
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e e
e
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e
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Substituting Equation (1.114) in Equation 
(1.113), we can write

∂

∂
= −( ) +( )

→∞ − −
=
∑

Πp

e
n i

T
i
T

e
T

e i e i
i

n

x
lim ( ) ( ) ( ) ( )

1
2 1 1

1

u u G q q  

(1.115)

Using the trapezoidal numerical integration 
scheme and recalling the definition of the strain 
energy in Eqs. (1.110) and (1.111), the above 
equation reduces to
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∂
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where πe is the total strain energy of element e 
upon completion of the load cycle. Huang and Xie 
(2008) derived these sensitivities using the adjoint 
method and verified it using a simple example.

We may now define the sensitivity numbers 
for problem (1.105) as follows

α πe
p

e
ex

e N=
∂

∂
= =

Π
, , , ,1 2   (1.117)

Based on this definition and using first order 
approximation, we can write

∆Π ∆p e e
e

N

x=
=
∑α
1

 (1.118)

Note that in Equation (1.118) adding element 
e will be reflected by ∆xe = 1 – 0 = 1 and remov-
ing it results in ∆xe = –1. Thus during the solution 
procedure, if one introduces the ath element and 
removes the rth element, the change in the objec-
tive function can be estimated as

∆Π
Π Π

p
p

a

p

r
a rx x

=
∂

∂
−
∂

∂
= −α α  (1.119)

As we are interested in maximizing Πp it is 
clear from Equation (1.119) that the elements with 
highest sensitivity numbers should be added to 
the design domain while the elements with lowest 
sensitivity numbers should be removed.

9.2. Adding and Removing 
the Elements

After ranking the efficiency of the elements, the 
algorithm should select the number of elements 
to be added and removed such that the volume 
constraint is satisfied. Generally in BESO, one 
starts the solution with an initial volume which 
is not necessarily equal to the volume limit v . 
The design is then updated using the sensitivity 

numbers and the algorithm tries to move the 
volume towards the volume limit gradually. Thus, 
if the current volume is bigger than v the algorithm 
will increase the number of removing elements 
and vice versa. The procedure continues until no 
further significant improvement can be achieved.

The algorithms to update the solutions in the 
BESO method have been improved over time. 
One of the most recent algorithms is proposed by 
Huang and Xie (2007). In this algorithm, at each 
iteration k, the target volume of the next iteration 
is calculated using a small positive controlling 
parameter called the evolutionary volume ratio (Rv)

v v v v Rk k k
v

( ) ( ) ( )sign( )+ = + −( )1 1  
(1.120)

where superscripts enclosed in parentheses in-
dicate the iteration number. Then the number of 
adding and removing elements are calculated such 
that the volume of the next design becomes equal 
to v(k+1) and the total number of added elements 
do not exceed vadd = vt × Ra in which Ra is another 
controlling parameter known as the maximum 
allowable admission ratio.

If one starts BESO with an initial design vol-
ume equal to v , the volume will be kept constant 
during the optimization procedure and the number 
of adding and removing elements at each iteration 
would be equal to each other. In this case Rv will 
have no effect on the optimization procedure and 
the maximum number of adding and removing 
elements is only controlled by Ra. Thus with a 
fixed volume, the effect of the Ra factor is similar 
to the move limit η in Equation (1.28).

9.3. Mirroring and Filtering 
Sensitivity Numbers

Due to the nonlinear nature of Problem (1.105), 
the loading sequence affects the mechanical re-
sponses. As a result, the optimal shape flips by 
mirroring the loading sequence. In real life, how-
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ever, the direction of the load is uncertain. Thus 
one needs to consider two displacement cycles: a 
↑↓↑ cycle as well as a ↓↑↓ cycle. But knowing that 
the results of these two displacement cycles are 
mirrored images of each other, it is not necessary 
to analyze the model under both of these loading 
conditions. Instead, one can add the sensitivities 
of the mirrored elements together to account for 
both displacement cycles. The sensitivity numbers 
are thus corrected as

α α αe e e= +   (1.121)

where αe  is the corrected sensitivity number of 
element e and e  is the element which is located 
at the same location as e in the mirrored model.

Like the SIMP method, the BESO method is 
also prone to the formation of checkerboard pat-
terns and mesh dependency. A filtering technique, 
similar to Equation (1.29) can be employed to 
overcome these problems in the BESO algorithm
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Another significance of filtering in the BESO 
method is extrapolating the sensitivity numbers 
to void elements. If one uses a hard kill approach, 
void elements are removed from the structure and 
their sensitivities cannot be evaluated directly. 
In other words, all void elements will have a 
sensitivity number of zero. The filtering scheme 
in Equation (1.122) extrapolates the sensitivities 
to the void elements in the neighborhood of the 
solid elements. This extrapolation leads the BESO 
algorithm to add the elements in the vicinity of the 
elements with high sensitivity numbers.

9.4. Restricting the Topology

Topology optimization techniques like BESO 
can naturally introduce new holes or fill the 
current holes in the design domain. However 
this behavior might produce complicated shapes 
which might be costly to fabricate. To prevent the 
BESO algorithm from introducing new holes, we 
restrict the designable domain to the elements at 
the boundaries of the shape at each iteration. The 
designable domain at each iteration is defined as

D B= ∃ ∈ ∈ ∧ ≠{ }e i j i j e i j, : ,  
(1.123)

where   is the set of boundary nodes defined as

B S V= ∃ ∈ ∈ ∈{ }i e e i e em v m v, :   
(1.124)

with   and   denoting the sets of solid and void 
elements respectively.

9.5. Numerical Examples

In the following numerical examples we fix the 
volume to simplify the approach. Another benefit 
of using fixed volume is that the results of different 
iterations are comparable to each other.

The modulus of elasticity of the material is 
considered as 206.1 GPa and the tensile yield 
stress is assumed to be 334 MPa. The material 
model considered is depicted in Figure 13.

Example 4: Simple Damper

We use the proposed BESO algorithm to optimize 
the shape of a simple damper. The target volume 
is 82% of the design domain. The initial and the 
final solutions are depicted in Figures 14a and 14b 
respectively. The evolution history of the objective 
function is plotted in Figure 14c. It can be verified 
that the energy absorption of the optimal solution 
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is considerably higher (37.4% improvement) than 
the initial design.

Example 5. Slit Damper

We now consider shape optimization of a slit 
damper. The initial design is depicted in Figure 
14d. In order to preserve the periodicity of the 
design, one needs to impose an additional con-
straint to the optimization algorithm. To this end, 
we partition the design domain into four cells. To 
make the cells identical, the sensitivity numbers 
of elements are replaced by the mean value of 
sensitivity numbers of corresponding elements 
in all cells. Putting this mathematically, we write

α αi
cell

i j
j

N

N

cell

=
=
∑1

1
,  (1.125)

where αi is the average (corrected) sensitivity 
number of element i in all cells, Ncell is the number 
of cells, and αi,j is the (original) sensitivity number 
of the element i in cell j.

The obtained solution is illustrated in Figure 
14e. The evolution history of the objective func-
tion is plotted in Figure 14f. Again a significant 
improvement (64.3%) in energy absorption is 
observable.

Ghabraie et al. (2010) have used a smooth-
ing postprocessor based on Bézier curves to 

smooth the jagged boundaries of the solutions. 
The smoothed versions of the initial and optimal 
solution are analyzed and their stress distributions 
are compared in Figure 15. It can be seen that the 
optimal solution provides an even stress distribu-
tion and the stress concentration areas visible in 
the initial design have been dissipated. This even 
stress distribution improves the responses of this 
design against low cycle fatigue. This has been 
verified through experimental tests by Ghabraie 
et al. (2010).

Figure 16 compares the force-displacement 
curves of the initial and final solutions. The op-
timal solution shows a stiffer response than the 
initial design.

10. CONCLUSION

This chapter reviewed the application of topol-
ogy optimization techniques in seismic design of 
structures. Two established topology optimization 
methods, namely SIMP and BESO, have been in-
troduced and their application has been illustrated 
using numerical examples.

Eigenfrequency optimization of linear elastic 
structures in free vibration has been addressed 
using the SIMP method. Sensitivity analysis of 
eigenfrequencies has been explained and a simple 
solution procedure has been presented based on 
optimality criteria. Possible numerical instabili-
ties have been mentioned and possible treatments 
have been discussed.

The problems involving multiple eigenfrequen-
cies have been considered and simple approaches 
to bypass these problems have been discussed. 
The sensitivities of multiple eigenfrequencies 
have been calculated and the optimality criteria 
have been presented. A simple approach to solve 
these problems has been proposed and success-
fully applied to a simple problem. The problem of 
maximizing the gap between two eigenfrequen-
cies has also been addressed. This problem is of 
practical significance when it is desired to push 

Figure 13. The idealized material model used for 
modeling the energy dissipating device
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Figure 14. Solutions of examples 4 and 5. The initial designs (a,d), the final designs (b,e), and the evolu-
tion history of the objective functions (c,f). Dark grey elements are non-designable
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eigenfrequencies of a structure away from a given 
excitation frequency.

Topology optimization of structures under 
periodic loads has been discussed. An average 
dynamic compliance measure has been consid-
ered as the objective function to be minimized. 
Sensitivities of this objective function have been 
computed. Numerical examples have been solved 
to illustrate the applications of the optimization 

method. Topology design of structures under a 
combination of periodic (and static) loads with 
different frequencies has been addressed. This 
is of practical importance, for example when a 
periodic load is expanded using Fourier series.

Issues and difficulties of considering the 
non-linear material and geometry behavior of 
the system have been briefly discussed. The 
sensitivities of eigenfrequencies and dynamic 

Figure 15. Comparing stress distribution in initial (a) and final (b) smoothed designs. Stresses are in MPa.

Figure 16. Comparing force-displacement graphs in initial and final smoothed designs
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compliance of structures in presence of damping 
have been derived.

The BESO technique has been modified and 
used to maximize the energy absorption of a pas-
sive metallic damper. Sensitivity analysis of the 
non-linear system has been presented. Simple 
approaches to achieve shape optimization and 
periodic solutions have been addressed. It has been 
illustrated that the optimized solution not only 
provides higher energy absorption capacities but 
also offers smoother stress distribution resulting 
in better fatigue resistance.

It has been shown that in seismic design of 
structures, topology optimization techniques can 
be useful in both conceptual design of structural 
systems (e.g. maximization of fundamental fre-
quency of a frame) and detailed design of structural 
members (e.g. maximization of energy absorption 
of passive dampers). These techniques are capable 
of dealing with different objective functions and 
different material models.
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KEY TERMS AND DEFINITIONS

Compliance Minimization: In structural 
optimization under static loads, minimizing the 
mean compliance is equivalent to maximizing 
the structural stiffness. Under dynamic loads, the 
average of mean compliance over a cycle can be 
considered as an objective function.

Eigenfrequency Control: Topology optimiza-
tion techniques can be used to increase or decrease 
any of natural frequencies of a structural system.

Passive Dampers: These devices are used 
to enhance the energy dissipation capability of 
structural systems to mitigate seismic hazard.

Sensitivity Analysis: In solving an optimiza-
tion problem, finding the derivatives of the objec-
tive function with respect to the design variables 
is sometimes referred to as sensitivity analysis.

Shape Optimization: Finding the best shape 
of the elements of a structural system in which 
the overall layout, topology and connectivity of 
the elements is previously determined is known 
as shape optimization.

Sizing Optimization: Finding the optimum 
dimensions of the elements in a structural system 
when the overall layout, connectivity and shape 
of the elements are fixed is termed as sizing 
optimization.

Topology Optimization: The problem of 
finding the best topology and layout of the ele-
ments of a structural system is known as topology 
optimization.
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