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ABSTRACT 

 Since the Industrial Revolution, surface ocean pH has declined due to the input of 

anthropogenically derived carbon dioxide, termed ocean acidification. Examinations of 

phytoplankton physiology in the face of changing pH are becoming more important as 

anthropogenically-driven pH decreases in the surface ocean progress (termed ocean 

acidification). Previous research has shown that phytoplankton response to acidification are 

highly variable, with some taxa showing improvement and some showing marked deterioration. 

The ability to maintain homeostasis of intracellular pH is an important adaptation for 

phytoplankton to continue to thrive under changing conditions; increased energy production has 

been shown to mitigate the negative effects of acidification. This dissertation examines the effect 

of steady state and changing pH environments on the internal pH, esterase activity, and 

photosynthetic efficiency (the latter two parameters are involved with energy production or 

utilization) of the marine phytoplankton species, Isochrysis galbana. To accomplish this, a novel 

pHstat system was developed for the culture of marine phytoplankton, capable of maintaining 

both steady state and dynamic pH environments autonomously over extended periods. The 

pHstat system was used to grow phytoplankton at three steady state pH levels (pH 7.5, 8.0, and 

8.5), as well under two separate dynamic conditions. The dynamic conditions were differentiated 

by coupling or decoupling light cycles from their natural relationship with pH (i.e., pH increases 

during the day due to photosynthetic uptake of inorganic carbon and decreases at night due to 

carbon addition through cellular respiration) in an effort to determine if intracellular pH changes 

were driven by changes in external pH or by changes in internal pools of dissolved inorganic 

carbon (DIC) availability due to carbon fixation and cellular respiration. To determine 

intracellular pH using a rapid, reliable method, I explored the efficacy of the fluorescent 
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intracellular pH indicator for phytoplankton work, SNARF, and its suitability for use in 

phytoplankton cultures. Three methods of fluorescence detection (fluorescence spectroscopy, 

flow cytometry, and laser scanning microscopy) were compared as methods of fluorescence 

detection. Fluorescence detection was found to be dependent on the loading concentration of the 

fluorophore for flow cytometry; higher sensitivities were achieved using fluorescence 

spectroscopy and microscopy, which enabled the use of lower concentrations of the dye. Because 

of the greater flexibility in choice of excitation and emission wavelengths, fluorescence 

spectroscopy was found to be the superior method for pH measurement, with lower percent error 

and more reliable calculations of pHi. However, the use of flow cytometry with SNARF has the 

added advantage of providing viability data for individual cells, as SNARF only accumulates 

within live, intact cells. Using the novel culture system and the pH sensitive dye, SNARF, I 

determined that intracellular pH changes in I. galbana fluctuated in response to changing 

external pH, not light:dark cycles. Esterase activity was highest in cells with the lowest 

photosynthetic efficiency, suggesting a link between esterase activity and energy 

production/demand, as cells can use esterases to access energy stored in the form of lipids. This 

work presents new links between cellular energy balance in phytoplankton and environmental 

pH response, providing valuable data regarding microalgal adaptation to changing ocean pH as 

ocean acidification progresses. 
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CHAPTER 1 

________________________________________________ 

Introduction 

 

1.1 Ocean acidification and aquatic carbon chemistry 

Since the commencement of the Industrial Revolution, land-use changes and 

anthropogenic use of fossil fuels have caused a massive increase in the amount of CO2 present in 

the atmosphere. This has resulted in a concurrent reduction in surface ocean pH, termed ocean 

acidification (OA). Surface ocean pH has dropped globally by an average of approximately 0.1 

units (Doney, Fabry, et al. 2009). OA is caused by changes in seawater carbonate chemistry 

resulting from the increased air-sea flux of carbon dioxide into the upper ocean. This flux is 

driven by the steady rise in anthropogenic atmospheric CO2 since the early twentieth century. As 

more CO2 gas enters the atmosphere, more CO2 dissolves in the surface ocean.  

pH and aquatic carbon partitioning are intimately linked. Aqueous CO2 combines with 

water to form the transition species carbonic acid (H2CO3). Carbonic acid reversibly dissociates 

to form bicarbonate (HCO3
-) and an H+ ion. Bicarbonate in turn dissociates to form another H+ 

ion and a carbonate (CO3
2-) ion: 

 

CO2 + H2O ⇌ H2CO3*  ⇌  H+ + HCO3
-  ⇌ H+ + CO3

2-  Equation 1.1 

 

As ocean pH decreases, the speciation of inorganic carbon in the water shifts to make 

bicarbonate (HCO3
-) more abundant, reducing the alkalinity of the system (Fig. 1.1).  
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Figure 1.1: Aquatic inorganic carbon speciation as it relates to pH. Shown are carbonic acid 

(H2CO3
*), bicarbonate (HCO3

-) and carbonate. 

 

Dissolved carbon dioxide is necessary for aquatic photosynthesis; thus, changes to 

concentration and partitioning of DIC may influence these organisms. At a seawater pH of 8.2, 

carbon speciation is as follows: 1% of total DIC is present in the form of CO2, 90% as HCO3
-, 

and 9% as CO3
2- (Steeman Nielsen 1975). The key enzyme that is responsible for biological 

fixation of inorganic carbon into organic compounds (Ribulose-1,5-bisphosphate 

carboxylase/oxygenase; RuBisCO) uses CO2 as a substrate for carbon fixation (Palmer 1996). 

Higher environmental pH favors the dissociation of carbonic acid, diminishing the amount of 

CO2 available for carbon fixation. Under these conditions, photosynthetic activity would be 

expected to decline. To combat this, many phytoplankton have carbon concentrating mechanisms 

(CCMs) for concentrating inorganic carbon to the extent that photosynthesis may continue with 

minimal impedance regardless of carbon speciation (Moroney and Somanchi 1999; Nimer et al., 

1999). Most commonly, HCO3
- is converted to CO2 by the enzyme carbonic anhydrase (CA), 
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either within the chloroplast (intracellular CA) or in the periplasm of the outer cell membrane 

(extracellular CA; Badger and Price 1994; Moroney and Somanchi 1999; Trimborn et al. 2008)  

CO2 is the most energetically favorable carbon species, since no CA conversion is 

necessary for aquatic photosynthesis. Surprisingly, Rubisco has a competitive binding 

relationship with both oxygen (which useless for photosynthesis) and CO2 (Palmer 1996; 

Moroney and Somanchi, 1999), making it remarkably inefficient in the presence of excess 

oxygen. Thus, the increasing amount of anthropogenic CO2 in the surface ocean should 

theoretically stimulate photosynthesis in phytoplankton, as it provides more CO2 molecules to 

the promiscuous binding sites on Rubisco. However, algal responses to pH conditions reflective 

of ocean acidification are varied, with some marine phytoplankton responding positively to 

increased pCO2 and decreased pH (Doney et al. 2009a; Kranz et al. 2009; Iglesias-Rodriguez et 

al. 2008), and some responding negatively (Kim et al. 2006; Hurd et al. 2009; K. Gao and Zheng 

2010; Kroeker et al. 2010). It is unclear if this effect is due to the phytoplankton response to 

speciation of inorganic carbon in the water, or some regulatory role that pH may play on cell 

dynamics/energetics.  

 

1.2 pH as an independent, ecologically significant variable 

The chemistry of pH and its radiating effects on marine biota are intricate and complex. 

Simply put, pH is a measure of the concentration of hydrogen ions (H+) present in a solution.  

pH =  −log[H+]    Equation 1.2 

However, pH in aquatic systems is not simple. It is influenced by physical, chemical and 

biological parameters. The primary driving factors of ocean pH are DIC concentration and 

alkalinity. Alkalinity is the capacity of the water to neutralize acid, based on the amount of 
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chemical bases present in ionized form in the water, as well as their relative strength. This can 

also be thought of as the buffering capacity of the water, keeping the pH from drifting in an 

acidic direction. Physical factors like salinity and temperature have been shown to have a 

significant influence on alkalinity due to the influence of these factors on ion availability (Lee et 

al. 2006). Biological processes such as calcification changes alkalinity as carbonate ions are 

consumed by the consumption of CaCO3 (Cai et al. 2010). In shallow waters, total alkalinity of 

the water can be increased by anaerobic processes, specifically denitrification and sulfate 

reduction in sediments (Thomas et al. 2009). Due to these processes, as well as the mixing of 

water masses such as upwelling, river outflow, or precipitation, alkalinity can vary according to 

location. One of the principal drivers of alkalinity and pH in aquatic systems is the amount and 

partitioning of dissolved inorganic carbon (DIC) present in the water. DIC concentration is a 

direct result of the amount of carbon dioxide (CO2) gas dissolved in the water. CO2 content is 

generally modified in seawater in one of three ways: (1) direct atmospheric input by equilibration 

with air; (2) addition of water with a higher/lower CO2 concentration (e.g., rain, upwelling of 

deep water, addition of river water); (3) biological input through respiration, biological 

consumption (systemic deficit) through photosynthesis. 

pH and partitioning of CO2 are intimately linked; however, their respective influences are 

not inextricably bound. Due to the ability of many organisms to modify internal reservoirs of 

inorganic carbon through the use of physiological adaptations such as CCMs, the emphasis of the 

effect of OA on phytoplankton becomes less of a question of the effect of pH on aquatic 

partitioning of DIC, and shifts to a focus on pH as the master variable (Ying et al. 2014). A 

growing body of research demonstrates that pH is an important parameter in phytoplankton 

physiology independent of its relationship with ocean carbon chemistry.  
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Eberlein et al. (2014) showed that non-calcareous dinoflagellates showed no response to 

changing pCO2 when pH remained constant. Havskum and Hansen (2006) suggest that in a 

nutrient replete environment, it is pH that limits algal growth. Dason and Colman (2004) also 

found that suppression of growth occurred concurrently with changing internal pH of the 

phytoplankton cells. This occurred even in the presence of increased pCO2. Chen and Durbin 

(1994) demonstrated that growth of multiple species of the marine diatom, Thalassiosira, 

responded to changing environmental pH independently of changing alkalinity. 

Even organisms such as coccolithophores that are well documented for demonstrating 

significant responses to OA appear to respond to pH semi-independently from DIC 

concentration. Kottmeier et al. (2016) showed that inorganic carbon uptake changed, with uptake 

being preferential for HCO3
- or CO2, depending on environmental acidification. McCulloch et al. 

(2012) found that a number of calcifying phytoplankton have the ability to actively resist the 

detrimental effects of OA on calcification by controlling the pH of the calcifying fluid pH(cf). 

This process is very energetically efficient, resulting in an extra energy requirement of less than 

1% the total energy produced by the cell during photosynthesis. Organisms that were able to 

successfully regulate pH of the calcifying fluid were far less sensitive to changes in seawater 

aragonite saturation state (Ωar). However, contrary to the deliberate control pH(cf) of the cells, 

cytosolic pH in coccolithophores is passively regulated and independent the controls on pH(cf) 

(Mackinder et al. 2010). Thus, changes in the pH of the cytosol are more detrimental to 

calcification processes (and possibly overall cellular energetic balance) than the aragonite 

saturation state of the surrounding water (Cyronak et al., 2015) 
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1.3 Homeostasis of intracellular pH 

Regulation of intracellular pH (pHi) is critical to cell function, and is usually kept under 

tight biochemical control (Frohnmeyer et al., 1998). Changes in pH can affect growth indirectly 

by altering the availability of trace metals, as well as DIC carbon partitioning and availability, 

thus affecting metabolism, photosynthesis, and reproduction (Chen and Durbin 1994). Transitory 

changes in pHi are also used to signal the genesis or regulation of cellular processes (Taylor et 

al., 2012), including cell cycle progression, life cycle changes, cellular dormancy, and 

developmental transitions (Busa and Nuccitelli 1984; W. Busa and Crowe 1983; Karagiannis and 

Young 2001). Essentially all proteins are sensitive conformationally to pH, with significant 

changes to structure occurring when pHi deviates too far outside the range usually maintained by 

homeostasis for optimal metabolic efficiency (Chen and Durbin 1994; Casey et al., 2010). 

Cellular energetics also rely heavily on proton motive force, which can be influenced both 

directly by pH (Nimer et al., 1994; Casey et al., 2010), and indirectly through conformational 

changes to proteins and/or enzymes that are part of maintaining the electrochemical gradient 

(Casey et al., 2010). 

pH homeostasis is primarily maintained through three mechanisms: (1) buffering using 

weak acids and bases, (2) modification of DIC partitioning and concentration, and (3) 

upregulating acid/base loader and transporters (Roos and Boron, 1981; Boron, 2004; Casey et al., 

2010).  A possible cause for the differences in algal physiological responses to pH may lie in the 

ability of the cells to maintain internal pH homeostasis. Previous work has shown that 

phytoplankton show a range of homeostatic capabilities in this area; some organisms exhibit the 

ability to survive with cytoplasmic pHs far from neutral (Table 1.1). This may be due to 

differences in how different taxa regulate pH. For instance, proton channels are the major 
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exporter of excess H+ ions in many unicellular algae. However, these channels are not universal, 

with prasinophytes and certain macroalgae lacking this regulatory mechanism (Taylor et al. 

2011). CO2 diffusion and modification of partioning is the “preferred” method for regulating pHi, 

as the response of pHi is far more rapid with changing DIC than in response to weak acid/base 

addition (Thomas 1974; Roos and Boron 1981), this process is energetically expensive for 

extended pH perturbations (Casey et al., 2010); for long-term acclimation to pH changes, the cell 

upregulates acid/base loaders and transporters (Boron 2004; Taylor et al., 2012).  

Physiological changes such as energy balance, mechanisms of photosynthesis, and actual 

pHi will likely differ between organisms acclimated long-term to steady state or dynamic pH 

environments, as the cells have adapted to totally different pH environments, and will exhibit 

physiological responses reflective of that. 

 

Table 1.1: Survey of literature showing change in pHi due to changing external triggers 

Organism Class Internal pH Environmental 

pH 

Irradiance Reference 

Euglena Euglenophyceae 5.0–8.0 3.0-8.0 -- (Lane and Burris 

1981) 

Chlorella Chlorophyceae 6.4 3.0 -- (Gehl and Colman 

1985) 

Thalassiosira Bacillariophyceae 6.7-7.5 6.5-8.5 -- (Herve et al. 2012) 

Plectonema 

boryanum 

Cyanophyceae 8.5      -- High light (Masamoto and 

Nishimura 1977) 

Synechococcus Cyanophyceae 8.5      -- High light (Masamoto and 

Nishimura 1977) 

Coccolithus 

pegalicus 

Prymnesiophyceae -0.2 pHi
1 pHe decreased 

from 8.0 to 6.5 

-- Taylor et al., 2011 

Trichodesmium Cyanophyceae -0.4 pHi
1 pHe decrease 

from 8.1 to 7.8 

-- (Hong et al. 2017) 

 

                                                           
1 Indicates change in pHi after pHe perturbation. 
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1.4 Esterase activity and cellular energetics 

Increased esterase activity has been used as an indicator of environmental stress in 

phytoplankton (Agusti & Sanchez, 2002; Agusti et al., 1998; Regel et al. 2002). However, 

esterases are ubiquitous enzymes among living creatures and have been shown to have an 

important role with a normal life cycle in various organisms, and when they are in abeyance, to 

be associated with decreased metabolism (Yang and Kong 2011; Jiao et al. 2015). 

Esterases are used by cells to access stores of energy stockpiled as lipids or short-chain 

fatty acids (Fojan et al. 2000; Johnson and Alric 2013). Because carbohydrates are easier to 

break down, lipids are not the preferred energy source for healthy phytoplankton cells; however, 

lipids have a higher energy density than carbohydrates, and are a good source of energy when the 

cells experience a sudden energy deficit (Johnson and Alric 2013; Obata et al., 2013). Thus, 

esterase activity is an important indicator of energy need by the cell. This is an important factor 

when looking at effects of OA on phytoplankton physiology, as demonstrated by Hong et al. 

(2017), who showed that increased ATP production allowed the colonial cyanobacterium, 

Trichodesmium, to partially moderate the negative effects of environmental acidification. 

 

1.5 Ecological impact: potential effects of ambient pH on phytoplankton ecology 

Although OA is likely to influence nearly all regions of the surface oceans in the coming 

decades, there are already measureable effects in many coastal ecosystems due to the influence 

of upwelling (Gruber et al. 2012). Nutrient rich, low pH water is upwelled from the deep ocean 

into the euphotic zone by coastal upwelling. This low oxygen water already has a high load of 

dissolved carbon dioxide, and is far more vulnerable to even small changes in pCO2 and pH than 

open ocean waters. While the main driver of this interaction is carbon load of the water being 
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brought up from depth to above the continental shelf, the high nutrient concentrations of this 

water can also be a secondary driver of pH changes. The nutrients injected into coastal 

ecosystems by upwelling feed phytoplankton blooms. The majority of algal blooms are benign or 

even beneficial rather than deleterious, generating oxygen and contributing to productive food 

webs in both marine and freshwater environments. A regional example occurs in the Columbia 

River estuary, which is host to numerous species of the photosynthetic ciliate, Mesodinium, 

which form recurrent blooms each summer, dominating phytoplankton biomass and estuarine 

primary productivity during upwelling season when high DIC waters enter the estuary (Herfort et 

al., 2011; Peterson et al., 2013). Estuaries can act as incubators for phytoplankton blooms. This 

semi-isolated environment also exposes the phytoplankton present to the impacts that such 

intense biological activity (i.e., photosynthesis and respiration) can have on local pH dynamics. 

It is important to understand how highly dynamic systems like this affect algal physiology and 

productivity under fluctuating pH regimes. 

As stated earlier, effects of pH on phytoplankton growth are sometimes conflicting, and 

can be as individualized as the organisms studied (Kim et al. 2006). However, it is broadly 

recognized that OA conditions have the potential to drive species progression and phytoplankton 

community composition through changing pH or DIC concentration (Tortell et al. 2008; 

Beaufort et al. 2011; Collins et al., 2013). It has been well established that OA has negative 

impacts on the growth of calcifying phytoplankton (Doney et al. 2009a; Kroeker et al. 2010), as 

well as on other calcareous organisms such as pteropods and molluscs, particularly juvenile 

shellfish, which require aragonite and calcite to be in a supersaturated state (Talmage and Gobler 

2010; Waldbusser et al. 2013). However, OA may also drive the loss of biological diversity of 

non-calcareous organisms due to species shifts in phytoplankton communities. This may be due 
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to the direct effect of low pH (Kroeker et al. 2010), or it may occur via secondary drivers such as 

increased growth of macrophytes, resulting in less light penetration in coastal or estuarine 

regions (Kroeker et al., 2010; Fabricius et al, 2011).  

The reduction in growth of phytoplankton may accompany changes in the availability of 

trace nutrients such as iron or copper in the water due to a reduction in pH. Trace metal nutrients 

are essential for growth and metabolism, with these metals often serving vital roles in essential 

enzymes (e.g., iron in ferredoxin, copper in cytochrome c oxidase, which are essential for 

photosynthesis and respiration, respectively; Tagawa and Arnon 1962; Sunda 2012; Sunda and 

Huntsman 1997). pH directly and significantly impacts the availability of OH- and CO3
2- ions, 

which complex easily with divalent trace metals (Baes and Mesmer 1976; Millero and Hawke 

1992). At environmentally relevant pH, changes in proton concentration may impact ion 

complexation and micronutrient availability, and thus growth rate.  

Growth may also be influenced by the impact of pH on metal/ligand complexation 

(Millero et al. 2009; Krachler et al. 2015). Iron, zinc, and cobalt availability has been shown to 

decline under ocean acidification conditions due to pH-sensitive changes in metal/ligand binding 

(Shi et al. 2010; Millero et al. 2009; Gledhill et al. 2015; Xu et al. 2012). However, availability 

of copper has been shown to increase with increasing acidity (Campbell et al. 2014; Lewis et al. 

2016; Gledhill et al. 2015; Avendaño et al. 2016). These changes in trace metal availability may 

have important impacts on growth and species composition of phytoplankton communities, in 

addition to the more direct effects of changing pH described above. 

Dinoflagellate growth has been shown to be retarded at low pH, with inorganic carbon 

acquisition—and consequently photosynthetic CO2 fixation—becoming inhibited at pH 7.5 

(Dason and Colman 2004). Controlled mesocosm experiments using natural phytoplankton 
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assemblages showed that phytoplankton population composition shifted from favoring 

photosynthetic microflagellates (nearly 60% of population by count) to less than 20% at 

decreased pH, with diatoms gaining dominance over population dynamics (Kim et al. 2006). 

Some organisms are better suited for low pH, high DIC environments  due to biochemical 

differences; as ocean carbon inventories and pH continue to change, phytoplankton diversity and 

community taxon composition can be expected to follow suit. This may have cascading effects 

on higher trophic levels, some of which rely on prey specificity and quality (Rossoll et al. 2012). 

 

1.6 Summary and research needs 

 A great deal of research has been accomplished regarding ocean acidification and 

phytoplankton physiology and ecology. Advances in our collective knowledge of aquatic carbon 

chemistry and dynamics has provided us with valuable evidence that pH is a regulatory 

environmental variable independent from DIC concentration. Designs for systems that can 

maintain static pH and/or DIC (termed “pHstats”) are available for a variety of macro- and 

microbiota. However, no system is available that is able to maintain a dynamic pH environment. 

To this end, a system is needed that allows phytoplankton to be cultured in a controlled 

environment that isolates pH as the sole changing variable.  

 In comparison with the amount of literature available regarding calcifying phytoplankton, 

there is a shortage of available literature that addresses the response of non-calcifying 

microflagellates to ocean acidification (Miller, 2004). Because these organisms can make up a 

significant portion of phytoplankton biomass, it is important to examine the effect of changing 

pH on them. To this end, it is necessary to choose a model organism that will fill the gap in 

knowledge regarding microflagellate physiology, and that can be compared to existing literature. 
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One of the best-characterized clades of phytoplankton is Haptophyta (sometimes called 

Prymnesiophyta), given the obvious negative effects of OA on coccolithophores, which are a 

calcifying, non-motile subset of this group. However, the non-calcifying marine flagellate, 

Isochrysis galbana, is also included in this clade, and as such may serve as an excellent model 

non-calcifying microflagellate for examining the effect of changing external pH, with the 

potential for reliable cross-taxa comparisons of physiological responses. Also, I. galbana – 

unlike some other microflagellates such as chrysophytes – has been shown to contain carbonic 

anhydrase and thus should not be carbon limited at the pH levels relevant to this work (Maberly 

et al. 2009; Ores et al. 2016).  

To effectively examine how environmental pH influences cellular parameters, it is 

necessary to first determine how intracellular pH and photosynthesis are influenced by changes 

in external pH. Research is needed to examine the differential effects of steady state and dynamic 

pH environments on phytoplankton physiology in order to extrapolate how phytoplankton 

assemblage and community structure may change between the open ocean (a relatively steady 

state environment) and a dynamic system like an estuary or an active phytoplankton bloom. 

There is also a need for research that examines the combined effect of regular, diel fluctuations 

in pH with the small, long term changes to base pH that will be seen in future oceans as OA 

worsens. This can give us valuable information on the more subtle effects of OA on dynamic 

systems such as estuaries or coastal ecosystems. 

 

1.7 Dissertation overview 

 Effectively all previous research on pH and phytoplankton physiology has been 

accomplished with short-term experiments in a steady-state environment. Up to this point, the 
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availability of a system capable of simulating the regular pH changes of a dynamic system was 

lacking. To resolve this problem, Chapter 2 describes a novel, laboratory-based microalgal 

culture system for studying phytoplankton in both steady state and dynamic pH environments. 

 Methods abound for determining intracellular pH in cells, including NMR, pH 

microprobes, partitioning of radioactive carbon compounds between intra- and extracellular 

environments, and fluorescent probes. Of these, the use of fluorescent probes has proven to be 

the most accurate and least expensive method of determining pHi. The indicator principally used 

to date 2’,7’-Bis-(2-carboxyethyl)-5-(and-6-) carboxyfluorescein 4 (BCECF) in phytoplankton is 

a single peak indicator that is vulnerable to minute changes in both cell and dye concentration, as 

well as photobleaching, and leakage. The use of a ratiometric fluorescent indicator that utilizes 

the ratio in emission intensity of two fluorescent peaks to calculate pH vastly reduces or 

eliminates these problems; however literature demonstrating the used of the primary fluorescent 

probe for this purpose, seminaphtharhodafluor (SNARF), is rare. In Chapter 3 I developed the 

methods necessary to calculate in vivo pHi in phytoplankton using SNARF as a pHi indicator. 

We also conducted a survey of the efficacy of three different fluorescence methods for SNARF 

detection, and determined the latter’s efficacy as an accurate pHi indicator in a number of 

phytoplankton taxa. 

 Chapter 4 addresses the impact of both steady-state and dynamic pH environments on 

phytoplankton physiology using Isochrysis galbana as a model organism, in combination with 

the pHstat system of Chapter 2 and the SNARF methodology of Chapter 3. The physiological 

parameters of pHi, esterase activity, photochemical efficiency, and growth rate were measured 

and the data used to construct a hypothesis regarding the effect of changing environmental pH on 

cellular energetic balance. 
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 Finally, Chapter 5 provides a summary and overall conclusions regarding the research 

conducted and presented in Chapters 2–4. Supporting information for Chapters 2 and 3 are 

presented in Appendices. 
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CHAPTER 2 
________________________________________________ 

 

Development of an economical, autonomous pHstat system for culturing phytoplankton 

under steady state or dynamic conditions2 

 

Rachel L. Golda, Mark D. Golda, Jacqueline A. Hayes, Tawnya D. Peterson, Joseph A. Needoba 

2.1  Abstract 

 Laboratory investigations of physiological processes in phytoplankton require precise 

control of experimental conditions. Chemostats customized to control and maintain stable pH 

levels (pHstats) are ideally suited for investigations of the effects of pH on phytoplankton 

physiology, for example in context of ocean acidification. Here we designed and constructed a 

simple, flexible pHstat system and demonstrated its operational capabilities under laboratory 

culture conditions. In particular, the system is useful for simulating natural cyclic pH variability 

within aquatic ecosystems, such as diel fluctuations that result from metabolic activity or tidal 

mixing in estuaries. The pHstat system operates in two modes: (1) static/set point pH, which 

maintains pH at a constant level, or (2) dynamic pH, which generates regular, sinusoidal pH 

fluctuations by systematically varying pH according to user-defined parameters. The pHstat is 

self-regulating through the use of interchangeable electronically controlled reagent or gas-

mediated pH-modification manifolds, both of which feature flow regulation by solenoid valves. 

                                                           
2 Reproduced (with edits) with permission from Golda, R., Peterson, T., Needoba, A. Reference: 

Development of an economical, autonomous pHstat system for culturing phytoplankton under steady state 

or dynamic conditions. (2017). Journal of Microbiological Methods. 136:78-87.  
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Although effective pH control was achieved using both liquid reagent additions and gas-

mediated methods, the liquid manifold exhibited tighter control (±0.03 pH units) of the desired 

pH than the gas manifold (±0.10 pH units). The precise control provided by this pHstat system, 

as well as its operational flexibility will facilitate studies that examine responses by marine 

microbiota to fluctuations in pH in aquatic ecosystems.   

 2.2   Introduction 

Controlled laboratory conditions are essential for conducting experiments that examine 

the physiological responses of phytoplankton to environmental stimuli. This is particularly 

important when investigating the potential effects of variables in which long-term exposure to 

relatively small changes may lead to significant physiological consequences, as is the case with 

environmental pH. The increase in atmospheric carbon dioxide levels since the Industrial 

Revolution due to fossil fuel consumption and changes in land use (Ciais et al. 2014) has resulted 

in the emerging problem of ocean acidification (OA), defined as the global decrease in ocean pH. 

Although pH changes associated with OA appear small, with a global average decrease of 0.1 pH 

units to date (Doney 2010), they are significant in their effect on aquatic dissolved inorganic 

carbon (DIC) partitioning. While particular attention has been paid to the effect of OA on certain 

marine organisms (most notably calcifiers; Hendriks et al., 2010; Kroeker et al. 2013), the 

consequences of OA on many non-calcareous marine phytoplankton populations remain poorly 

understood (Doney et al. 2009; Connell et al. 2013; Kroeker et al. 2013) due to the high 

variability in both physiological response and the ability of the organisms to adapt or acclimate 

to changes in pH, pCO2, or both (Riebesell and Tortell 2011). 

To determine the effects of changing environmental pH on phytoplankton physiology, 

environmental pH must be directly manipulated as an experimental variable in controlled 
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laboratory cultures. Two of the most relevant laboratory culture methods for algal physiology 

experiments are batch and continuous culture systems (i.e., chemostats; Droop 1975; Harrison et 

al., 1976; LaRoche et al., 2010). Batch cultures are most representative of “bloom” conditions 

where cell concentration increases and nutrients are depleted in the vessel over time. Cultures 

may be kept in exponential phase growth by transferring the culture prior to nutrient depletion 

and subsequent buildup of metabolic wastes (fed batch culture; Fischer et al. 2014). However 

this semi-continuous approach to phytoplankton culture still results in significant changes in 

water chemistry when nutrient consumption and waste production outpace the dilution rate of the 

culture, preventing the stable growth conditions necessary for physiological studies. Because of 

this instability it can be difficult to determine whether physiological responses are truly due to 

experimental stressors or stimuli or to nutrient deprivation and waste buildup resulting from algal 

metabolism and growth. 

Chemostats are a type of continuous culture system that feature a continuous influx and 

efflux of media (Monod 1950; Novick and Szilard 1950; MacIntyre and Cullen 2005). This 

creates a steady-state environment that maintains constant biomass and nutrient concentration 

while minimizing waste buildup. Because exponential growth rates can be maintained 

indefinitely under these conditions (Jannasch 1974), chemostats are representative of the steady-

state conditions found in open-ocean environments. In chemostat systems, environmental 

variables (either singly or in combination) can be manipulated more precisely while other 

variables are held constant, allowing for finer control of growth and environmental chemistry 

than in batch cultures.  

Fully automated continuous culture systems tend to be costly and involve complex 

technical details, making them difficult to implement for small-scale experimentation (Fay and 
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Kulasooriya 1973; Whiteley et al., 1997). However, the recent surge in OA research has led to 

the development of relatively inexpensive chemostat systems that are better suited to OA 

research than their predecessors, bringing focus on carbonate chemistry and pH growth 

conditions (McGraw et al. 2010; Hoffmann et al. 2013; Olariaga et al. 2014; Ying et al., 2014; 

Wynn-Edwards et al. 2014; MacLeod et al., 2015). These adapted chemostats are termed pHstats 

(Garcia-Arrazola et al. 2005) for their ability to maintain pH at a desired level. The fine control 

of external pH achieved by using a pHstat allows for precise manipulation of pH as an 

experimental variable, providing a useful tool in physiological studies.  

A particular challenge for phytoplankton physiology experiments that involve pH is the 

direct addition and removal of dissolved inorganic carbon (DIC) as a result of photosynthesis and 

cellular respiration. These metabolic processes create relatively large changes in external pH at 

daily or shorter time periods (LaRoche, 2010).  This problem spans experimental scales, 

providing challenges for both benchtop methods such as batch cultures or chemostats (LaRoche 

et al., 2010) as well as studies in coastal waters  (Duarte et al. 2013). The latter environments can 

experience high diel variability in pH, sometimes changing more than one pH unit over the 

course of a few hours (Duarte et al. 2013). This is due in part to tidal cycles (Dai et al. 2009; 

Wang et al. 2014), but principally is a result of the high variability in primary productivity within 

coastal waters (Li et al., 2016). Variability in pH within the surface ocean is projected to increase 

as ocean acidification worsens owing to the reduced buffering capacity of waters that are 

undersaturated with respect to aragonite (Feely et al. 2010; Egleston et al., 2010; Wang et al. 

2014). Therefore it is imperative that culturing conditions can mimic small changes in the 

average pH (for example, due to ocean acidification) while also incorporating large daily 

fluctuations that are typical of many aquatic habitats.  
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Here we describe the design, construction, optimization, and validation of a simple 

pHstat system that is designed for small-scale, benchtop experiments and customizable to set and 

maintain constant or fluctuating pH levels using liquid reagents or gases to modify pH. Both 

mean pH and pH fluctuations are maintained at a user-set frequency; this provides additional 

functionality over existing systems, which have focused on maintaining a static pH level. The 

inclusion of pH fluctuations provides a means to simulate either changes in water mass 

characteristics (for example, during tidal exchange), or diel changes in DIC associated with 

photosynthesis and respiration.  

 

2.3 Materials and Methods 

pHstats have additional requirements above those of a nutrient-based chemostat system. 

These requirements include precise pH monitoring and modification capabilities that maintain 

culture conditions within a target pH range. The high resolution necessary for this approach 

requires autonomous operation of the pHstat, which includes a culturing component (i.e., the 

growth chamber, which will contact the culture directly), an electronic component, an 

electromechanical component, and a programmatic component. Our pHstat includes all of the 

components necessary for high-resolution, in situ pH monitoring and autonomous pH 

adjustments (Table 2.1; Fig. 2.1). 
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Table 2.1: Major pHstat system components, supporting instruments, and system functions.  

Component Instrument Function 

Electronic pH sensor  Measure pH within growth chamber 

Electronic Digital I/O device Interface between computer and relay system 

Electronic Go!Link Adapts signals from the pH sensor to be 

compatible with LabVIEW® 

Electronic GEORG  Solid state relay array; controls and boosts 

voltage pulses to pH-modification manifolds 

Electromechanical Reagent manifold pH modification manifold; features solenoid 

pinch valves to control flow of reagents 

Electromechanical Gas manifold pH modification manifold; features solenoid 

valves to control flow of gases 

Electromechanical Adjustable-rate 

peristaltic pump 

Transports media from sterile media 

reservoir into the culture vessel 

Biological Culture vessel Sterile vessel in which organisms will be 

grown 

GEORG = conditioninG Electronically Operated Relay Grouping 

2.4   Major System Components 

2.4.1   System Overview 

The pH of the culture vessel is continuously monitored by an in situ pH sensor interfaced 

to a computer program (described below; Fig. 2.1). The user sets acceptable maximum and 

minimum pH thresholds (Note: for the pH cycling function maximum and minimum thresholds 

are programmed into the virtual instrument (VI) at ±0.03 pH units resolution). The pH sensor 

communicates through a USB interface with a LabVIEW® computer program that monitors and 

controls pH in the culture vessel. When the measured pH deviates outside of the set thresholds, it 

activates the electromechanical portion of the pHstat (i.e., the pH modification manifolds). This 

is accomplished by sending a digital signal to a set of solid state relays through a digital 

input/output (I/O) board. The solid state relay array is connected to the pH modification 

manifold, which utilizes solenoid valves to add reagents or gasses to the culture vessel to modify 

the pH. When the pH returns to the acceptable thresholds the system deactivates and remains on 

standby until the next pH deviation occurs. 
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Figure 2.1: Schematic of pHstat system, showing spatial relationships and connections between 

components. Universal chemostat components are present (media reservoir, pump, culture 

vessel, waste reservoir), as well as custom additions for autonomous pH monitoring and 

modification (computer program, digital I/O board, pH modification manifold, in situ pH 

sensor). Note the presence of only one pump, as this is an overflow chemostat.  

 

 

2.4.2  Computer Program 

The LabVIEW® (National Instruments, Austin, TX) graphical programming platform was 

used to create a virtual instrument (VI) that monitors and controls pH in the culture vessel using 

either the gas manifold or the liquid/reagent manifold.  Two particular applications are 

demonstrated here: 

1) Set point pH – Maintains a pH with a narrow range of acceptable thresholds, with the 

mean of the outer thresholds being the target pH. The user sets the desired sample rate 

and pH thresholds. When the system senses that the pH of the culture vessel has 
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deviated out of the set range, the solenoid valves of the appropriate pH modification 

manifold activate until the pH returned to the acceptable range.  

2) pH cycle – Maintains a pH that follows regular daily cycling patterns. The program 

uses a sine wave to simulate the desired pH fluctuation, for example a diel cycle. The 

user sets the desired frequency (number of cycles per day), offset (average/starting 

pH for y-intercept of sine wave) and amplitude (magnitude of the peaks and troughs) 

of the sine wave. A programmed ±0.05 pH unit “buffer” for the sine wave allows for 

up to 0.05 pH unit deviation from the desired pH point at any given time before the 

system triggers the solenoid valves to activate and begin driving pH in the appropriate 

direction to achieve the desired pH.  

Data from the pHstat regarding pH, timestamp and solenoid activity are recorded as .lvm files by 

the VI. The VI used to produce the results presented here is provided in graphical code format in 

(Golda et al., 2017). The provided VI requires all system components necessary for pHstat 

function to be connected in order to function fully; this minimizes the possibility of running the 

system with a defective component. 

2.4.3  pH Sensor 

 The system includes a LabVIEW® compatible pH probe (Vernier Software & 

Technology, Beaverton, OR) to measure pH in the culture vessel. The pH probe was connected 

to a computer using a Go!Link (Vernier Software & Technology, Beaverton, OR) Universal 

Serial Bus (USB) sensor interface (Fig. 2.1). pH is measured according to the scale developed by 

the National Bureau of Standards (NBS). Although this scale is less accurate in ionic solutions 

than in pure water, conversion to the total proton scale is according to the equation put forth by 

Millero (2013): 
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 10 − pHNBS = fH[H+]F(1 + βHSO4
[SO4

2−]T + βHF[F−]T)   Equation 2.1 

 

2.4.4  Input/Output (I/O) Device 

 A digital input/output (I/O) device (USB-1024LS, Measurement Computing Corporation, 

Norton, MA) was used as an interface between the VI and the relay array. This device outputs 

digital signals from the computer using 5V direct current (DC) pulses to relay commands from 

the VI to the relay grouping.  

 

2.4.5  GEORG – Conditioning Electronically Operated Relay Grouping 

We constructed a solid state relay (SSR) voltage switching array (see Fig. A5 Appendix 

A) for the dual purpose of (1) converting/boosting the outputs from the I/O interface device from 

low-current 5V DC signals to the current-boosted 12V DC signals required to drive the solenoid 

valves, and (2) permitting precise computer control of solenoid valve activation times.  

Specifications for the SSRs (Crydom Inc., San Diego, CA) used in GEORG were as 

follows: Input: 3.5–32V DC (normally-open, N.O.), Output: 60V DC @ 3A (maximum). It is 

essential that the SSRs that are used be of the normally open (N.O.) type, for which the relay’s 

default/un-energized state is open.3 If a normally-closed (N.C.) relay is used in the system, it will 

stop gas or reagent flow only when an activation signal is received from the computer and 

remain open at all other times, causing the system to malfunction. 

The relay grouping was mounted in a heavy-duty acrylonitrile butadiene styrene (ABS) 

instrument case (Jameco Electronics, Belmont, CA). Holes were precision-cut into the sides for 

                                                           
3 It is important to note that when speaking of valves, “open” indicates that the valves allow for the flow of reagents 

or gases. However, in the terminology of circuits, “open” indicates that the switch or relay is not activated, because 

electrons cannot flow through the gap in a circuit that is introduced by the open switch. Therefore an open relay 

stops electrical activity, while a closed relay allows electrical activity “downstream” from the relay. 
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the bulkhead mounting of two DB15 (D-subminiature) connectors. A 12V DC/1500 mA wall 

adapter provided power to GEORG, while a single-pole, single-throw (SPST) off/on switch 

controlled master power to the relays. A 250V AC/1A fuse was installed between the power 

supply and the switch.  

 Input/output cables connecting GEORG to the digital I/O device were modified 25-

conductor shielded cables (Jameco Electronics, Belmont, CA). The input cable for GEORG from 

the computer and output cable to the pH modification manifolds were each separately routed 

through their own their respective DB15 connectors. We suggest that the DB15 connectors be 

opposite sex-keyed; that is, the input and output connectors should not both be male or both 

female, but one of each to prevent misconnections. The output cable from GEORG was 

additionally sub-divided into separate 2-pin Molex® connectors, one for each solenoid. Each of 

these Molex® connectors were in turn uniquely keyed to avoid misconnecting any given solenoid 

to the energizing signal of another solenoid, causing accidental erroneous solenoid activation. 

 

2.4.6  Reagent Manifold 

 A liquid/reagent manifold was designed and constructed for dispensing acid or alkaline 

reagents into the culture vessel. The manifold consists of two solenoid pinch valves (2-way, 

normally closed (N.C.) type, 1/16 in inner diameter (ID); Cole-Parmer, Vernon Hills, IL) 

threaded with flexelene™ tubing (1/16in ID; Eldon James Corporation, Denver, CO). It is 

critical that any component of the valves in contact with any reagents be inert to caustic 

chemicals. Potential options for appropriate valves include solenoid valves constructed with 

Teflon® or vinyl wet portions. Another option (which this system uses) is the use of pinch 

valves, which operate by putting pressure on a length of tubing, effectively pinching the tube 
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closed. This avoids contact between the valve itself and the reagent, which reduces the risk of 

chemical or biological contamination and lowers the risk of leakage. Pinch valves are also more 

cost-effective than the aforementioned wet valves. 

 The reagents used to adjust the pH of the culture vessel were 0.1 N Na2CO3 or 0.1 N HCl 

in order to adjust the pH in an alkaline or acidic direction as needed. Both reagent solutions were 

made up in a 3.6% NaCl solution to match the salinity of the marine culture medium and to 

eliminate the problem of altering the salinity of the medium through reagent additions. 

 

2.4.7  Gas manifold 

 The custom gas manifold consists of an array of computer-controlled solenoid valves 

(Sizto Tech Corporation, Palo Alto, CA) to regulate the flow of gases to the culture vessel. A 

custom gas mixture (0.50% CO2, 20.50% O2, 79% N2; Airgas Inc., Radnor Township, PA) was 

used to bubble the culture vessel and lower the pH. This mixture was chosen because bubbling 

with pure carbon dioxide causes the system to respond too dramatically for fine-scale pH 

adjustments. A clean air mixture (zero grade air, Airgas part number: AI Z200; Airgas Inc., 

Radnor Township, PA) was used to adjust the pH in an alkaline direction. A condenser was 

added to the manifold upstream from the solenoid valves as a safeguard to prevent aerosols 

formed by bubbling from leaking back through the lines. The solenoid valves used for the gas 

manifold were gas solenoid valves (12V DC activation voltage, 6.5W, 0-115 pounds per square 

inch [PSI]). It is important to use solenoid valves that are able to maintain a heavy duty cycle 

(100% ED preferred) without damage or overheating. All tubing in the gas manifold were 

suitable for compressed gases, both for safety reasons and to prevent dilution/contamination of 

the compressed gas stream by diffusion of gases through the tubing wall (Oakley et al., 2012).  
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2.4.8  Culture Vessel 

The culture vessel (Fig. 2.2) was a 1 L polycarbonate bottle (Nalgene, Rochester, NY, 

USA).  The in situ pH sensor was installed by drilling a hole into the side of the bottle and 

inserting the stem of the pH probe through a 0.5 in ID (metric units, 1.27 cm) autoclavable 

silicone grommet fitted in the opening approximately 6 cm from the base of the vessel. 

 

Figure 2.2: Diagram of culture vessel. Distances are measured from the base of the culture vessel 

to the center of the holes/grommets. The asterisk indicates potential variation from vessel to 

vessel; the drainage port should be placed at the point of desired maximum stable culture volume 

(900 mL for our vessel). 

 

Overflow drainage was removed from the chemostat through a barbed bulkhead fitting 

installed in the bottle wall at the 900 mL water level (11.5 cm for our vessel). Input of media to 

the vessel came through a hole drilled in the slanted uppermost side of the flask and fitted with a 

0.25 in ID (metric, 0.635 cm) silicone grommet. The tube from the pump (0.635 cm outer 
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diameter, OD) was inserted through this hole until the tip of the tube was submerged in the 

culture medium. This hole was located 4 cm above the drainage port, 15.5 cm from the base of 

the vessel. pH modification reagents/gas lines were fed through holes drilled in the lid of the 

bottle and fitted with appropriately sized autoclavable silicone grommets (for gas lines; reagent 

lines did not require grommets if the diameters of the holes were drilled to precisely match the 

reagent line OD). An additional silicone grommet was installed in the cap of the bottle, then 

fitted with a vent to allow air exchange in the system. The tip of a disposable 10 mL serological 

pipette filled with sterile glass wool serves as an excellent vent. Environmental conditions were 

controlled by placing the pHstat in a 15 °C cold room on a 12:12 light:dark cycle under full-

spectrum, cool white fluorescent lighting (~100 µmol photons m-2 s-1).  

 

2.4.9  Pump 

 An adjustable-rate peristaltic pump (Stenner, Jacksonville, FL) was used to transport 

media from the sterile media reservoir to the culture vessel via autoclaved silicone tubing. For a 

chemostat to function properly, the system must reach steady state, which is determined by the 

concentration of a limiting nutrient (Droop 1975; Wood et al., 2005). Once the culture reaches 

steady state, the specific growth rate becomes synchronized to the dilution rate (due to the 

measured input of the limiting nutrient) according to the following equation:  

𝜇 =
F

V
= D                       Equation 2.2 

where F = flow rate of the culture medium, V = volume of the culture vessel, and D = dilution 

rate (Wood et al., 2005). 
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2.4.10  Culture Conditions 

For the biotic experiments we cultured the marine flagellate, Isochrysis galbana, in 

triplicate to test the ability of the system to maintain a target pH in the presence of a 

photosynthesizing organism. Cells were acclimated to all growth conditions within the pHstat, 

with the exception of pH, for 8 generations (20-24 d) during which time fresh medium was 

supplied in calculated volumes semi-continuously to keep the cells growing exponentially. Once 

the cells were acclimated the pHstat experiments commenced, with the cells still in mid-

exponential phase. Triplicates were performed in series rather than in parallel. Cells were grown 

in artificial seawater medium (ESAW; Harrison et al., 1980; Berges et al., 2001) at 20 °C in a 

climate-controlled growth chamber, on a 12:12 light dark cycle at an irradiance of 160 μE m-2 s-1.  

The salinity was 34 PSU (practical salinity units), measured using a hand-held refractometer 

(Fisher Scientific, Waltham, MA). Major nutrient concentrations were 0.55 mM nitrogen as 

nitrate, 0.02 mM phosphorus as ortho-phosphate, and 0.11 mM silica as silicic acid, per Harrison 

et al. (1980) and Berges, et al. (2001). All the components of the media batches were combined 

except the major nutrients and the vitamin stock, and each batch of medium was bubbled for 24 h 

with ammonia-free air to equilibrate the carbonate system with the atmosphere. Then the major 

nutrients and vitamins were added and media was filtered using a 0.22 μm pore size Steritop 

filtration set (EMD Millipore, Darmstadt, Germany). 

 

2.4.11  Measurements 

Samples for the analysis of chlorophyll a were filtered onto 25 mm GF/F filters and 

stored frozen at -80 °C until extraction. Chlorophyll a was measured in duplicate 

fluorometrically using a Trilogy® laboratory fluorometer (Turner Designs, San Jose, CA) 
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following cold extraction in 90% acetone (Welschmeyer 1994). Chlorophyll fluorescence was 

measured on the Trilogy® fluorometer equipped with a non-acidification optical module. 

Cell densities were determined using a Coulter Counter Model Z2 particle counter 

(Beckman Coulter, Indianapolis, IN) following 20 fold dilution in Isoton II® diluent (Beckman 

Coulter, Indianapolis, IN).  

Samples for analysis of dissolved inorganic carbon (DIC) were collected by injecting 2 

ml of filtered culture sample into 12 mL nitrogen-filled, septum-capped glass vials pre-filled 

with 1 mL concentrated (85%, or 14.8 M) phosphoric acid. Subsequently, DIC measurements 

were performed using a GasBench II infrared mass spectrometer (IRMS; Thermo-Scientific, 

Bremen, Germany) at the Stable Isotope Facility at University of California, Davis. 

 

2.4.12  Performance Testing 

System performance (i.e., ability to maintain target pH) was assessed for both steady state 

and fluctuating conditions, with cells (i.e., biotic) and without cells (i.e., abiotic). Each 

experiment to test performance was performed in triplicate. For abiotic perturbation experiments, 

the pH was perturbed artificially using 1N NaOH or 1N HCl to generate a large disturbance in 

the system at several maximum and minimum pH thresholds in order to determine the smallest 

sustainable spread between thresholds (i.e., precision of the system).  For abiotic pH testing, 24 h 

triplicate runs were performed in series to establish a baseline for pH adjustment without cells 

present. For biotic pH testing, 72 h triplicate runs were performed in series using Isochrysis 

galbana to perturb pH biotically through respiration and photosynthesis, in order to evaluate how 

the pHstat system was able to control pH in the presence of an organism that actively changed 

pH through modification of the amount of free DIC available in the culture.  
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 2.5   Results 

 In order to confirm that the pH modification manifolds successfully controlled pH, we 

designed a set of experiments to measure pHstat response to pH perturbations generated 

abiotically (i.e., programmed perturbations) and biologically (i.e., naturally driven by the 

consumption and release of CO2 through photosynthesis and respiration). For the abiotic 

experiments, the pH of the system was artificially perturbed using 1N NaOH or 1N HCl in order 

to determine the resolution of the pH-modification manifolds (Figs 2.3 and 2.4).  

 

 

Figure 2.3: Abiotic pH perturbation test of gas manifold-mediated pH modification system. (A) 

pH over the course of the experiment. Dotted lines indicate pH thresholds (maximum pH 

threshold = 8.30, minimum pH threshold = 8.10). (B) Solenoid activity is recorded in digital bits; 

1=on, 0=off; solenoids activate when the culture vessel pH deviates outside of threshold values.  
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Figure 2.4: Abiotic pH perturbation test of liquid manifold-mediated pH modification system. 

(A) pH is shown, along with the pH thresholds (minimum = 8.50, maximum = 8.56). (B) 

Solenoid activity is recorded in digital bits; 1=on, 0=off; solenoids activate when the pH of the 

culture vessel deviates from the set range in an acidic or basic direction.  

 

Figure 2.5: Representative data set of a pH time series from abiotic pHstat runs (n=3) with pH 

adjustment performed using the liquid manifold over 24 h.) Shaded areas show dark periods. (A) 

Static pH regime, mid point of 8.0. Horizontal dotted lines indicate pH thresholds (maximum = 

8.05, minimum = 7.95) (B) Dynamic pH regime, mid point of 8.0, wave amplitude of 0.5. Gray 

line indicates guide pH, black line indicates measured pH. Activity of solenoid valves during the 

time series shown in bottom panels, with 0 = off and 1 = on.  
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The gas manifold used a custom gas mixture (including an elevated concentration of 

CO2) and high purity air  to adjust the vessel pH in an alkaline or acid direction, respectively; for 

the liquid/reagent manifold, Na2CO3 or HCl were used. The gas manifold had a precision of 

±0.10 pH units (n=2), while the reagent manifold had a precision of ±0.03 pH units (n=3) at 

optimal reagent concentration. We determined the optimal reagent concentration for pH 

adjustments by examining rebound time as a function of reagent concentration and size of acidic 

and alkaline pH perturbations. Our goal was to use concentrated reagents (to reduce dilution of 

the culture by fluid addition), while avoiding overcompensation during pH adjustment, which 

can occur when the too much acid or base is added; for instance when reagents are too 

concentrated. High reagent concentrations above the suggested optima will cause the system to 

experience a slight loss of precision in the control of pH. In our experiments, the optimal reagent 

concentrations were determined to be 0.1 N HCl and 0.1 N Na2CO3 for acid and base reagents, 

respectively (Table 2.2). High reagent concentrations above the suggested optima will cause the 

system to experience a slight loss of precision in the control of pH. At the highest concentrations 

tested (0.12 N HCl, 0.20 N Na2CO3), pH precision was at best ±0.06 pH units, as opposed to the 

±0.03 pH units at the optimal reagent concentrations, and required more reagent volume to 

stabilize the pH. Still higher reagent concentrations required further widening of the pH 

thresholds to avoid overcompensation and eventual loss of pH control. Thus, the gas manifold 

was able to control pH within 1.3% of the target value, and the liquid manifold was able to 

control pH within 0.04% of the target value. 
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Table 2.2: Results from determination of optimal reagent concentration for the reagent manifold. 

Data was obtained by measuring the time it took the system to bring the pHstat back into range 

after a 1.5 pH unit perturbation (rebound time). All tests were performed in triplicate. The acid 

reagent used was HCl, and the base reagent used was Na2CO3. 

Concentration Acid rebound time (s) Base rebound time (s) pH precision 

0.20 N (n=3) --  368 (S.D. = 23) ±0.06 

0.12 N (n=3) 364 (S.D. = 22) -- ±0.06 

0.10 N (n=3) 344 (S.D. = 45) 425 (S.D. = 56) ±0.03 

0.05 N (n=3) 394 (S.D. = 22) 673 (S.D. = 32) ±0.03 

 

The 72 h biotic perturbation experiments were performed in triplicate using cultures of 

the marine haptophyte flagellate, Isochrysis galbana, to test the ability of the system to maintain 

a target pH in the presence of a photosynthesizing organism. This organism was chosen based on 

its short generation time (approximately 1.75–2.0 d under the growth conditions described 

above) and its ability to achieve high cell densities in culture in order to place substantial stress 

on the capacity of the pHstat to maintain a given pH regime in the presence of high biological 

activity. System performance (i.e., ability to maintain target pH) was assessed for both steady 

state and fluctuating conditions (Figs. 2.6 and 2.7). 
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Figure 2.6: Representative data set from tests to determine deviations from a single target pH 

(8.0, static pH regime) in the presence of phytoplankton (Isochrysis galbana) with pH 

adjustment performed using the liquid manifold over 72 h (n=3). Shaded areas showing dark 

periods. (A) Time series of pH measured by the in situ sensor within the culture vessel. 

Horizontal dotted lines indicate pH thresholds (maximum = 8.05, minimum = 7.95). Black free 

circles indicate the change in DIC relative to initial concentration. Black squares show 

chlorophyll content per cell, with error bars representing standard deviation (error bars too small 

to be seen). (B) Activity of solenoid valves during the time series, with 0 = off and 1 = on.  
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Figure 2.7:  Representative data set from tests to determine deviations from cyclic fluctuations of 

target pH in the presence of phytoplankton (Isochryrsis galbana) pH adjustment performed using 

the liquid manifold over 72 h (n=3). Shaded areas indicate dark periods. (A) Time series of pH 

measurements made by the in situ sensor within the culture vessel. Gray line is the computer 

generated guide pH, black shows measured pH. Gray circles indicate the change in DIC over the 

course of the experiment due to biological activity, as well as the input of carbon from the 

addition of the alkaline reagent Na2CO3 to maintain pH cycling. Black squares indicate 

chlorophyll content per cell, with error bars (too small to be seen) representing standard 

deviation of triplicate measurements. (B) Activity of solenoid valves during the time series, with 

0 = off and 1 = on. 
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Table 2.3:  Results from performance tests of the pHstat. Growth rate data for I. galbana are 

included since additional biomass-dependent stress to the system should occur in response to 

changes in CO2 resulting from photosynthesis and respiration. Solenoid activity (in seconds per 

day) indicates how much the system has to work to keep pH level to within user-defined 

thresholds. Error ranges represent one standard deviation of the mean value. 

Experimental 

condition 

Target 

pH 

Programmed 

pH thresholds 

Mean pH 

variability 

Mean solenoid 

activity (s d-1) 

Growth 

rate (d-1) 

Abiotic, steady 

state (n=3) 

8.00 ±0.03 -0.011 ± 0.025 246 ± 59 n/a 

Abiotic, dynamic 

(n=3) 

8.00 ±0.05 -0.006 ± 0.017 851 ± 149 

 

n/a 

Biotic, steady 

state (n=3) 

8.20 ±0.03 +0.021 ± 0.054 588 ± 171 0.33 ± 0.11 

Biotic, dynamic 

(n=3)  

8.00 ±0.05 -0.003 ± 0.017 1622 ± 298 

 

0.26 ± 0.02 

 

 Specific growth rates for the steady state and dynamic pH regimes were 0.33 ± 0.11 d-1 

and 0.24 ± 0.02 d-1, respectively (Table 2.3). The slower growth rate observed under the dynamic 

pH regime suggests that higher pH variability had a negative effect on cell growth. We measured 

chlorophyll content per cell during the process of acclimation to culture conditions; under both 

the static and dynamic pH regimes there was an overall decline in cellular chlorophyll content 

(Figs. 2.6A, 2.7A) as the cells underwent acclimation. Despite the decline in cell chlorophyll 

content, however, the amount of DIC in the system during the steady state run decreased over 

time due to photosynthetic activity. In contrast, the amount of DIC in the system during the 

dynamic pH run increased despite photosynthetic DIC consumption due to the much higher input 

of carbon from the alkaline reagent (Na2HCO3) over the course of the day as the system 

maintained the programmed pH cycles. This was confirmed by using the volume and 

concentration of Na2HCO3 added to the culture vessel to calculate the amount of DIC added from 

reagent addition over the course of the experiments (data not shown). This difference in DIC 

input and overall concentration in the cultures for steady state versus dynamic pH regimes should 
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be taken into account when planning an experiment. High culture biomass for the dynamic 

regime will consume some of the excess DIC and should ameliorate this difference somewhat. 

We performed 4 x 48 h runs to demonstrate that the pHstat can be set to produce any 

desired cycle amplitude and midpoint (beginning/end) by modifying the parameters of the sine 

wave generated by the computer as a pH guide (Fig. 2.8). We also demonstrated that the pH 

cycles can be decoupled from light/dark cycles (Fig. 2.8A vs. Figs. 2.8B,C,D). 

  

Figure 2.8: Demonstration showing the system’s ability to track programmed pH variations of 

different amplitude and set point (mid-point) around which variations occur. (A) Amplitude = 

0.5 pH units, mid-point pH (dotted line) of 8.0 units; (B) Amplitude = 0.2, mid-point pH = 8.0; 

(C) Amplitude = 0.2, mid-point pH = 7.7; (D) Amplitude = 0.2, mid-point pH = 8.3. Shaded gray 

areas indicate dark periods of day. Note the difference in diel pH vs light variations in A vs B, C, 

and D.  
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2.6  Discussion 

 Concern regarding ocean acidification has led to an increase in research on the effects of 

changing pH on marine organisms (Gattuso and Hansson 2011; Andersson and Mackenzie 2012; 

Ying et al., 2014; Li et al., 2016).  Physiological research requires a stable environment with 

minimal non-experimental variability, and ocean acidification research further requires a 

culturing system that both records fine-resolution pH measurements and makes precise pH 

adjustments. We addressed these needs by designing and constructing a programmable pHstat 

tailored to small-scale benchtop cultures with the flexibility to simulate steady state or 

fluctuating pH levels that reflect variations observed in natural systems. The system is relatively 

cost effective and can be built with a basic knowledge of electronics and programming for 

approximately $2000 for the initial unit, with the possibility of building up to two additional 

units for less than $1700 each (Table 2.4; at the time of publication, excluding labor and software 

licenses). Additional systems cost less because some of the hardware components can be shared 

between pHstats. The Appendix includes more detailed schematics. The pHstat autonomously 

monitors, records and controls pH using a system of solenoid valves that can be easily 

assembled, expanded or modified. The method of pH modification (gas or reagent driven) is 

chosen by the user and can be easily changed in minutes.  

The user can program the pHstat system to either maintain a constant pH within a set of 

acceptable thresholds, or to maintain the culture in an environment that undergoes cyclic 

variations in pH. Dynamic pH regimes can be set to cycle at any desired frequency, at any 

desired cycle amplitude and midpoint (beginning/end) by modifying the parameters of the sine 

wave generated by the computer as a pH guide (Fig. 2.8). Use of the dynamic regime provides a 
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tool to explore the influence of circadian rhythms on pH and phytoplankton physiology, by 

decoupling pH from light/dark cycles in photosynthesis and respiration (Fig. 2.8A). 

 

Table 2.4: Approximate cost (in USD) of separate components. 

Instrument Approximate Cost (2017) 

pH Sensor  $90 

Digital I/O Device $90 

Go!Link $60 

GEORG  $320 

Reagent Manifold $250 

Gas manifold $350 

Adjustable-Rate Peristaltic Pump $150 

Culture Vessel $100 

Miscellaneous Components $350 

 

  This pHstat system achieves fine-scale regulation of pH directly, rather than by 

monitoring and regulating DIC or alkalinity. Many pHstats described in the literature (Hoffmann 

et al. 2013; Wynn-Edwards et al. 2014; Bockmon et al. 2013) have focused on constraining and 

sometimes controlling DIC, alkalinity, or other parameters affecting pH, while pH is considered 

as an attending variable. While oceanic pH is overwhelmingly influenced by alkalinity and the 

buffering capacity of available inorganic carbon species, various strategies for carbon acquisition 

— mainly carbon concentrating mechanisms (CCMs) — can render the ambient concentration 

and speciation of DIC less important than pH itself. For example, Chen and Durbin (1994) 



40 
 

showed that the difference in growth of two species of the marine diatom Thalassiosira as 

related to pH had less to do with the means by which pH levels were achieved (i.e., by bubbling 

with various gasses (CO2, air, N2) versus the use of chemical reagents) than by the pH of the 

culture media itself. The fact that there was no appreciable difference in growth rate between pH 

adjustment using gas versus chemical reagents suggested that differences in alkalinity had little 

effect on growth, since the use of reagents changed alkalinity as well as pH, while bubbling 

resulted in a change in pH without a corresponding change in alkalinity. Similarly, Eberlein et al. 

(2014) found that growth of non-calcareous dinoflagellates were unaffected by changes in pCO2 

when pH was maintained at a constant level (8.0 pH units), and Cyronak et al. (2015) postulated 

that changes in cytosolic pH – which is passively regulated in coccolithophores (Mackinder et al. 

2010)  – are more detrimental to calcification than the calcium carbonate saturation state (Ω) of 

seawater. The processes modulating intracellular pH (pHi) are independent from the active 

regulation of the pH of calcifying vesicles within the same alga (MacKinder et al., 2010). Thus, 

the effect of OA on phytoplankton may be less related to the aquatic partitioning of DIC than to 

pH itself, shifting the focus to pH as the master variable (Ying et al., 2014).  

Maintaining a pH does not ensure stability of the other variables related to the marine 

carbonate system such as pCO2 or alkalinity (Gattuso et al, 2010). The design of this pHstat 

system offers limited controls for these parameters through judicious choice of reagents; use of 

HCl and Na2HCO3 as acid and alkaline reagents, respectively, allows for the maintenance of 

constant total alkalinity (AT), while simultaneously adjusting pH and DIC. When choosing an 

alkaline reagent, a choice must be made between achieving constant alkalinity (by using 

Na2CO3) and allowing the DIC to change over the course of the experiment, versus maintaining a 

constant DIC concentration and allowing alkalinity to fluctuate (by using NaOH). However, as 
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stated earlier this system does not actively constrain or measure either DIC nor AT; this system is 

designed to function strictly as a pHstat, as there is a significant body of evidence to show that 

pH is critical variable to study in and of itself. The use of pH probes to monitor and control pH 

does not offer precise control of these other variables. Precise knowledge of the state of the 

carbonate system in the culture vessel, measurements of dissolved inorganic carbon (DIC) and 

AT should be taken regularly according to accepted experimental protocols (LaRoche et al., 

2010) if desired.  

Preventing contamination is a major consideration when working with chemostat 

systems. The current system is vulnerable to contamination, since pH-modifying liquids or gases 

may carry biological contamination (Fischer et al. 2014). There is also a possibility that some of 

the components used in a pHstat (e.g., the pH probe) are too delicate to be subjected to the same 

robust sterilization procedures (e.g., autoclaving) as the culture vessel or media tubing. We 

followed acceptable sterility protocols for algal culturing such as cleaning components with 70% 

ethanol followed by a 10% hydrochloric acid solution, and rinsing with ultrapure water (obtained 

using a Milli-Q® Integral Water Purification System; EMD Millipore Corporation, Darmstadt, 

Germany). The gas manifold cannot be cleaned this way due to the composition of the solenoid 

valves. However, in line filters may be used to prevent biological contamination through gas 

flow. These filters must be kept dry and checked regularly for dampness. In order to prevent 

contamination of the sterile media reservoir, the reservoir and peristaltic pump should be placed 

higher than the culture vessel, thereby preventing backflow of the culture. The tube delivering 

sterile media to the culture vessel should be withdrawn from the culture liquid before the 

peristaltic pump is turned off to avoid backflow into the lines if the pump slips backward. We 

monitored the culture for contamination through visual examination of the culture via light 
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microscopy using a Leica DMIL inverted contrasting light microscope (Leica Microsystems, 

Buffalo Grove, IL; 20x, 40x magnification), and using the Coulter Counter to count small 

particles (e.g., bacteria; size range 2-4 μm). 

When using the gas manifold it is important that the vent is sufficiently far from the 

media surface that the churning action of the bubbles does not cause the surface of the water to 

contact the filter. Using a 0.22 μm glass fiber syringe filter attached to the vent port may be 

problematic, as water vapor and aerosols released during the bubbling period may cause the filter 

to become damp, making it much less penetrable by gases. Continued bubbling may cause the 

filter to detach explosively from the culture vessel. A 10 mL disposable pipette cut at the 8 mL 

mark and filled with sterile glass wool makes an excellent vent, as it can absorb water vapor 

without losing its effectiveness. 

Because the bubbling generated by using the gas manifold is quite vigorous, it can create 

a significant amount of turbulence in the culture vessel. For this reason, the gas manifold is not 

recommended for pH modification when more delicate organisms are grown. For such organisms 

the reagent manifold should be used to modify the pH of the system, as it generates far less 

turbulence in the culture vessel. However, it is important when choosing a mixing regime to take 

into account the sensitivity of the test organism to turbulence. Our observations (data not shown) 

showed some organisms (Isochrysis galbana, Thalassiosira sp., Dunaliella salina) are quite 

resistant to shear and other stressors caused by turbulence from higher velocity magnetic stir bars 

(>100 rpm) and bubbling. Many organisms lack this resistance and require far gentler mixing. 

Dinoflagellates tend to be quite sensitive to turbulence (White 1976; Berdalet 1992; Barton et al., 

2014); in our experience with multiple species of Alexandrium, the cells responded poorly to 

mixing at any speed above 30 rpm (data not shown). Because the reagent manifold requires a 
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significant amount of turbulence in order to properly mix the pH-modifying reagents with the 

culture media, larger paddles or blades (preferably with non-uniform blade profiles) available 

with low velocity overhead stirrers provide sufficient mixing at low rpm to resolve this issue 

satisfactorily. 

 Greater pH control was achieved using the liquid manifold, with a resolution of ±0.03 pH 

units. However, we advise not setting the maximum and minimum pH thresholds within 0.05 pH 

units of one another for extended periods of time, as this overtaxes the solenoids and can lead to 

overheating and solenoid failure. If the experiment requires a tighter pH control, modification of 

the reagents used, the size of the vessel, or the use of industrial strength solenoid valves may 

help alleviate this problem. We found that the mean pH adheres more closely to the target pH 

than the programmed pH thresholds (Table 2.3). However, because of the slight delay between 

reagent release into the culture vessel and the homogenous dissolution of said reagents by 

mixing, this programmatic “buffer” is necessary to prevent overcompensation by the solenoid 

valves. 

 Pinching and flushing the reagent lines once daily will prevent any buildup or precipitates 

from blocking the lines, and should be included in standard daily maintenance practices. Other 

daily maintenance practices should include recalibrating (and if necessary, cleaning) the pH 

sensor, checking and refilling reagent or sterile media reservoirs as needed, checking vent filters 

for signs of moisture, examining the media lines for signs of contamination, and emptying the 

waste reservoir as needed.  

Daily withdrawal of samples from the chemostat should not exceed 10% of the culture 

volume to maintain steady state conditions (LaRoche et al., 2010). When growing organisms that 

exhibit a slow growth rate, the sample volume must be reduced further to avoid perturbing the 
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stability of the system. In general, cell densities should be kept lower in a pHstat than in most 

chemostats, as high cell densities can cause the chemistry of the media to shift significantly, even 

if pCO2 and pH are held at a static level (Shi et al., 2009).  

Care should be taken when growing organisms with a tendency to form biofilms, or 

otherwise adhere to the sides of the culture vessel, as this system is optimized for pelagic marine 

microbiota. Wall growth may become a problem with certain organisms. Bubbling or more 

vigorous mixing may deter wall growth of some organisms.  

 As when working with any electrical system, the user should take all precautionary 

measures when handling the electronic and electromechanical components, especially due to the 

proximity of a highly ionic water solution. A basic knowledge of electronics is necessary to build 

components of this system (e.g., the pH-modification manifolds and GEORG). For safety 

purposes, if the user does not possess this knowledge we suggest seeking out a more experienced 

individual to construct this portion of the system. 

 

2.7  Conclusions 

The pHstat system described here is novel in its ability to not only maintain a constant 

pH, but also to produce daily pH fluctuations that may be used to simulate diel variability in pH 

that is driven by biological processes (photosynthesis, respiration) or mixing of water masses  

(e.g., tidal exchange). The precise control of this system minimizes experimental variability, and 

facilitates the design and implementation of studies that will provide much needed information 

about the responses by marine microbiota to fluctuations in pH in aquatic ecosystems.  
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CHAPTER 3 
________________________________________________ 

 

Determination of intracellular pH in phytoplankton using the fluorescent probe, SNARF, 

with detection by fluorescence spectroscopy 

 

Rachel L. Golda, Lauren T. Roof, Joseph A. Needoba, Tawnya D. Peterson 

 

3.1 Abstract 

 The maintenance of pH homeostasis is critical for a variety of cellular metabolic 

processes. Although ocean acidification is likely to influence cellular metabolism and energy 

balance, the degree to which intracellular pH in phytoplankton differs from the external 

environment under varying environmental pHs is not well known. As a first step, we tested the 

performance of the fluorescent pH indicator seminaphtharhodafluor (SNARF) for measuring 

intracellular pH in a number of phytoplankton taxa in culture. SNARF detection was 

accomplished using fluorescence spectroscopy (FS), flow cytometry (FCM), and laser scanning 

microscopy (LSM). Of these, FS proved the most sensitive; FCM showed variably usable 

fluorescence for pHi calculations. Since SNARF fluorescence is activated by cleavage of an ester 

group from the core fluorophore by non-specific esterases, we compared esterase activity in 

various phytoplankton taxa using the esterase activity indicator fluorescein diacetate (FDA).  

Specific esterase activity had a positive relationship with cell volume; this influenced SNARF 

detectability by FCM, since small cells had insufficient fluorescence to separate signal from 

noise. Since effectively all cells showed fluorescence in SNARF assays, it is unlikely that 
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enzyme specificity and differences in individual esterase profiles will adversely affect SNARF 

performance in phytoplankton at sufficiently high loading concentrations of SNARF.  

 

3.2  Introduction 

 Intracellular pH (pHi) is a key physiological parameter that influences signaling, cell 

cycle progression, enzyme conformation and ion transport within the cell (Busa and Crowe 1983; 

Liu et al., 2001; Taylor et al. 2012; Gibbin et al. 2014), making pH regulation a critical 

component of cellular physiology. pHi homeostasis is maintained through the use of buffers (i.e., 

endogenous acids and bases) and active ion transport (Booth 1985), with steep gradients 

maintained between the cytosol and many organelles (for example, lysosomes and the Golgi 

apparatus) through a combination of passive and active proton transport (Wu et al. 2000; 

Demaurex 2002; Casey et al. 2010). Active transport of protons against a concentration gradient 

is thought to involve the use of voltage-gated ion channels to remove excess H+ ions (Demaurex 

2002; Taylor et al. 2011). In coccolithophores, this process occurs at the expense of calcification 

(Taylor et al. 2011). In general, marine phytoplankton are thought to couple proton export with 

Na+ transport, due in part to the high availability of this ion in marine environments (Taylor et al. 

2012); however, the mechanisms by which pH homeostasis is achieved—and the metabolic costs 

associated with maintaining pH homeostasis—remain poorly known and likely differ with the 

pH gradient between intracellular and extracellular environments (Gibbin et al. 2014). 

A number of techniques have been developed for measuring pHi in vivo, including the 

use of microelectrodes (Brauer et al. 1996), 31P-nuclear magnetic resonance spectroscopy 

(Loiselle and Casey 2003), and the disequilibrium of the radio-labeled pH indicator, [2-14C]5,5,-

dimethyloxazolidine-2,4-dione (DMO), between intra- and extracellular environments (Espie and 



47 
 

Colman 1981; Gehl and Colman 1985). More recently, pH-dependent fluorophores have been 

developed, making pHi measurements more sensitive, less invasive, and less dependent on 

specialized equipment than the techniques listed above (Loiselle and Casey 2003; Han and 

Burgess 2010). Fluorophores can be used in a variety of assays to rapidly interrogate an entire 

population of cells (e.g., when using fluorescence spectroscopy) or consider individual cells 

(e.g., when using microscopy or flow cytometry). Because of these attributes, fluorescent probes 

are ideal for studies of pHi (Wray 1988; Loiselle and Casey 2003; Aymerich et al. 2009).  

One of the most popular fluorophores for measuring pHi is 2’,7’-Bis-(2-carboxyethyl)-5-

(and-6-) carboxyfluorescein 4 (BCECF; Rink, Tsien, and Pozzan 1982). BCECF has been widely 

used to measure pHi in a variety of organic systems, from living tissues to individual organelles, 

and has been successfully applied to mammalian cell lines, plant tissues, and protists (Han and 

Burgess 2010; Taylor et al. 2011). BCECF has a single emission peak, the height of which 

corresponds to the pH of the solution it is suspended in. Dependence on the intensity of a single 

peak makes pHi values calculated from BCECF fluorescence emission intensity vulnerable to 

error associated with variable dye loading, photobleaching, and instrument stability (Owen, 

1992; Molecular Probes, 2003).  

The use of ratiometric fluorophores such as the seminaphtharhodafluors (SNARF) 

addresses this limitation (Nakata et al. 2011). In SNARF, the ratio of fluorescence emission 

intensity at two different wavelengths is used to calculate pHi. A solution of activated SNARF 

includes two ionic forms, the acidic SNARF(A), which has a series of attached  phenolic groups, 

and the basic SNARF(B), which possesses phenolate ions (Nakata et al. 2014). The proportion of 

SNARF(A) to SNARF(B) is directly dependent on pH, since higher concentrations of H+ ions 

increase their availability for bonding to the phenolate anion, producing phenol. The transition 
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from a phenol to a phenolate anion causes a spectral shift from 583 nm (SNARF(A)) to 627 nm 

(SNARF(B)). pH is calculated by taking the ratio between the intensity of emission peaks at 585 

and 627 nm. This eliminates many of the problems associated with BCECF as a single peak 

indicator (Nakata et al. 2011). An additional benefit of SNARF is that it is excited by visible 

rather than ultraviolet light, which reduces both damage to the cell and intracellular 

autofluorescence. 

The core fluorophore group distinctive to SNARF is ionic and water-soluble. In order to 

make SNARF useful for pHi measurements, it must be able to enter the cell with minimal efflux. 

Since charged molecules cannot easily diffuse across the plasma membrane, SNARF is 

chaperoned into the cell using an acetate or acetoxylmethyl (AM) ester group that protects the 

phenolic group and renders it non-fluorescent and membrane-permeable (Nakata et al. 2010, 

2014). Once inside the cell, AM esters are cleaved from the SNARF molecule by nonselective 

esterases after crossing the plasmalemma into a living cell (Han and Burgess 2010; Nakata et al. 

2014). This renders the SNARF molecule, now charged and fluorescent, less likely to efflux 

from the cell (Breeuwer et al. 1994). 

Despite its benefits, SNARF has rarely been used as a pH indicator in algal cells. SNARF 

has been used in conjunction with the acidophilic Chlamydomonas acidophila (Gerloff-Elias et 

al. 2006), the dinoflagellate Prorocentrum micans (Nimer, Brownlee, and Merrett 1999), and 

coral dinoflagellate symbionts (Symbiodinium sp., Venn et al. 2009). However, for these latter 

symbionts, SNARF was not found to penetrate the dinoflagellate cells, only showing 

fluorescence in the coral cells. Motivated by an interest to understand how changes in 

environmental pH (for example, ocean acidification) influence pHi homeostasis in marine 



49 
 

phytoplankton, we set out to determine SNARF efficacy in a variety of phytoplankton taxa using 

fluorescence spectroscopy and flow cytometry.  

 

3.3  Methods 

3.3.1  Phytoplankton isolates and culture conditions 

 Table 1 shows of a list of the organisms used in this study. All isolates were purchased 

from the National Center for Marine Algae and Microbiota at Bigelow Laboratory for Ocean 

Sciences, with the exception of Pyrocystis fusiformis (purchased from Biological & Popular 

Culture, Inc., Carlsbad, CA), Dunaliella salina (gift from J. Case, UC Santa Barbara), 

Aulacoseira ambigua (gift from M. Kagami, Toho University), and Chlorella vulgaris (isolated 

from the Columbia River). Of these, six organisms (Alexandrium tamarense, Alexandrium 

fundyense, Thalassiosira pseudonana, Thalassiosira weissflogii, Dunaliella salina, Isochrysis 

galbana) were further assessed for performance of the pHi measurement using fluorescence 

spectroscopy, flow cytometry, or both.  

 All organisms were grown in triplicate 25 cm3 canted neck, untreated sterile cell culture 

flasks with vented caps (Corning™, Corning, NY) in semi-continuous batch culture on at 12:12 

light:dark cycle in media listed in Table 1. Isolates were grown at 15°C while generating the 

initial SNARF calibration curves and at 20°C during experimental treatments. Irradiance was 

250 μmol photons m-2 s-1 for all taxa except I. galbana (160 μmol photons m-2 s-1). 

Phytoplankton cells were harvested during mid-exponential phase (confirmed by daily 

cell counts) and concentrated by centrifugation at 12,500 x g for 3 min. Alexandrium tamarense 

were centrifuged at a slower speed (5000 x g for 5 min) to avoid disrupting the membrane 

integrity of the cells. Following centrifugation, the supernatant was removed and discarded, and 
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the cell pellet was resuspended in sterile growth media to remove ectoenzymes associated with 

the plasma membrane. Since P. fusiformis was too buoyant to be concentrated by centrifugation, 

the cells were captured on a GF/F filter using gentle vacuum pressure and then re-suspended in 

sterile media.  

Cell densities were ascertained using a Coulter Counter Model Z2 particle counter 

(Beckman Coulter, Indianapolis, IN) to count phytoplankton cells following 20-fold dilution in 

Isoton II® diluent (Beckman Coulter, Indianapolis, IN). Cell volume was calculated by using 

measurements obtained from microscopic examination of the cells, in combination with formulae 

for phytoplankton cell volume provided by (Olenina et al. 2006) 

 

Table 3.1. Organisms used in fluorescence assays. FS = fluorescence spectroscopy; FCM = flow 

cytometry; LSM = confocal laser scanning microscopy. All analyses were performed in 

triplicate. 

Organism 
Class Habitat Growth 

Medium 
FS FCM LSM 

Aulacoseira ambigua Bacillariophyceae Freshwater WC + n/a + 

Thalassiosira pseudonana Bacillariophyceae Marine ESAW + - + 

Thalassiosira weissflogii Bacillariophyceae Marine ESAW + + + 

Chlorella vulgaris Chlorophyceae Freshwater WC + n/a + 

Dunaliella salina Chlorophyceae Marine L1-Si + - + 

Rhodomonas salina Cryptophyceae Marine L1-Si + - + 

Isochrysis galbana Chrysophyceae Marine f/2 + - + 

Pyrocystis fusiformis Dinophyceae Marine f/2 + n/a + 

Alexandrium fundyense Dinophyceae Marine L1-Si + + n/a 

Alexandrium tamarense Dinophyceae Marine L1-Si + + + 

 

3.3.2  Fluorophore loading 

Two fluorescent pH indicators were used: 5-(and-6)-carboxy seminaphtharhodafluor 

(SNARF)-1, acetoxymethyl (AM) ester, acetate (Life Technologies, Eugene, OR), and 2’,7’-bis-

(2-carboxyethyl)-5-(and-6)-carboxyfluorescein) (BCECF), acetoxymethyl (AM) (Life 

Technologies, Eugene, OR). SNARF was the principal fluorescent indicator used and tested; 
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BCECF was used to visualize fluorescence patterns for comparison to SNARF under the 

microscope. Stock concentrations (1 mM) of SNARF were made up in anhydrous dimethyl 

sulfoxide (DMSO; ≥99.9%) and frozen at -20°C until needed. Stock solutions (1 mM) of BCECF 

were made by dissolving the solid in 80.4 μL of anhydrous DMSO (≥99.9%) immediately before 

use. 

The washed cells were loaded with fluorophore by adding 3 μL of 1 mM SNARF 

dissolved in DMSO or BCECF [3 μM final concentration), together with 3 μL of a 5% solution 

of the non-ionic surfactant Pluronic® F-127 (Molecular Probes, Eugene, OR), which disperses 

the nonpolar SNARF more evenly in an aqueous solution (Molecular Probes, 2003)]. The 

fluorophores were loaded into the cells through passive diffusion (to avoid compromising cell 

membrane integrity; Brauer et al., 1996) during an incubation period of 30–40 min. Since some 

phytoplankton pigments are autofluorescent at the excitation wavelength used to stimulate 

SNARF fluorescence (French and Young 1952; French et al. 1956; Maxwell and Johnson 2000), 

subtraction of a non-dyed blank was necessary to eliminate potentially contaminating signal that 

might influence interpretation of fluorescence data. The blank was treated the same way as the 

fluorophore-loaded cells (including adding Pluronic® F-127), but avoiding the addition of the 

fluorescent probes. After incubation, the cells were washed, concentrated twice via 

centrifugation as described above and resuspended a final time in fresh media prior to the 

measurement of fluorescence emission. All analyses were performed in triplicate unless 

otherwise indicated. 
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3.3.3  Fluorescence measurements 

Three methods were used to measure SNARF fluorescence: (1) epifluorescence 

microscopy, (2) flow cytometry, and (3) fluorescence spectroscopy (spectrofluorometry). Of 

these, fluorescence spectroscopy and flow cytometry were used to determine intracellular pH; 

laser confocal microscopy was used to confirm fluorescence of SNARF and BCECF inside the 

cells, as well as to determine the percentage of fluorescent versus non-fluorescent cells in 

SNARF treatments.  

 

3.4  Confocal Laser Scanning Microscopy   

A confocal laser scanning microscope (LSM 5 PASCAL, Zeiss) was used for 

epifluorescence microscopy measurements. LSM 5 software (version 3.5) was used to control the 

microscope and to capture and analyze the images. SNARF-1 and BCECF were excited using the 

488 nm channel of a 25 mW argon ion laser. The beam path was configured to pass through the 

main dichroic beam splitter HFT 488/543/633, and the secondary dichroic beam splitter, NFT 

635 VIS to filter the excitation wavelengths. The emission wavelengths were filtered using the 

high pass filter, LP 650, for Channel 1 to allow all wavelengths above 650 nm to pass to the 

detector for chlorophyll a detection. Channel 2 was used for SNARF detection, and used the 

band pass filter BP 560–615 to detect all wavelengths between 560–615 nm. The 546 nm (Cy3) 

reflector was used for visual examination of the cells.  

To prepare the cells for microscopic analysis, phytoplankton cells were incubated with 

SNARF as described above, up to the end of the incubation step. Instead of separating the cells 

via centrifugation, at this step the cells were gently vacuum filtered onto a 25 mm polycarbonate 

filter with a 0.2 μm pore size (EMD Millipore, Darmstadt, Germany). Slides were examined at 
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100x and 400x magnification. Cell density in each field of view (FOV) was determined by 

manual counting of cells exhibiting SNARF fluorescence. 5 FOVs were counted for each slide, 

and averages of percent SNARF-positive cells were determined for each organism.  

 

3.5  Fluorescence spectroscopy 

A HORIBA Scientific Jobin Yvon FluoroMax-4 spectrofluorometer equipped with a 150 

W ozone-free xenon lamp was used to perform spectrofluorometric measurements on the cellular 

suspensions prepared with fluorescent probes [SNARF, fluorescein diacetate (FDA)]. 

FluorEssence™ 2.1 software was used to take measurements and process signals. The corrected 

signal (S1c) was divided by the corrected reference signal (R1c) to account for variations in lamp 

performance. Calibration of the instrument was confirmed before each run by checking 

excitation calibration of air at excitation wavelengths 200–600 nm, at increments of 1 nm, 

emission wavelength at 350 nm; main peak at 467 nm. Emission calibration checks were 

accomplished by performing a water-Raman scan on a quartz cuvette filled with Milli-Q water. 

The excitation wavelength was 350 nm and emission wavelengths were 365–450 nm at 

increments of 1 nm, with the maximum emission wavelength at 397 nm. Cuvettes were also 

checked for contamination before each run.  

Product specifications for SNARF (Life Technologies) indicated that maximum emission 

should result from excitation at 480–530 nm; following excitation-emission scans, the optimal 

excitation wavelength was determined to be 520 nm (Fig. 3.1); this wavelength was used for 

fluorescence detection of SNARF in all subsequent measurements by spectrofluorometry. To 

account for any variations in cell densities in the suspensions, the fluorescence spectra were 

normalized to a peak at 683 nm. Autofluorescence was accounted for by subtracting normalized 
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fluorescence intensities determined in the absence of SNARF from corresponding wavelengths 

in the SNARF treatments. 

 Fluorescence emission was measured at two wavelengths: 585 nm (F1) and 630 nm (F2), 

as suggested by the manufacturer (Molecular Probes, 2003). pHi was calculated using calibration 

curves by taking the quotient of F1 divided by F2 (defined as R) at individual buffer pH levels in 

triplicate samples according to:  

 𝑅 =  𝐹1/𝐹2     Equation 3.1 

 

3.6  Flow Cytometry 

A BD Accuri™ C6 Flow Cytometer® equipped with a C-sampler automated sampling 

platform was used for flow cytometry measurements. The SNARF-1 fluorophore was excited 

using a 488 nm argon-ion laser, and emission filter sets at 585 nm (Channel FL2) and 670 nm 

(Channel FL3) were used for detection of the resulting fluorescence signal. Autofluorescence 

was accounted for by subtracting fluorescence intensities determined in the absence of SNARF 

from corresponding wavelengths in the SNARF treatments. For each organism, the population of 

cells exhibiting fluorescence were gated using BD Accuri™ C6 Plus software (BD Biosciences, 

San Jose, CA) (Fig. B4) and the mean fluorescence readings from control samples were 

subtracted from the mean fluorescence readings obtained from the SNARF samples inside the 

gates in order obtain more accurate SNARF fluorescence values. 

  

3.6.1  SNARF calibration curves  

To construct the calibration curves, cells were incubated with SNARF as described 

above. After incubation, before the first of two post-incubation washes, 7.25 μL 6.7 mM 
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nigericin was added to the SNARF-treated cells and incubated for 10 min. Nigericin is an 

ionophore; it opens H+ and K+ ion channels within the cell membrane; this allows pHi and 

external pH to equilibrate while maintaining membrane integrity (Negulescu and Machen 1990), 

allowing for calibration curves to be built. After equilibration, pH can be determined using a 

probe submerged in the external growth medium or buffer.  

Calibration curves were built from the relationship between pHi and mean R values 

calculated from fluorescence intensities of the two SNARF emission peaks (585 and 630 nm) 

using a spectrum of pHs maintained by buffers (Figs. A5, A6A, A7A).  

 

3.6.2  Radioisotopic pHi measurements 

 To check the accuracy of pHi values calculated using SNARF, we used a radioisotopic 

method. Partitioning of the radio-labeled weak acid 14C-dimethoxazolidine-2,4-dione (DMO) 

between the cells and the liquid medium was measured and used to calculate pHi (Waddell and 

Butler 1959; Johnson and Epel 1981; Espie and Colman 1981; Gehl and Colman 1985; Dason 

and Colman 2004).  

 A 6 mL sample was taken from the cell culture and washed via centrifugation (12,500 x g 

for 1 min). Cells were resuspended in an ASW buffer pH-adjusted to 8.5 using K2HPO4 and 

KH2PO4. 1 mL was reserved at this point as a blank (i.e., no radioisotope was added). 3.88 μL of 

0.02 μCi 14C-DMO stock (American Radiolabeled Chemicals Inc., Maryland Heights, Missouri) 

were added per ml (19.4 uL in a 5 mL sample) to the remaining cells, and incubated for 30 min. 

Incubation time was determined through the construction of saturation curves (Fig. B1). At the 

end of 30 min, the culture was syringe filtered 1 ml at a time through separate 25mm GF/F glass 

fiber filters, then washed with 5 mL of ASW. Filtrate and wash liquid were captured in a 
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scintillation vial, where 10 mL of Ecoscint A scintillation fluid (National Diagnostics, Atlanta, 

Georgia) was added. Filters were placed in separate scintillation vials, and 10 mL of scintillation 

fluid was added to each. Radioactivity of both filters and filtrate were determined using a 

Beckman Coulter LS 6500 scintillation counter (Beckman Coulter, Brea, California). 

 Determination of intracellular volume and extracellular water left on the filter are 

necessary for the calculation of pHi. These values are determined using tritiated water (3HHO, 

Moravek Inc., Brea, California), and tritiated sorbitol (American Radiolabeled Chemicals Inc., 

Maryland Heights, Missouri), the latter of which is not absorbed by the organism, and thus 

shows the amount of extracellular water clinging to the cells after washing. For each tritiated 

radioisotope, 6 mLof culture was washed as described above. 1 mL was reserved as a blank, and 

5 μL of 1 μCi 3HHO or 1 μCi 3H-sorbitol were added, and incubated for 30 min (uptake curve, 

Fig. B2). After incubation, the sample was syringe filtered through GF/Fs 1 mL at a time, with 

separate filters for each 1 mL. The filters were washed with 5 mL of ASW, and the filtrate was 

discarded. Filters were placed in scintillation vials, along with 10 mL of scintillation cocktail. 

Radioactivity was determined using a scintillation counter. 

 The following equation from Waddell and Butler (1959) was used to calculate 

intracellular pH: 

pH(i) =  pK′ + log {[
Ct

Ce
(1 +  

Ve

Vi
) −

Ve

Vi
] x [10(pHe−pK′) + 1] − 1}  Equation 3.2 

Where pK’ is 6.32 (Espie and Colman 1981; C. Johnson and Epel 1981), Ct is intracellular 

activity of 14C-DMO, Ce is the activity of the filtrate, Ve is the activity of 3H-sorbitol detected on 

the filters, and Vi is the activity of 3HHO detected on the filters (Waddell and Butler 1959).  
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3.6.3  Esterase activity 

The fluorescein diacetate (FDA) hydrolysis assay was used to determine total esterase 

activity (Agusti et al. 1998; Agusti and Sanchez 2002). FDA stocks were made by dissolving 2 

mg FDA in 10 mL of 100% acetone and kept at -20°C until used.  

Culture material (5 mL) was gently vacuum filtered onto a 25 mm GF/F filter, stored in 

50 mL Corning tubes, and frozen at -20°C. To release cytosolic esterases, the filters went 

through freeze/thaw cycles after a minimum of 3 d initial freeze time (Mayerhoff et al., 2008), 

followed by immersion in 5 mL deionized water (Chisti and Moo-Young 1986; Byreddy et al. 

2015; Kar and Singhal 2015) adjusted to pH 7.60 using the phosphate buffers, K2HPO4 (Fisher 

Scientific, Fair Lawn, NJ) and KH2PO4 (Fisher Scientific, Fair Lawn, NJ). After cell lysis, 100 

μL 20 mM EDTA was added to the solution, followed by 100 μL 4.8 μM FDA (Invitrogen, 

Eugene, OR). The solution was vortexed for 5 s and incubated for 60 min at room temperature. 

After incubation, 5 mL of a 2:1 chloroform–methanol solution was added and the solution was 

vortexed for 10 s. The tubes were centrifuged at 7000 x g for 5 min and the aqueous layer was 

extracted for analysis by spectrofluorometry (excitation at 490 nm, emission at 515 nm).  

It is important to note that the organisms examined in this study are of varying sizes and 

volumes. It is important to note that the organisms examined in this study are of varying sizes 

and volumes. Thus, esterase activity for each organism was normalized to cell volume by 

calculating esterase activity per unit volume to facilitate a more direct comparison of the data. 
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3.6.4  Statistics 

 To evaluate the accuracy of the SNARF measurements derived from the calibration 

curves, we ran a series of regression analyses on calculated pH as a function of observed pH 

from each individual calibration curve using SigmaPlot 13.0 (Systat Software, Inc., San Jose, 

CA), and compared the slopes to expected regression curves with a slope of 1. These slope 

comparisons were made using t-tests. The significance threshold for all analyses was set at α = 

0.05. 
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3.7   Results 

We used the fluorophore, SNARF, to determine pHi in several phytoplankton taxa using 

two detection methods: fluorescence spectroscopy and flow cytometry. Based on excitation-

emission scans (EEMs), we identified the maximum excitation wavelength associated with 

SNARF to be 520 nm. (Fig. 3.1). Confocal laser scanning microscopy (LSM) was used to 

confirm SNARF fluorescence in individual cells, and to ensure even expression of fluorescence 

between cell populations and taxa. Observations using a confocal Laser Scanning Microscope 

showed that all photosynthetically active cells exhibited SNARF (Fig. 3.1) or BCECF 

fluorescence (not shown). 

 
Figure 3.1: Spectra showing best excitation wavelength for maximum emission of SNARF at 

both fluorescence peaks (585 nm, black; 630 nm, grey). 
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Figure 3.2: Saturation curves for SNARF concentrations during incubation, at different external 

pHs. Error bars indicate standard deviation. Y-axis is the fluorescence ratio R, determined by 

dividing SNARF fluorescence intensity at 585 nm by 630 nm. 
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Figure 3.3: Laser confocal images of phytoplankton cells (taxa labeled by line). Column A) 

Channel 1, autofluorescence of chlorophyll; Column B) Channel 2, SNARF fluorescence; 

Column C) A + B. P. fusiformis image was taken at 100x magnification; all other images were 

taken at 400x. Scattered red fluorescence for I. galbana are chloroplasts from burst cells. 
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 Of the organisms listed in Table 3.1, only two exhibited SNARF fluorescence that was 

usable for pHi calculations using flow cytometry (FCM; T. weissflogii and A. fundyense). The 

percent error associated with calculated pHi from FCM measurements was much larger for these 

two taxa compared to those derived from measurements made using fluorescence spectroscopy 

(Table 3.2).   

Table 3.2: Calibration curve equations for the determination of pHi in phytoplankton taxa using 

fluorescence spectroscopy and flow cytometry (FCM). Percent error (% Error) refers to the 

average percent error between calculated and measured pH values determined in each taxa. 

 

 There was good agreement between pHi calculated from ratiometric fluorescence 

measurements and expected pHi.  With the exception of Alexandrium tamarense, there was no 

significant difference in slopes of the regressions between calculated and measured pHi when 

fluorescence spectroscopy was used to detect SNARF fluorescence (p > 0.05; Fig. 3.5). In 

contrast, much larger error was observed when using FCM (Table 3.2).  In addition, there was no 

difference between calculated pHi values derived from SNARF and those determined using 14C-

DMO disequilibrium (Fig. 3.4, significance threshold of p ≤ 0.05). 

Method Organism Equation for calibration curve % Error (n=3) 

Fluorescence 

spectroscopy 

T. pseudonana y = 313.05e-0.831x 0.42 

T. weissflogii y = 54.119e-0.563x 1.02 

D. salina y = 1189.29e-0.752x 0.54 

I. galbana y = 81.012e-0.641x 1.10 

A. tamarense y = 58.855e-0.59x 0.47 

Flow cytometry T. weissflogii y = -0.0014x + 0.0249 10.3 

A. fundyense y = -0.0475x + 0.6719 4.40 
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Figure 3.4: Comparison of pHi calculated using 14C-DMO (black) and SNARF (gray) methods. 

Error bars indicate standard deviation. No significant difference was found between the values 

derived for these methods. 

 

Figure 3.5: Calculated versus measured pHi determined using fluorescence spectroscopy. 1:1 

relationship between measured pH and calculated is indicated by the dotted gray line. Solid black 

line shows regression for pH values calculated from the individual calibration curves. A) 

Alexandrium tamarense, B) Isochrysis galbana, C) Thalassiosira weissflogii, D) Dunaliella 

salina, E) Thalassiosira pseudonana.  

Esterase activity 
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Since SNARF fluorescence is activated by the cleavage of an AM ester by non-specific 

esterases, we measured esterase activity in various phytoplankton taxa to determine whether 

there is variability among taxa that might contribute to assay sensitivity. Esterase activity was 

normalized to cell density to yield average esterase concentration per cell in a population of cells. 

In addition, volume-normalized esterase activity was determined for each organism at mid-

exponential phase of growth (Table 3.3). R. salina had the highest esterase activity among the 

taxa examined (10.1x10-3 fmol min-1 μm-3), while the largest taxa, T. weissflogii (1.8 x10-3 fmol 

min-1 μm-3) and A. tamarense (0.75 x10-3 fmol min-1 μm-3), had the lowest. Values for volume-

normalized cellular esterase activity for the latter two organisms did not differ significantly from 

each other (p > 0.05), but were significantly lower than R. salina and D. salina (p < 0.05). 

Interestingly, volume-normalized esterase activity in the small diatom, T. pseudonana was 

significantly higher than the larger diatom, T. weissflogii (p < 0.05; Table 3.3). 

 

Table 3.3: Cell volume, cell-specific esterase activity, and esterase activity per unit volume for 7 

phytoplankton taxa.  

Organism 

Cell 

volume* 

(μm3) 

Esterase 

activity (fmol 

min-1 cell-1) 

(S.D.) 

Esterase activity per unit volume (x10-

3 fmol min-1 μm-3) 

Not corrected for 

vacuole volume 

Corrected for 

vacuole volume 

Rhodomonas salina 17 0.16 (0.032) 8.13 ±3.67 10.10 ±1.97 

Dunaliella salina 20 0.17 (0.048) 8.26 ±2.44 8.70 ± 2.56 

Isochrysis galbana 46 0.17 (0.029) 3.60 ±0.62 3.79 ± 0.76 

Phytomonas sp. 45 0.16 (0.003) 3.63 ±0.064 3.82 ± 0.067 

Thalassiosira pseudonana** 45 0.17 (0.009) 3.70 ±0.22 5.29 ± 0.31 

Thalassiosira weissflogii** 750 0.75 (0.036) 1.00 ±0.048 1.81 ± 0.086 

Alexandrium tamarense 4190 10.2 (0.058)  0.84 ±0.0048 0.842 ± 0.0048 

*Cell volumes were calculated using formulae provided in Olenina et al. (2006). 

**Indicates significant difference between EA per unit volume and EA per unit volume with 

vacuole volume subtracted. 
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Figure 3.6: Esterase activity for 7 different phytoplankton taxa, indicating total esterase activity 

per cell (fmol min-1 cell-1) at mid-exponential phase, with no known stressors. Error bars 

represent ± 1 standard deviation. RS = R. salina, DS = D. salina, PS = Phytomonas sp., IG = I. 

galbana, TP = T. pseudonana, TW = T. weissflogii, AT = Alexandrium tamarense. 

  

 

3.7.1  Effect of salinity on esterase activity 

 Esterase activity varied among organisms grown at different salinities (Fig. 3.7). 

Significant changes in EA per unit volume (p < 0.05) were exhibited by Phytomonas sp., T. 

pseudonana, and T. weissflogii when salinity was reduced from 35 to 15 PSU. The largest and 

smallest differences in mean esterase activity were experienced by T. pseudonana (increase, 4.61 

x 10-3 fmol min-1 μm-3) and A. tamarense (decrease, 3.40 x 10-4 fmol min-1 μm-3), respectively. 

However when looking at the percent change in EA, A. tamarense (control) showed the greatest 

change, with a 299% increase per unit volume. The smallest change was exhibited by R. salina, 

with a 7.79% increase in EA (Table 3.4).    

 Esterase activity increased significantly (p < 0.05) in T. pseudonana, T. weissflogii, and 

Phytomonas sp. when cells were acclimated to reduced salinity (i.e., 15 PSU) but not in the other 
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organisms. No cells showed a significant decrease in esterase activity on exposure to reduced 

salinity. Modifying salinity abruptly (“shock” experiment) and observing EA both immediately 

(0 min) and after 30 min showed that there was initially a significant difference between the EA 

for 0 PSU and that of 30 PSU at 0 min; however, this effect disappeared by the next sample time 

at 30 min, and there was no significant difference between treatments at this point. 

 

 
Figure 3.7: Comparisons of esterase activity per cell when exposed to varying salinities. Esterase 

activity. Column pairs with a (*) indicate organisms for which the esterase activity was 

significantly different (p ≤ 0.05) between the 30 PSU and 15 PSU treatments. Error bars 

represent ± 1 standard deviation. RS = R. salina, DS = D. salina, PS = Phytomonas sp., IG = I. 

galbana, TP = T. pseudonana, TW = T. weissflogii 
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Table 3.4: Changes in esterase activity (EA) per unit volume when acclimated to salinities of 30 

PSU (control) and 15 PSU. Both actual and percent change relative to 30 PSU of EA are 

presented. 

Organism μEA (fmol min-1 

μm-3) (x 10-3) 

Percent change  

Rhodomonas salina 0.79 +7.8% 

Dunaliella salina -1.13 -13.0% 

Isochrysis galbana -0.53 -13.9% 

Phytomonas 3.10 +81.2% 

Thalassiosira pseudonana 4.61 +87.2% 

Thalassiosira weissflogii 1.16 +63.9% 

Alexandrium tamarense  3.68 +299.0% 

Alexandrium tamarense (high 

light) 

-0.34 -80.3% 

 

 

 
Figure 3.8: Esterase activity in response to acute change in salinity, both immediately (0 min), 

and 30 min after salinity modification. The esterase activity at 0 PSU at 0 min (t0) was 

significantly different from that of the 30 PSU treatment; no other significant differences were 

observed. No significant difference exists between t0 and t30 for individual treatments.  
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3.8  Discussion 

 An increasing interest in identifying ecological effects of ocean acidification motivated 

us to test the efficacy of a SNARF fluorescence-based assay for the determination of intracellular 

pH (pHi) in different classes of phytoplankton. Fluorescence assays are desirable for their 

sensitivity, simplicity, and non-invasive approach (Loiselle and Casey 2003). Interestingly, a 

lack of SNARF fluorescence in certain phytoplankton has been observed in the literature, such as 

has been seen in the dinoflagellate symbiont of the coralline alga, Stylophora pistillata (Laurent 

et al., 2013). S. pistillata itself exhibited excellent cytosolic SNARF fluorescence, while its 

symbiont showed no SNARF fluorescence whatsoever. In another study, SNARF fluorescence 

was detected in S. pistillata and in the anemone, Anemonia viridis, but not in their respective 

algal endosymbionts (Venn et al., 2009). These observations suggested that SNARF fluorescence 

in algal cells might be difficult to detect, either because of problems with sensitivity (i.e., total 

cell fluorescence too faint to be detected using LSM or FCM methods), or that algal esterases 

were of insufficient concentrations or specific activities to cleave the AM esters from the parent 

molecule at the necessary rate to produce adequate fluorescence to be detected. We will address 

both of these issues in the following discussion. 

Our LSM observations show that, contrary to the previous reports, SNARF fluorescence 

is observed in all cells loaded with dye. In this study, fluorescence microscopy showed higher 

sensitivity in detecting SNARF than FCM, due to greater flexibility in the choice of excitation 

and emission wavelengths compared to standard flow cytometers. The flow cytometer excites 

SNARF at the low end of the range recommended by the dye manufacturer (Molecular Probes, 

2003) and over 30 nm lower than the excitation wavelength we found to elicit maximum 

emission (520 nm). In addition, only one of the emission peaks matched up well with the range 
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of one of the detectors (FL3, at 585 nm); the emission intensity of the second peak was measured 

at 670 nm (corresponding to the FL4 detector), which lies on the tail end of the second SNARF 

peak, and is contaminated by chlorophyll fluorescence evident in a peak located at 683 nm. 

Because of these mismatches, the sensitivity of the assay was likely reduced. However, our 

experiments show that detection of fluorescent cell populations using FCM could be improved 

by increasing the loading concentration of dye.  For example, we found that increasing the 

concentration of SNARF during the dye loading process provided stronger fluorescence return 

for T. pseudonana; however, at low SNARF loading concentrations, this organism did not 

exhibit a change in SNARF fluorescence that was substantial enough to be useful for pHi 

calculations. The increase in fluorescence noted at higher SNARF concentrations may make 

FCM fluorescence detection of SNARF usable for viability assays, even if it lacks the sensitivity 

for pHi measurements. BCECF has the same mechanism of activation as SNARF (Loiselle and 

Casey, 2003; Molecular Probes 2003) as both indicators are activated by ubiquitous intracellular 

esterases. BCECF has use as a viability indicator(Lloyd et al. 2001; Loiselle and Casey 2003; Xu 

and Mutharasan 2011) as fluorescent BCECF only accumulates within live, intact cells. Based on 

this principal, we advance the concept that SNARF has multiple uses as not only a pHi indicator 

(which was its primary design function), but can serve a secondary function as a viability 

indicator, similar to FDA (Garvey et al., 2007). Thus, SNARF has the potential for applications 

in all methods of fluorescence detection, as long as the limitations of each method and assay (i.e., 

pHi, viability) are taken into account. 

Optimum dye loading concentration was found to be 10 μM SNARF, as determined by 

building saturation curves based on the stabilization of the fluorescence ratio. There was no 

difference in dye loading at different environmental pH levels over a biologically relevant range 
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(7.5-8.5). It is important to note that accurate pHi measurements can be obtained from lower 

concentrations of SNARF using fluorescence spectroscopy as a method of SNARF detection, as 

long as calibration curves are optimized for these lower concentration. Fluorescence 

spectroscopy can be used at these lower concentrations due to the high sensitivity of this method 

of fluorescence detection. Using a lower concentration than is optimum (based on the saturation 

curve) is desirable for several reasons, the primary of which is the cytotoxicity of the SNARF 

solvent, DMSO, at higher concentrations (Molecular Probes 2003). Another important 

consideration is the significant expense that such a high concentration of dye would entail for 

large-scale experiments. 

In this study, only fluorescence spectroscopy of bulk culture material could be used 

reliably to determine pHi. Fluorescence spectroscopy has the advantage of greater sensitivity of 

detection than either LSM or FCM, as well as the ability to interrogate entire populations of 

cells, which improves the signal-to-noise ratio. We confirmed that SNARF could reliably be 

used to accurately determine pHi using fluorescence spectroscopy, which was corroborated by by 

comparing pHi values calculated using our SNARF calibration curves to those obtained using the 

14C-DMO method, the latter of which is considered the “gold standard” of non-invasive pHi 

measurement methods. Thus, SNARF is suitable for investigations of pHi in algal cultures and 

field samples.  

Because SNARF and BCECF fluorescence both depend on cellular esterases (Molecular 

Probes 2003; Nakata et al. 2011; Han and Burgess 2010; Nakata et al. 2014), it is important to 

understand how esterase activity varies among phytoplankton taxa, as this may affect the 

fluorescent intensity of the dye. This is especially important for small cells, which were harder to 
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detect using FCM at lower loading concentrations of dye due to the low concentration of total 

fluorescent molecules present within a smaller cell (and thus a lower signal).  

We measured esterase activity in several phytoplankton taxa, including diatoms, 

nanoflagellates, and dinoflagellates in cultures harvested at mid-exponential phase of growth in 

order to determine esterase activity of the cells when measured at mid-exponential phase of 

growth, with no known factors that would cause significant metabolic perturbations. The results 

showed that EA was highly variable among organisms, and even between different species of the 

same genus, as observed in T. pseudonana and T. weissflogii. The significant variation that we 

observed in esterase activity among phytoplankton taxa agrees with previous work that shows a 

similar difference in esterase activity among varieties of brewing yeast, with certain taxa 

showing higher activity than others (Dufour et al., 2008). Similarly, Lund (1967) showed that the 

concentration of various individual types of esterases present in motile Streptococcus sp. differed 

significantly from those found in non-motile strains of the same serotype.  Esterase activity may 

also vary with cell age, with gross hydrolytic efficiency and overall esterase expression changing 

over time (Frohlich 1990).  

Variations in esterase activity among organisms may be due to differences in the 

abundance of specific esterases among individuals or organisms, or may be due to differences in 

the intracellular esterase profiles, or types of esterases present, within specific taxa.  Esterase 

profiles have been shown to be sex-specific (Frohlich 1990), species-specific (Lund 1967; Inoue 

et al. 1979; Fu et al. 2015), and tissue-specific, with variations occurring among different tissues 

in the same organism (Paul and Fottrell 1961; Radic and Pevalek-Kozlina 2010). Esterases 

include any enzyme that can cleave an ester from a larger molecule (Riegman 2002; Lomolino et 

al. 2005). Some esterases have been found to be highly specific in terms of catalytic efficiency 
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with relation to various substrates. Koo et al. (2013) identified a highly substrate-specific methyl 

esterase in Arabidopsis that showed a 10-fold reduction in catalytic efficiency in the hydrolysis 

of other substrates. Another example is that a highly substrate-specific lysosome based esterase, 

that was exploited in the development of a fluorescent probe to visualize in situ lysosome 

activity (Gao et al. 2014). However, esterases generally do not display rigorous substrate 

specificity (Fojan et al. 2000), and those that do still maintain a significant degree of 

promiscuous activity (Gould and Tawfik 2005; Devamani et al. 2016). For this reason, individual 

esterases may have a higher enzymatic efficiency with certain substrates as compared to others 

(Goullet and Picard 1995; Lomolino et al. 2005). For example, in human pseudocholinesterases 

the rate of substrate hydrolysis can vary by an order of magnitude depending on which esterases 

are present in serum, due to substrate/enzyme specificity (Uete et al. 1985). Thus, variations in 

the relative amounts of specific esterases available in the esterase profiles of each phytoplankton 

taxa may have a significant impact on overall esterase activity, particularly if looking at the rate 

of hydrolysis of a specific substrate. Therefore, it is possible that some taxa possess esterases that 

are more efficient at cleaving ester bonds within the SNARF parent molecule. The density and 

specificity of intracellular esterases ultimately influence the intensity of fluorescence emission, 

since SNARF fluorescence depends upon the activity of cellular esterases to cleave esters from 

the parent molecule (Nakata et al. 2011; Han and Burgess 2010; Nakata et al. 2014).  

 An increase in esterase activity is often attributed to an acute stress response (Agusti et al. 

1998; Devonshire and Field 1991; Haubner et al. 2014), which could therefore influence 

esterase-based fluorescence assays if experimental conditions result in stress to the cells. 

Although there was an immediate, significant increase in EA at 0 PSU when compared to 30 

PSU in the halotolerant haptophyte, I. galbana (Kaplan et al. 1986, Pick 2002), there was no 
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difference between 0 and 30 PSU 30 min after the initial shock. Further, there was no difference 

in EA between salinity treatments when the difference was smaller. Interestingly, although most 

of the organisms we examined did not show a significant increase in esterase activity following 

long-term acclimation to reduced salinity of 15 PSU, the two diatoms, T. weissflogii and T. 

pseudonana, which are also considered tolerant of low salinity (Radchenko and Il’yash 2006, 

Baek et al. 2011), did show an higher esterase activity at 15 PSU compared to 30 PSU. This 

difference may be the result of increased metabolic demand involved in maintaining osmotic 

homeostasis. This is consistent with findings that EA increases in response to increased energy 

demands, as esterases break down the lipids and fatty acids where much cellular energy is stored 

(Johnson and Alric 2013; Obata et al. 2013; Levitan et al. 2015). Thus, caution must be exercised 

when using SNARF to determine pHi if conditions influence EA.  

In summary, SNARF is an excellent pHi indicator when used in conjunction with 

fluorescence spectroscopy. Its limited efficacy as a pHi indicator with other fluorescence 

detection techniques and small cells may somewhat improved when higher concentrations of dye 

are used during cell incubation. It has the additional advantage of being useful as a viability 

indicator. In the latter respect it may be more useful than current indicators used for this purpose, 

such as BCECF, as the ratiometric nature of SNARF reduces or eliminates the problems 

associated with bleaching, precise cell counts, and leakage (Grynkiewicz et al. 1985; Bright et al. 

1989). However, care should be taken when using SNARF in experiments where esterase 

activity is perturbed by experimental parameters. 
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Influence of extracellular pH on phytoplankton physiology and cytosolic pH homeostasis 

under steady state and dynamic conditions 
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4.1 Abstract 

 

 Intracellular pH (pHi) is a key physiological parameter, affecting protein conformation, 

enzyme activity, cell cycle progression, and ion transport within cells. Maintenance of pH 

homeostasis varies among phytoplankton taxa, meaning that pHi can be influenced by external 

pH. However, few studies have examined the effects of pH fluctuations on phytoplankton 

physiology. We used a pHstat system to control external pH in two types of pH environments: 

(1) static, or steady state and (2) dynamic, or fluctuating. The goal was to determine the 

influence of external pH on internal pH and physiological parameters (photosynthetic efficiency, 

esterase activity, growth, and pHi) at different levels of environmental pH under steady state 

conditions (7.5, 8.0, and 8.5), as well as under dynamic conditions produced by programmed diel 

fluctuations of pH around a set value. pHi varied relatively widely in response to changes in 

external pH, adjusting inversely to external pH fluctuations. I. galbana exhibited lower growth 

rates for the dynamic coupled treatment and lowest static pH than the highest static pH 

examined. The changes observed in pHi appear to affect photosynthetic efficiency, with a 

significant correlation between pHi and maximum quantum yield of PSII at lower steady state 

pH levels. However, the loss of energetic yield from photosynthesis may be partially mitigated 
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by increased availability of energy from fatty acid hydrolysis due to increased esterase activity, 

at the expense of growth and reproduction.  

 

4.2   Introduction  
 

 Since the commencement of the Industrial Revolution, surface ocean pH has declined by 

approximately 0.1 unit (Doney et al. 2009a) due to equilibration of anthropogenically derived 

carbon dioxide between the atmosphere and the ocean (Ciais et al. 2014), termed ocean 

acidification (OA). OA is predicted to continue to worsen (Gruber et al. 2012; Solomon et al. 

2007), with serious consequences for calcifying organisms such as coccolithophores, mollusks, 

and corals due to complex interactions between pH, DIC speciation, and aragonite saturation 

state (Cyronak et al. 2015; Doney et al. 2009a; Doney et al. 2009b; Kroeker et al. 2010). Because 

they are unicellular, the changes that take place in an individual phytoplankton cell’s immediate 

environment are real challengers to cell physiology and biochemistry (Kevin Flynn et al. 2012). 

Although a number of studies have described short-term physiological responses of 

phytoplankton to changing pH (Berge et al, 2010; Chen and Durbin, 1994; Dason and Colman, 

2004; Nimer et al., 1994; Pancic et al., 2015; Siu et al., 1997), there is a scarcity of data 

regarding long-term physiological responses to decreasing pH (Pancic et al., 2015). The data that 

have been published suggest that phytoplankton responses to changes in pH vary among taxa. 

Iglesias-Rodriguez et al. (2008) showed that calcification and primary production in the 

coccolithophore, Emiliania huxleyi, increased in response to increased pCO2; however, Feng et 

al. (2008) showed that the effect of increased CO2 concentration on calcification and growth of 

the same organism changes when combined with variations of other physical parameters, such as 

irradiance and temperature, and in some cases results in decreased calcification rates. There is 
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also variability in the reported relationship between phytoplankton photosynthesis and pH, with 

some studies showing an increase in photosynthetic efficiency and primary production under OA 

conditions (Doney et al., 2009a; Iglesias-Rodriguez et al., 2008; Kranz et al., 2009), and others 

showing a decline (Doney et al., 2009b; Gao and Zheng, 2010; Kroeker et al., 2010; Riebesell et 

al., 2000; Russell et al., 2009). A better knowledge of the role of intracellular pH homeostasis on 

cell physiology is required to explain the variability observed in laboratory studies of 

phytoplankton response to changing pH (Taylor et al., 2011). 

Due to the interrelationship between pH and DIC partitioning, many phytoplankton 

species are carbon-limited at higher pH, and have higher growth rates at lower pH (Rost et al., 

2003). However, because many phytoplankton are equipped with carbon concentrating 

mechanisms (CCMs), they can continue to thrive in concentrations of carbon that would 

otherwise be limiting to growth (Nimer et al., 1999; Raven et al., 2011). An essential part of 

CCMs is the enzyme carbonic anhydrase (CA), which catalyzes the inter-conversion of HCO3
- 

and CO2 (Badger, 2003; Gee & Niyogi, 2017). Not all phytoplankton possess CCMs; for 

example, many chrysophytes appear to as a group lack a CCM, and thus cannot use HCO3
- as an 

alternative carbon source under CO2 limiting conditions (Maberly et al., 2009). owever for 

phytoplankton that possess CCMs, pH has been shown to have a greater independent impact on 

the phytoplankton that possess them than DIC concentration (Cyronak et al., 2015; Eberlein et 

al., 2014; Hansen et al., 2007; McCulloch et al., 2012), as DIC becomes limiting only at very 

high pH (Hansen et al., 2007). 
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Table 4.1: Phytoplankton internal pH (pHi) with respect to environmental pH (pHe) or changes in 

irradiance. 

 

Organism Class Internal pH Environmental 

pH 

Irradiance Reference 

Euglena Euglenophyceae 5.0–8.0 3.0-8.0 -- (Lane and Burris 

1981) 

Chlorella Chlorophyceae 6.4 3.0 -- (Gehl and Colman 

1985) 

Thalassiosira Bacillariophyceae 6.7–7.5 6.5–8.5 -- (Herve et al. 2012) 

Plectonema 

boryanum 

Cyanophyceae 8.5 na High light (Masamoto and 

Nishimura 1977) 

Synechococcus Cyanophyceae 8.5 na High light (Masamoto and 

Nishimura 1977) 

Coccolithus 

pelagicus 

Prymnesiophyceae ΔpH = -0.2*  pHe decreased 

from 8.0 to 6.5 

-- Taylor et al., 2011 

Trichodesmium Cyanophyceae ΔpH = -0.4*  pHe decrease 

from 8.1 to 7.8 

-- (Hong et al. 2017) 

*pH = change in pHi after pHe environmental perturbation 

 

Aquatic environments exhibit significant diel variations in pH due to biological 

processes—sometimes within hours—that often exceed projected changes due to OA (Flynn et 

al., 2012; Hinga, 2002; Santos et al., 2011; Waldbusser and Salisbury, 2014). Although pH 

should not be strongly affected by changes in external pH due to low permeability of the cell 

membrane to ions (Booth 1985), membrane ion channels permit passive diffusion of H+ ions 

across the membrane (Boron 2004). For organisms that lack the ability to upregulate acid/base 

transporters, this can cause internal pH to track with external pH perturbations over time (Dason 

& Colman, 2004; Taylor et al., 2011; Table 4.1). These changes are usually curated by cellular 

machinery that allow cells to maintain a stable intracellular pH. Maintaining pHi homeostasis 

puts significant energetic demands on the cell. Phytoplankton are equipped with acid/base 

transporters and chemical buffers that enable them to maintain pH homeostasis under fluctuating 
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conditions (Boron, 2004; Casey et al., 2010; Nimer et al., 1994). The manufacture and transport 

of buffers is used by cells as a short-term mechanism for adjusting pHi during acute pH 

perturbations. This process not suitable in the face of sustained pH perturbations, as it is 

energetically expensive, and individual cells have finite buffer capacity (Boron, 2004; Casey et 

al., 2010). It is estimated that in mammalian cells the CO2/HCO3
- buffer pair make up 50-66% of 

total buffering capacity of the cell (Boron 2004). HCO3
- is transported through the cell and 

across cell membranes using the energetically expensive V-ATPase complex (Dietz et al. 2001). 

V-ATPase uses ATP hydrolysis to drive active transport of ions, consuming significant 

energy(Dietz et al. 2001). When faced with sustained pH challenges, the cell will upregulate 

intrinsic regulatory processes, such as HCO3
- transporters or acid exporters, to maintain pH 

homeostasis in response to sustained pH stress (Casey, Grinstein, and Orlowski 2010). While the 

use of Na+/H+ antiporters uses electrochemical gradients significantly reduces the cost moving 

hydrogen ions in or out of the cell (Taylor et al., 2012; Taylor et al., 2011), the majority of H+ 

transport is thought to be facilitated using V-ATPase (Dietz et al. 2001; Kevin Flynn et al. 2012). 

Thus, while upregulation of intrinsic control systems is a more energetically efficient solution as 

compared to buffering, maintaining pHi homeostasis is often a costly endeavor (Boron 2004). 

Additional energy needs of the cell to maintain growth and metabolism under limiting 

conditions may be met by accessing energy stored in the form of lipids or fatty acids. This is 

accomplished using cellular esterases (Dorsey et al., 1989; Koussoroplis et al., 2017). Esterase 

activity has often been used as a biomarker for cellular (or for higher organisms, systemic) stress 

(Agusti and Sanchez, 2002; Li et al., 2007; Montella et al., 2012; Radic et al., 2010), as esterase 

activity can increase when an organism is subjected to environmental stressors. For land plants, 

this has been observed when the plant is subjected to treatments of herbicides, allelochemicals, 
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or pathogens (Li et al., 2007). Similar responses are seen in insects (Li et al., 2007; Montella et 

al., 2012) and mammals, the latter of which make ample use of esterases in their suite of hepatic 

enzymes as a method for detoxification and processing of toxins and pharmaceuticals 

(Kamendulis et al., 1996; Williams, 1985). However, increased esterase activity also 

accompanies increased growth and metabolism in healthy cells (Dorsey et al., 1989; Jiao et al., 

2015; Yang and Kong, 2011). This can occur during natural stages of a cell’s life span, including 

growth (Fojan et al. 2000), certain stages of the cell cycle (Chang et al., 2011), or in sync with 

circadian rhythms (Kouser et al. 2013). Esterases are used to hydrolyze lipids and fatty acids, 

both of which serve an important function in energy storage. Increased esterase activity allows 

the cell to access increased energy during times when growth or metabolism may otherwise be 

limited (Fojan et al., 2000; Johnson and Alric, 2013). Thus, esterase activity becomes less a 

question of stress, and more a matter of meeting the overall energetic demands, and as such 

serves as a useful indicator of the metabolic needs of the cell. 

Although it is not known if esterase-mediated lipid hydrolysis is upregulated in 

phytoplankton under OA conditions, low pH, high pCO2 conditions are associated with reduced 

lipid and fatty acid content of both phytoplankton and zooplankton. OA conditions have been 

shown result in reduced fatty acid content of diatoms in laboratory cultures; predatory copepods 

feeding on the diatoms were in turn negatively affected due to the inferior nutritional content of 

the diatoms, exhibiting reduced growth, metabolism, and egg production (Rossoll et al. 2012). 

Diet quality directly influences upregulation of lipase and esterase production in the zooplankton 

Daphnia pulex (Koussoroplis et al. 2017). Fatty acid content of copepods has also been found to 

decrease under high pCO2, low pH conditions, making them in turn a less energetically rich food 

source for higher trophic levels (Garzke et al., 2016; Jayalakshmi, 2016) Thus, while increased 
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esterase activity may improve phytoplankton survival by providing extra energy to deal with 

environmental perturbations, the loss of stored energy at foundational trophic level may have 

cascading effects on ecosystem energy transfer. 

We examined the effect of variations in external pH (pHe) on pHi of Isochrysis galbana, a 

cosmopolitan haptophyte species, as well as photosynthetic efficiency, growth rate, and esterase 

activity under steady state conditions (external pH of 7.5, 8.0, and 8.5) and non-steady state 

(dynamic) conditions using a custom pHstat. I. galbana is a good model microflagellate for 

examining the effect of pHe, as it – unlike microflagellates such as chrysophytes – has been 

shown to possess carbonic anhydrase and thus should not be carbon limited at the pH levels 

relevant to this work. Since diel changes in photosynthesis and respiration influence pHe, the 

pHstat system was programmed to control pH either in sync with typical day/night patterns (i.e., 

pH in the external medium decreases at night when respiration dominates over photosynthesis; 

“coupled”) or out of sync with the diel pattern (i.e., pH in the external medium was set to 

increase at night and decrease during the day; “decoupled”) in order to determine whether light 

or external pH were driving variables. There are few studies that address the influence of pH on 

the physiology of microflagellates, which often make up a significant proportion of 

phytoplankton assemblages in nature (Miller 2004). The goal of this work was to determine how 

pHi varies with pHe under steady state or fluctuating conditions, and to characterize 

physiological changes that accompany variations in pH, including efficiency of photosystem II, 

esterase activity, and growth rate to better predict how phytoplankton will respond to ocean 

acidification.  

 

 



4.3  Methods 
 

4.3.1  Cell culture 
 

Cultures of the marine flagellate, Isochrysis galbana, were obtained from the National 

Center for Marine Algae and Microbiota (Bigelow Laboratory for Ocean Sciences, East 

Boothbay, ME) and acclimated to a series of different pH levels under steady state or fluctuating 

conditions (described in the next section). All treatments were grown in triplicate series using a 

custom pHstat (Golda et al., 2017a), under a 12:12 light:dark cycle in ESAW media (Berges et 

al. 2001; Harrison et al. 1980). Isolates were grown in an environmental chamber at 20°C, under 

full spectrum, cool white fluorescent lights at 160 μmol photons m-2 s-1. 

 

4.3.2  pH environments 
 

Environmental pH was maintained at desired levels using the pHstat system detailed in 

Golda et al. (2017a). An in situ pH probe (Vernier Software and Technology, Beaverton, OR) 

was used to monitor pH within a customized 900 mL polycarbonate culture vessel. 

Environmental pH in the culture vessels was monitored, recorded, and modified using the 

LabVIEW® (National Instruments, Austin, TX) graphical coding platform described in Golda et 

al., (2017b) and the electromechanical components described in Golda et al. (2017a). pH was 

modified using reagents, with 0.1M HCl for acidic corrections and 0.1M Na2HCO3 for alkaline 

corrections.  

Two sets of experiments were undertaken. First, I. galbana was grown at three pH levels 

(7.5, 8.0, 8.5) under steady state conditions to determine whether pHi, photosynthetic efficiency, 

and esterase activity vary with external pH. Second, the response of pHi, photosynthetic 

efficiency, and esterase activity to programmed fluctuations in external pH over the course of the 



82 
 

day was investigated under two different dynamic regimes: (1) pH of the external medium was 

programmed to increase over the course of the day and decrease at night (referred to as 

“coupled”), simulating effects of photosynthesis and respiration on ambient pH; and (2) pH of 

the external medium was programmed to decrease over the course of the day and increase at 

night (referred to as “decoupled”; Table 4.2). In both dynamic cases, pH varied in a sine wave 

pattern, with one full cycle every 24 h (one high, one low). The sine wave peak amplitude was 

0.5 pH units, with a midpoint of 8.0 (lowest pH 7.5, highest pH 8.5). All pHstat experimental 

runs were performed in triplicate series and cells were acclimated to conditions for 8 generations. 

 

Table 4.2: pH treatment conditions for test organisms. Programmed pH error was ±0.05 pH units. 

Amplitude indicates amplitude of the sine wave used to generate dynamic pH cycles. 

External pH Isochrysis 

galbana 

Amplitude  Light cycle 

(Light/Dark) 

7.5 n=3 - 12L/12D 

8.0 n=3 - 12L/12D 

8.5 n=3 - 12L/12D 

Dynamic (coupled) n=3 0.5 12L/12D  

Dynamic (decoupled) n=3 0.5 12L/12D 

 

 

4.3.3  Determination of biomass 
 

Duplicate chlorophyll a samples were filtered onto 25 mm GF/F filters and stored frozen 

at -80 °C until cold extraction in 90% acetone (Welschmeyer 1994). Chlorophyll a was measured 

fluorometrically using a Trilogy® laboratory fluorometer (Turner Designs, San Jose, CA) 

equipped with a non-acidification optical module.  

Cell densities were determined using a Coulter Counter Model Z2 particle counter 

(Beckman Coulter, Indianapolis, IN) to count phytoplankton cells following 20 fold dilution in 

Isoton II® diluent (Beckman Coulter, Indianapolis, IN). Growth rates were calculated from cell 

counts. 
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𝜇 =
ln(𝑚2−𝑚1)

𝑡2−𝑡1
     Equation 4.1 

Where μ = growth rate, m2 = cell count/biomass at time 2 (t2), and m1 = cell count/biomass at 

time 1 (t1). 

 

4.3.4  Measurement of photosynthetic efficiency 
 

 A Walz Water-PAM (pulse amplitude modulated) fluorometer (Heinz Walz GmbH, 

Germany) was used in conjunction with a PAM-Control unit (Heinze Walz GmbH, Germany), 

and WinControl-3 Software (v. 3.25) to measure efficiency of photosystem II (Fv/Fm). After 

sampling, 4 mL aliquots of sample were dark-adapted for 15–20 min, then exposed to a 

saturating pulse of light to obtain Fv/Fm values.  

 

4.3.5  Intracellular pH measurements 
 

 The fluorescent pH indicator dye 5-(and-6)-carboxy seminaphtharhodafluor (SNARF)-1, 

acetoxymethyl (AM) ester, acetate (Life Technologies, Eugene, OR) was used to measure 

intracellular pH. Cells were prepared for dye loading by an initial centrifugation/washing step 

during which 1 mL of I. galbana culture was centrifuged at 13,000 x g for 3 min. The cells were 

then resuspended in sterile media taken from the same culture and filtered through a 25 mm 

GF/F filter. This was used in order to maintain the same external pH that the cells had been 

growing in at the moment of sampling. After resuspension, 3 μL of 1 mM SNARF (dissolved in 

dimethyl sulfoxide) was added to the cells, along with 3 μL of a 5% solution of the nonionic 

detergent, Pluronic® F-127 (Thermo-Fisher), which acts as a dispersant for SNARF to minimize 

clumping in aqueous solution (Molecular Probes 2003). The final concentration of SNARF in the 

culture vessels was 3 μM. Cells were incubated with SNARF for 30–40 min, then centrifuged 
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and washed twice in the filtered media. After the final wash step the cells were diluted in 4 mL 

of filtered media and fluorescence emission intensity of the cells was measured. pHi was 

calculated by taking the ratio of F1/F2 and using it in combination with the SNARF calibration 

curve for I. galbana calculated in Chapter 2.  

 

4.3.6  Determination of esterase activity 
 

Total cellular esterase activity was measured in duplicate using the fluorescein diacetate 

(FDA) hydrolysis assay (Agusti & Sanchez, 2002; Agusti et al., 1998). FDA stocks were made 

by dissolving 2 mg FDA in 10 mL of 100% acetone; stocks were kept at -20°C until used. Five 

mL of sample was filtered using GF/F filters and frozen for a minimum of 3 d at -20°C pending 

analysis. Cell lysis was achieved by exposing cells to two freeze/thaw cycles (Mayerhoff et al., 

2008) followed by immersion in 5 mL deionized water adjusted to pH 7.60 (Chisti and Moo-

Young 1986; Byreddy et al. 2015; Kar and Singhal 2015) using the phosphate buffers, K2HPO4 

and KH2PO4 (Fisher Scientific, Fair Lawn, NJ). After cell lysis, 100 μL 20 mM EDTA was 

added, followed by 100 μL 4.8 μM FDA stock (Invitrogen, Eugene, OR). The solution was 

vortexed for 5 s and incubated for 60 min at room temperature. After incubation, 5 mL of a 2:1 

chloroform–methanol solution was added and the solution was vortexed for 10 s. The tubes were 

centrifuged at 7000 x g for 5 min and the aqueous layer was extracted for analysis by 

spectrofluorometry (excitation at 490 nm, emission at 515 nm).  

 

4.3.7  Fluorescence measurements 
 

A HORIBA Scientific Jobin Yvon FluoroMax-4 spectrofluorometer was used to measure 

fluorescence emission of SNARF and FDA in cells suspended in culture medium. SNARF was 
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excited at 520 nm, and emission intensities were measured at 585 nm and 630 nm. The ratio of 

these measurements was used to calculated pHi as detailed in Chapter 2. Samples containing 

FDA were excited at 490 nm and emission intensity was determined at 520 nm. To account for 

autofluorescence of phytoplankton pigments, fluorescence associated with a blank (identical 

treatment and handling but without SNARF addition) was subtracted for each sample.   

 

4.3.8  Gibbs calculations 
 

 The amount of energy needed to transport H+ ions against the intra/extracellular 

concentration gradient was calculated using the equation to calculate the free-energy change for 

transport of an ion, ΔGt:  

𝛥𝐺𝑡 = 𝑅𝑇ln (
𝐶2

𝐶1
) + 𝑍𝐹Δ𝜓    Equation 4.2 

where R is the universal gas constant, T is the temperature in Kelvin, and C2 and C1 refer to the 

concentration of ions outside and inside of the cell, respectively. Z is the charge on the ion, F is 

the Faraday constant (96,480 J V-1 mol-1), and Δψ is the transmembrane potential in volts. 

 

4.4   Results 

 

Using a pHstat system, external pH (pHe) was maintained at different levels under both 

steady state (pHe of 7.5, 8.0, and 8.5), and dynamic (coupled and decoupled from light cycles) 

conditions (Figs. 4.1 and 4.2). The physiological responses of I. galbana to pHe under steady 

state and dynamic conditions are described in the following sections. 
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4.4.1  Steady state conditions 
 

Under steady state conditions, pHi remained between 6.5 and 7.3, regardless of pHe (Fig. 

4.1 and 4.2). However, the average pHi of cells grown at pHe 7.5 (pHi = 7.02) was significantly 

higher (P < 0.05) compared to that of cells grown at either pHe 8.0 (pHi = 6.83) or pHe 8.5 (pHi = 

6.84), which did not differ from each other (Fig. 4.2). In addition, the range of pHi values 

measured for pHe 7.5 (range of 1.03; 6.67–7.70 pH units) was larger than observed for either pHe 

8.0 (range of 0.88; 6.35–7.24) or pHe 8.5 (range of 0.86, 6.38–7.24).  
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Figure 4.1: Representative figures from 72 h experiments under steady state conditions. (A) pH = 

8.5, (B) pH = 8.0, (C) pH = 7.5. Black dots indicate environmental pH, individual gray dots 

indicate intracellular pH (pHi). Error bars represent ± one standard deviation of the mean of 

triplicate samples.  
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Figure 4.2. Intracellular pH (pHi) for steady state treatments. Gray box plot indicates data in the 

interquartile range (IQR; between 1st and 3rd quartiles), black horizontal line within the box 

indicates the median pHi value. Extended bars indicate statistically relevant maximum and 

minimum values. Black dots indicate statistical outliers. Environmental pH of 7.5 was 

significantly different than 8.0 and 8.5; no significant difference between 8.0 and 8.5 

(significance threshold ≤ 0.05). 

 

Comparison of I. galbana growth rates at different environmental pH levels showed that 

the growth rate at 8.5 (0.41 d-1) is significantly higher than at 7.5 (0.24 d-1; Fig. 4.3). Growth rate 

at 8.0 (0.33 d-1) is not significantly different from either 8.5 or 7.5 (P > 0.05). Growth rate for 

cells from the coupled dynamic treatment (0.21 d-1) was statistically different from the decoupled 

growth rate (0.33 d-1), but similar to the growth rate at 7.5. 
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Figure 4.3. Comparison of I. galbana growth rate at different environmental pH levels. Growth 

rate at 8.5 was significantly different than 7.5 and the coupled dynamic pH treatment (p < 0.05). 

Error bars indicate standard deviation of triplicate samples. 

 

 Average esterase activity at pHe 7.5 (0.54 fmol cell-1 min-1) was significantly higher than 

in the other two treatments (pHe 8.0 and 8.5, esterase activity 0.33, 0.44 fmol cell-1 min-1, 

respectively); no significant difference was observed between pHe 8.0 and 8.5 (Fig. 4.4; p < 

0.05). Esterase activity was negatively correlated to the quantum yield of photosystem II (Fv/Fm) 

(R = -0.53, p < 0.01; Table 4.2, Fig. 4.5).  
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Figure 4.4: Esterase activity for steady state (left) and dynamic (right) treatments. Gray box plot 

indicates data in the interquartile range (IQR; between 1st and 3rd quartiles), black horizontal line 

within the box indicates the median esterase activity value. Extended bars indicate statistically 

relevant maximum and minimum values. Black dots indicate statistical outliers. DC = dynamic, 

coupled, DD = dynamic, decoupled. 

 

 
 

Figure 4.5. Relationship between esterase activity and maximum quantum efficiency of PS(II) 

(Fv/Fm) for all treatments. Data points indicate means of each value; error bars indicate standard 

deviation. R2 = 0.28. 

 



91 
 

Table 4.2: Results of Pearson correlation and linear regression analyses of esterase activity 

versus maximum quantum yield (Fv/Fm). 

 

pH treatment r R2 P < 0.01? n 

7.5 -0.655 0.43 Yes 30 

8.0 -0.726 0.53 Yes 34 

8.5 -0.537 0.29 Yes 35 

D. Coupled -0.140 0.02 No 36 

D. Decoupled -0.485 0.024 Yes 35 

 

 

There was a strong positive correlation between Fv/Fm and pHi during the steady state 

runs pHe 8.0 (R = 0.77, p < 0.01) and pHe 7.5 (R = 0.59, p < 0.01). There was no significant 

correlation between Fv/Fm and pHi for the 8.5 run. According to an analysis of variance 

(ANOVA), Fv/Fm of cells grown at pHe 8.5 was significantly higher when pHe was 8.0 or 7.5 (p 

< 0.01; Fig. 4.6). There was no significant difference in Fv/Fm values between pHe 8.0 and 7.5. 

 
 

Figure 4.6: (A) Box-and-Whisker plots showing Fv/Fm for steady state pHe treatments. Maximum 

quantum yield of PSII (Fv/Fm) of cells grown at pHe 8.5 was significantly higher than at pHe 7.5 

or 8.0 (p < 0.05). (B) Linear regression of Fv/Fm vs intracellular pH at the three pH levels.  
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4.4.2 Dynamic conditions 
 

In contrast to observations under steady state, pHi varied inversely with pHe over the 

course of each 24 h period when environmental pH was dynamic (Fig. 4.7). In the coupled runs, 

the difference in pHi between dark and light was -0.3 ± 0.29 pH units, while for the decoupled 

run the change was +0.24 ± 0.10 pH units. The range of pHi values observed for decoupled runs 

(1.15 pH units) was nearly twice as large compared to coupled runs (0.62 pH units). 

 

Figure 4.7: Dynamic pH experiments; (A) external pH when increasing pHe is coupled to the 

light/dark cycle (i.e., pH drops at night, rises during the day), triplicate experiments; (B) external 

pH is decoupled from the light/dark cycle decoupled, triplicate experiments. Intracellular pH 

(pHi) is indicated by gray circles, environmental pH (pHe) is indicated by black circles; lines are 

included to illustrate the patterns of pHi. Error bars represent ± one standard deviation of the 

mean of triplicate samples. 
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 There was a significant relationship between environmental pH and pHi, regardless of 

light periodicity (Fig. 4.5; p < 0.01). There was a positive relationship between pHi and 

environmental pH when light cycles were coupled with a natural periodicity of external pH; 

however, a negative relationship emerged between pHi and environmental pH when light cycles 

are decoupled from pH cycles (Fig. 4.8). Statistical uncertainty was determined by calculating 

standard error of the regressions; these were found to be 0.15 and 0.24 for coupled and 

decoupled, respectively.  Graphical analysis of environmental pH versus calculated free energy 

transfer (ΔGt) indicated that the environmental pH at which passive diffusion of H+ ions 

effectively ceases (ΔGt = 0) increases with increasing pHi (Fig. 4.9). X-intercepts occurred  

respectively for pHi 6.6, 6.8, 7.2, and 7.5 at pHe 7.65, 7.85, 8.25, and 8.55. Regression modeling 

showed that ΔGt decreases with increasing pHi. X-intercept occurred at pH 8.05, indicating that 

diffusion of H+ ions decreases with increasing intracellular pH, effectively ceasing at 

approximately pHi 8.0 (Fig. 4.10). Comparison of pHi and ΔGt dynamics showed that ΔGt of the 

cells increases following periods of sustained darkness, and decreases after periods of sustained 

photosynthesis. This occurred regardless of pHi (Fig. 4.11).  

The average esterase activity of cells grown under the coupled dynamic conditions was 

statistically similar to the steady state experiments when pHe was 7.5 (Fig. 4.4; p < 0.05). Both of 

these were significantly higher than the activities determined for pHe 8.0 and 8.5. In contrast, 

esterase activity determined in the dynamic decoupled runs was statistically similar to pHe 8.0 

and 8.5 and significantly lower than at pHe 7.5. However, esterase activities for cells grown in 

decoupled vs. coupled light/pH cycles were not significantly different (p > 0.05). There was no 

significant correlation between Fv/Fm and pHi for either of the dynamic runs (data not shown). 
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Figure 4.8. Comparison of relationships between environmental pH and pHi in I. galbana 

between coupled and decoupled dynamic runs. Black squares indicate samples taken at night, 

white circles are samples taken during the day. Solid lines show linear regression of means, 

Coupled: m (slope) = 0.24, standard error = 0.15, R2 = 0.25, p < 0.01; Decoupled: m = -0.43, 

standard error = 0.24, R2 = 0.29, p < 0.01. 
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Figure 4.9: Environmental pH versus ΔGt, with individual plots indicating individual 

intracellular pH. X-intercepts occur respectively for pHi 6.6, 6.8, 7.2, and 7.5 at pHe 7.65, 7.85, 

8.25, and 8.55. 

 

 
Figure 4.10: Regression model showing relationship between pHi and free energy transfer across 

cell membrane (ΔGt). X-intercept at 8.05; R2 = 0.45; error bars represent ± one standard 

deviation of the mean of triplicate samples. 
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Figure 4.11: Representative dynamic experimental runs showing that ΔGt increases at night, and 

becomes less negative during light periods. Shaded gray columns indicate dark periods. Error 

bars represent ± one standard deviation of the mean for triplicate samples . 

 
 

4.5   Discussion 

 

  In environments where external pH fluctuates, regulation of pHi is critical for achieving 

optimal growth (McCulloch et al., 2012), as transitory changes in pH often drive changes in 

normal cellular functions, for example in signaling or to initiate a shift in metabolism (Busa and 

Crowe, 1983; Karagiannis and Young, 2001). Although the exact mechanisms by which 

phytoplankton cells maintain pHi homeostasis are unclear (Gibbin et al., 2014; Taylor et al., 

2012), pHi generally remains close to a mean of approximately 7.2 (Roos and Boron, 1981; 

Taylor et al., 2012), which is significantly more acidic than the average pH of seawater (~8.1–
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8.2).  The difference (ΔpH) between intracellular and extracellular pH supports an 

electrochemical gradient that provides the driving force for cellular transport of ions, termed 

proton motive force (PMF; Carter et al., 1967). The proton electrical gradient (Eh) specifically 

influences passive diffusion of H+ ions into the cell, which in turn directly influences pHi. 

Increasing Eh causes the electrical potential across the membrane to become more negative, 

presenting a more favorable environment for positive H+ ions to passively cross the cell 

membrane (Nimer et al. 1994). This may explain why pHi values varied inversely to pHe, since 

PMF drives passive changes to pHi (Carter et al. 1967). The favorability of ion transport is a 

balance between diffusive and electrical potential across membranes. This can be quantified by 

calculating ΔGt. When ΔGt increases, passive ion transport becomes more energetically 

favorable. As ΔGt decreases towards zero, passive movement of ions becomes progressively less 

favorable, with effectively no ion exchange occurring at ΔGt = 0. When ΔGt is plotted against 

environmental pH (Fig 4.9), the pHe at which ΔGt = 0 (i.e., the x-intercept of ΔGt) increases as 

pHi increases. This means that as intracellular concentrations of H+ drop with increasing pHi, the 

external pH (i.e., concentration of H+ ions outside the cell) at which diffusive potential equals 

zero also increases, allowing for sufficient ΔpH to maintain PMF across the cell membrane. 

Passive transport across the cell membrane is more strongly favored at night, as ΔGt 

becomes more positive during periods of sustained respiration. During the day ΔGt becomes less 

positive with the increase of pHi due to photosynthetic fixation of carbon. This change appears to 

be dependent on photoperiodicity, not changes in pH, as demonstrated by the continued coupled 

of ΔGt to light/dark cycles, even after decoupling pH cycles from standard photoperiods. 

Previous research has shown that light-driven changes to PMF can influence ion distribution 

based on changes in the rate of ATP synthesis due to light-coupled reactions, as PMF drives ATP 
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synthesis (Cruz et al. 2005; Berg et al. 2002; Jagendorf and Uribe 1966). The connection 

between PMF and pH was further supported by regression analysis of pHi and ΔGt. These data 

show that as pHi increases, ΔGt decreases. This indicates that passive diffusion of H+ was less 

favorable with increasing pHi in environments with dynamic pHe. Thus, PMF plays an important 

role in pHi homeostasis relative to changing environmental pH.  

Assuming a transmembrane potential of Vm ≈ -60 mV, the equilibrium, or Nernst, 

potential for H+ (Eh) would be, according to the laws of electrochemistry (Boron 2004; Nimer et 

al., 1994): 

   Eh = 2.3RT/F * log10([H+]o/[H
+]i)     Equation 4.3 

and 

   Eh = Vm (pHi – pHe)      Equation 4.4 

 

approximately -18, -48, and -60 mV for pHe of 7.5, 8.0, and 8.5, respectively, where Vm 

is the transmembrane potential (Vm ≈ -60 mV; Nimer et al., 1994), R is the universal gas 

constant, T is temperature in degrees Kelvin, and F is the Faraday constant. Since the voltage 

inside the cell is much less negative than the transmembrane potential, the electrical potential 

across the membrane favors passive influx of H+ at all pHi measured. However, this influx is 

weaker at pH 7.5 than at 8.0 and 8.5. Thus, at pHe 7.5, more energy would be required to 

maintain pH homeostasis; it is possible that the lower Fv/Fm values and lower growth rate 

observed in this treatment are related to energy re-allocation for this purpose. This relationship 

has been seen previously in the acid-intolerant chlorophyte, Scenedesmus quadricauda, which 

showed reduced photosynthetic activity when exposed to an acidic environment (relative to pH 

8.2), with a 50% decrease in the rate of oxygen evolution at pH 5.5 relative to higher pH levels 
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(7.0 and 8.0) due to energy reallocation from photosynthesis to the maintenance of internal pH 

(Lane and Burris, 1981). As ΔGt decreases with decreasing pHi, it may be necessary for the cell 

to reroute energy to active transport of H+ ions into the cell in order to maintain the 

electrochemical gradient. This re-distribution of energy means that less energy is available for 

growth and cellular reproduction, resulting in reduced growth rates. A reduction in growth rate in 

response to changes in pH has also been observed in Emiliania huxleyi (Nimer et al., 1994), in 

muscle cells of the marine worm, Sipunculus nudus (Reipschlӓger and Pӧrtner, 1996), and in the 

colonial cyanobacterium, Trichodesmium (Hong et al. 2017).  

Mechanisms involved in pH regulation differ based on the time scale of the perturbation. 

Short-term, or acute, changes in pH are generally neutralized using intracellular buffer systems, 

including phosphate, amino acids, and short-term modifications to inorganic carbon partitioning 

(Casey, Grinstein, and Orlowski 2010; Roos and Boron 1981). Buffer production and transport 

can be an energetically expensive cellular process (Casey, Grinstein, and Orlowski 2010; Dietz 

et al. 2001); thus, while buffering is used to modulate sudden changes in pH, acid/base 

transporters ultimately regulate pHi dynamics within the cell (Boron 2004). Acid/base 

transporters are always working in conflict with one another—a necessary but energetically 

expensive balancing act (Boron 2004). There was a smaller range of diel variability in pHi in I. 

galbana under steady state compared to dynamic conditions. Under steady state, the cells were 

exposed to a set pH for an extended period of time (4-6 weeks), and thus the cells had time to 

reach a state of equilibrium by upregulating acid extruders to achieve pH homeostasis.  

Under dynamic conditions, pHi did not track directly with pHe, but was instead inversely 

related to pHe in both coupled and decoupled treatments. It is likely that daily adjustments to 

maintain pH homeostasis were achieved by buffering. Boyarsky et al. (1990) showed that the 
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buffering system of rat mesangial cells tends to overcompensate for any perturbations in pHi. 

After artificially suppressing activity of acid importers and exporters, a single chemically-

mediated pH spike of +0.3 pH units was engineering in the cells, which used chemical buffering 

to compensate for the perturbation. The cell overshot the original pHi significantly, dropping pHi 

by -1.1 pH units within two minutes; it took five minutes to finally regain pHi equilibrium. The 

resulting equilibrium pH was 0.4 pH units lower than the starting resting pHi. The may be due to 

the initial acidic buffer production response of the cell, which consumed ambient basic buffering 

molecules, resulting in a lower resting pHi. This correlates with our observation that under steady 

state conditions, pHi at pHe 7.5 was higher than at pHe 8.0 or 8.5. This is in contrast to other 

studies where pHi tracked pHe (Dason and Colman 2004; Hong et al. 2017; Taylor et al. 2011). 

Activity of intracellular esterases is related to metabolic activity, with suppression of 

esterase activity being an indicator that normal cell metabolism is being inhibited (Jiao et al. 

2015). Aside from their functions during normal cellular metabolism, esterases are used by the 

cell to access stored energy reserves through lipid hydrolysis (Fojan et al., 2000). When not in 

need of extra energy to deal with an environmental perturbation, phytoplankton store most of 

their energy in the form of polysaccharide starches, which can be quickly broken down and used 

as energy (Johnson & Alric, 2013; Obata et al., 2013). However, phytoplankton subjected to 

stressful conditions have been shown to preferentially store energy in the form of lipids; even 

when not under stress, phytoplankton always store a portion of energy as short-chain fatty acids 

(Converti et al., 2009; Johnson and Alric, 2013). The energetic potential of these lipids is higher 

than that of polysaccharides, with a yield of 6.7 ATP equivalents per carbon atom, as opposed to 

5.3 ATP equivalents from glucose oxidation (Johnson and Alric 2013). The energy in these lipids 
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is accessed by increasing esterase activity, as esterases and lipases (a subset of esterases) 

hydrolyze short chain fatty acids (Fojan et al., 2000).  

The negative correlation between esterase activity and quantum yield of PSII indicates 

that esterase activity increases as energetic yield of photosynthesis falls. Energy captured 

through photosynthesis is used to synthesize lipids within the chloroplast, which are then 

distributed throughout the cell (Eltgroth et al., 2005). A decrease of photosynthetic efficiency 

leaves the cell with an energy deficit that can be remedied by actively upregulating esterases for 

fatty acid hydrolysis to meet the metabolic needs of the cell. This is supported by previous work; 

elevated CO2 and decreased pH has been shown to reduce overall the fatty acid composition of 

the diatom Thalassiosira pseudonana (Rossoll et al. 2012), affecting energy potential in the cell.  

The changing fatty acid profile observed by Rossoll et al. (2012) in T. pseudonana may have 

been the result of a change in esterase activity in response to decreased pH. This idea is 

buttressed by results from Hong et al. (2017), which showed that an increase in ATP production 

partially mitigated the effect reduced environmental pH for the colonial cyanobacterium, 

Trichodesmium. 

It is important to note that esterase activity is a multi-faceted parameter. First, increased 

esterase activity could also be the result of upregulation of the genes responsible for producing 

esterases, and thus increased activity is due to the increased availability of the enzyme. However, 

esterase activity is sensitive to pH (Bunting and Kabir 1978). Increased activity could be the 

result of an environment in which the catalytic efficiency of selected esterase enzymes is 

increased by a more favorable pH environment (Devonshire and Field 1991). Further, it is 

possible that the proportions of various esterases available changes, with specific enzymes being 

upregulated in the changing internal environment. Although many esterases can be promiscuous 
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with regard to substrate binding (Devamani et al., 2016; Fojan et al., 2000; Gould & Tawfik, 

2005), substrate/enzyme specificity may cause the apparent overall esterase activity to change, 

depending on the substrate used in the assay (Goullet & Picard, 1995; Lomolino et al., 2005). 

General enzyme/substrate affinity has been shown to vary widely among phytoplankton, for 

example, in the highly structurally conserved enzyme Rubisco, substrate specificity varied up to 

a factor of 25 (Badger et al., 1998; Tortell, 2000). The esterase activity measurements taken 

during these experiments were accomplished with FDA as a substrate; although this is a widely 

accepted method for characterizing non-specific esterase activity, it is important to note that 

apparent esterase activity may change if another, more “preferable” substrate is used. 

 

4.5.1  Conclusions 
 

Average surface pH of the global open ocean is expected to decline to 7.8 by the year 

2100 (Solomon et al. 2007). Any changes in phytoplankton physiology resulting from ocean 

acidification will have broad implications for primary and net biological production of coastal 

and open-ocean systems (Raven et al., 2011; Collins et al., 2013). A growing body of literature 

underscores the importance of pH as a variable controlling phytoplankton physiology, 

independent of changes in pCO2 or alkalinity (Chen and Durbin, 1994; Eberlein et al., 2014).  

This work highlights the complex inter-relationships of pH, photosynthetic efficiency, 

and esterase activity (Fig. 4.12). pHi in Isochrysis galbana varied widely in response to changes 

in external pH. The changes observed in pHi  were found to be correlated to photosynthetic 

efficiency, with a significant positive relationship between pHi and maximum quantum yield of 

PSII at lower steady state pHs. Due to the effect of internal pH changes on passive proton 

diffusion across the cell membrane, as well as the corresponding response of PSII observed in 
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the steady state experiments, it is arguable that the amount of energy required to maintain pHi 

homeostasis in the face of changing external pH may be a limiting factor to phytoplankton 

growth at the lower pH environments observed in these experiments. This is reflected in the 

growth rates calculated for I. galbana over the course of the experiments where the growth rate 

the 7.5 treatment was significantly lower than that at pH 8.5. The calculated Nernst potential of 

H+ ions was found to be progressively more negative with increasing external pH, nearing the 

transmembrane potential and thus requiring less energy to maintain pHi homeostasis. However, 

these increased energetic needs, as well as the loss of energetic yield from photosynthesis, may 

be partially mitigated by increased availability of energy from fatty acid hydrolysis. Increased 

esterase activity allows the cells to make adjustments to pHi, even as energetic input from the 

photosystem II declines at lower pH. However, this is done at the expense of growth and 

reproduction. For example, ocean acidification has been shown to reduce the fatty acid content of 

diatoms in laboratory cultures. This reduction in stored fatty acids reduced the nutritional 

potential of the phytoplankton, having a negative effect on predatory zooplankton (Koussoroplis 

et al. 2017; Rossoll et al. 2012), some of which in turn showed a reduction of total stored fatty 

acids (Garzke et al. 2016).  
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Figure 4.12: Conceptual diagram illustrating interrelationships between pH, esterase activity, 

PSII, and overall cellular energy demands and balance. 
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CHAPTER 5 
________________________________________________ 

 

Summary and Conclusions 

 

 In this era of unprecedented anthropogenically-driven changes to the world’s oceans, it is 

important to understand the effects that changing pH will have on phytoplankton physiology. As 

the base of nearly all aquatic food webs, and the largest contributors to ocean trophic networks, 

changes to phytoplankton physiology necessarily results in changes to food web dynamics 

through bloom ecology, carbon uptake and transport and nutrient availability and dynamics. This 

research provides new tools for examining phytoplankton physiology in laboratory studies, as 

well as insight into phytoplankton pH dynamics and energetic potential.  

In Chapter 2, the design for a novel pHstat system possessing both steady state and 

dynamic pH functionalities was presented, providing a reliable, flexible platform for future 

studies on phytoplankton response to varying pH environments. This system was shown to 

successfully and precisely simulate both steady state and cyclically dynamic pH variability 

within a controlled ecosystem. The use of reagents in conjunction with a self-modulating 

computer program successfully blended programmatic, electromechanical, and biological 

components to form an effective pH-regulating platform for culturing phytoplankton, with a 

precision of (±0.03 pH units). The development of this system presents an important new tool for 

OA research, allowing researchers to examine the combined effect of regular, diel fluctuations in 

pH with the small, long term changes to base pH that will be seen in future oceans as OA 
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worsens. This can give us valuable information on the more subtle effects of OA on dynamic 

systems such as estuaries or coastal ecosystems. 

The experiments performed in Chapter 3 to assess SNARF efficacy as a pHi indicator in 

phytoplankton prove it to be a valuable addition to the array of indicators available for measuring 

pHi. It is an improvement on currently available dyes such as BCECF, which lack the more 

stable fluorescence measurements provided by the ratiometric fluorophore SNARF. The latter 

was shown to be an efficient pHi indicator in a variety of phytoplankton, depending on the 

loading concentration of the fluorophore and the method of fluorescence detection. Fluorescence 

spectroscopy provided the most accurate fluorescence data for pHi calculation. Esterase activity 

was shown to have a positive relationship with cell volume, influencing the detectability of 

SNARF in smaller cells. This, combined with autofluorescence from pigments within the cells, 

and a less than ideal fixed fluorescence detection wavelength, made flow cytometry a less 

accurate method of pHi detection. However, SNARF’s additional potential application of being 

used as a viability indicator keeps makes it a valuable tool for phytoplankton physiology studies.  

 Chapter 4 delved into the relationship between environmental pH and intracellular energy 

balance. The steady state pH levels described in Chapter 4 of this thesis are not outside of the 

range previously studied. Phytoplankton response to changes in environmental pH has been 

studied using a variety of organisms, and at pH levels far beyond the range of any that would be 

encountered in natural aquatic ecosystems, no matter how anthropogenically perturbed. The aim 

of this work was instead to examine long-term phytoplankton adaptation to changing pH, and 

observe their response to chronic, environmentally relevant pH environments. Intracellular pH in 

dynamic environments was found to inversely mirror external pH, with difference between 

environmental pH and pHi (ΔpH) being strongest with the strengthening of the electrochemical 
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potential across the cell membrane. Varying external pH was also shown to correlate with 

esterase activity within the cell—a change that was correlated with decreasing photosynthetic 

yield. Photosynthetic efficiency declined in tandem with external pH at the lower steady state pH 

levels. Given that esterases are used in cellular metabolism to release energy stored as lipid 

reserves, these data suggest that esterase activity may somewhat mitigate the effect of 

acidification on the efficiency of PSII, and thus on overall cellular energy balance, a concept 

supported by related research regarding fatty acid storage and usage under OA conditions. 

 Future work should confirm decreasing lipid reserves in phytoplankton with increased 

esterase activity, and esterases should be characterized and measured with regard to relative 

abundance and specificity as these both affect bulk esterase activity. Changes in lipid/fatty acid 

reserves should be related to calorimetric measurements in order to quantify cellular energetics. 

Calorimetry can quantify the amount of energy available in a sample or system by measuring 

heat changes. Bomb calorimeters are often used for measuring bulk energy (Samuel et al. 2008; 

Weitkunat et al. 2015; Gidrewicz and Fenton 2014); gross energy content of the original sample 

can be calculated by combusting the sample and measuring the amount of heat energy released. 

Future work should also include an investigation into expression of the genes responsible for 

esterases. mRNA abundance would provide valuable data on esterase expression at different pH 

regimes. A closer examination of photosynthetic activity would be useful, and should include 

investigations regarding oxygen evolution, carbon fixation, and CCM activity in order to test the 

concept presented in this dissertation regarding carbon limitation due to reduced activity of 

carbonic anhydrase.  

 Insights into how pHi is regulated could be reached by using ethylisopropylamide (EIPA) 

to block H+ ion exchange in order to determine if short-term buffering or long-term upregulation 
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of acid/base transporters is the driving force behind the pHi responses of I. galbana to fluctuating 

environmental pH. Finally, a broader group of organisms should be examined, as CCM activity, 

buffer capacity, and esterase activity vary among organisms (as shown in Chapter 3). 

Phytoplankton are highly diverse, and as such have varying responses to environmental stimuli. 

Now that a pHstat system is available with both steady state and dynamic capabilities, it is 

important to test the long-term effect of pH changes on a variety of phytoplankton. Of particular 

interest would be phytoplankton responsible for harmful algal blooms, as environmental stress 

has been linked to increased toxin production in numerous toxic dinoflagellate taxa (Grzebyk et 

al. 2003; Flynn et al. 1994). 
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APPENDIX A4 

The front panel and block diagrams constituting the LabVIEW® Virtual Instrument (VI) 

are shown (Figs. A1–A4) to demonstrate the software/programmatic component of the pHstat 

system. Figs. A1 and A2 depict the front panel of the two functionalities of the VI. The front 

panel is the portion of the VI with which the user interacts during an experiment or whenever the 

VI is running.  

The block diagrams contain the actual graphical code for running the LabVIEW® VI 

(Figs. A3 and A4)., Figs. A3.1–A3.4 and A4.1–A4.3 show the graphical code blocks separated 

broadly by function. Details on connecting this code language to the electromechanical portion 

of the pHstat can be found in Golda et al. (2017). The figures are followed by operational 

instructions for using the VI as it operates according to the coding blocks presented in Figs. A3, 

A4, A3.1–A3.4, and A4.1–A4.3.  

Fig. A5 shows the detailed schematic of the electromechanical portion of the pHstat 

system, the conditioning electronically operated relay grouping (GEORG).  

                                                           
4 Reproduced (with edits) with permission from Golda, R., Peterson, and T., Needoba, J. Graphical 

coding data and operational guidance for implementation or modification of a LabVIEW®-based 

pHstat system for the cultivation of microalgae.  2017. Data in Brief. 12:463-470. 
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Figure A1: Front panel of virtual instrument (VI) for producing a steady state pH environment. 

 

Figure A2: Front panel of virtual instrument (VI) for producing a dynamic pH environment 

based on a sine wave. 
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Figure A3: Block diagram for VI showing graphical code for dynamic pH functionality. Sections 

1, 2, 3, and 4 match up to Figs. A3.1, A3.2, A3.3, and A3.4, respectively. 

 

 

Fig. A3.1: Section 1 from Fig. A3 expanded to show programmatic detail. Depicts graphical 

code for connecting the MC control board to the pHstat system. 
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Fig. A3.2: Section 2 from Fig. A3 expanded to show programmatic detail. Depicts graphical 

code for generating and recording data from the subVIs “Elapsed Time,” “Write to Measurement 

File – pH,” and “Write to Measurement File – Solenoids.”  

 

 

Fig. A3.3: Section 3 from Fig. A3 expanded to show programmatic detail. Shows subVI for 

providing the guide pH for the dynamic functionality of the pHstat. Guide pH is generated using 

a sine wave, with the user setting the frequency, offset, amplitude, and phase in order to time the 

wave to start at a desired pH.  
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Fig. A3.4: Section 4 from Fig. A3 expanded to show programmatic detail. Depicts programmatic 

element of pH control using Boolean operators to maintain pH thresholds within a set pH points 

of the guide pH at any given time. 
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Figure A4: Block diagram for VI showing graphical code for steady state pH functionality. 

Sections 1, 2, and 3 match up to Figs. A4.1, A4.2, and A4.3, respectively. 

 

 

Figure A4.1: Section 1 from Fig. A4 expanded to show programmatic detail. Depicts graphical 

code for connecting the MC control board to the pHstat system. 

 

 

Figure A4.2: Section 2 from Fig. A4 expanded to show programmatic detail. Depicts 

programmatic element of pH control using front panel indicators to maintain pH within 

thresholds. Broken wires connect to other elements, which were deleted for clarity. 
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Figure A4.3: Section 3 from Fig. A4 expanded to show programmatic detail. Depicts graphical 

code for generating and recording data from the subVIs “Elapsed Time,” “Write to Measurement 

File – pH,” and “Write to Measurement File – Solenoids.”  

 

Operation of the VI 

 This section describes how to operate the virtual instrument (VI) that runs the pHstat 

system. We recommend that the user disable the “Sleep” and “Hibernate” settings on their 

computer when using the VI, as these functions interrupt VI continuity.  

A) Setting up the system 

IMPORTANT: Due to the risk of electrical shock, whenever the user is setting up or handling 

the electronic or electromechanical portions of this system, they should ensure that the system is 

not connected to any power supply. This includes computer connections and wall sockets. All 

connections to power sources should be made after the user has completed hands-on work with 

the system. 

1) Install drivers and necessary software for pH probe and digital input/output (I/O) 

device. 

2) Connect the pH probe to the computer (if using a Go!Link (Vernier), connect the 

probe to the Go!Link, then connect the Go!Link to the computer).  
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3) Connect the relay array (GEORG) to the digital I/O device by inserting the 

appropriate wires into the screw terminals of the I/O device. A pinout diagram of the 

screw terminals should be available in the manual for the I/O device. We used a USB-

1024LS digital I/O device (Measurement Computing Corporation, Norton, MA) as an 

interface between the VI and the relay array. NOTE: This device is sensitive to 

electrostatic discharge (ESD). We suggest the operator grounds himself/herself prior 

to touching this device. 

4) Connect GEORG to the pH modification manifolds using the custom input/output 

cables. Make sure that each relay for GEORG is connected to the appropriate 

solenoid valve on the modification manifold. Use Figure 3 for relay orientation. 

5) Connect the digital input/output device to the computer using the provided universal 

serial bus (USB) connector cable. 

6) Connect GEORG’s power supply to the wall.  

B) Operating the VI during an experiment 

1) Complete setup steps detailed in section A of this appendix. 

2) ELECTROMECHANICAL SETTINGS 

a. These terminals correspond to the screw terminals chosen to activate the 

acid/base solenoids on the pH modification manifolds.  

b. Use the pinout diagram associated with the digital I/O device to choose the 

appropriate terminals. 

3) SAMPLING VARIABLES 

a. Select VI functionality (front panel). Default setting is Steady-state; press 

button labeled “pH Gradient (ON/OFF)” to switch to a dynamic pH regime. 
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b. Use tabs at top of screen to set parameters for pH regime. 

c. FOR STEADY-STATE PH 

i. Set minimum pH threshold. 

ii. Set maximum pH threshold. 

iii. Set sample rate. NOTE: If using the reagent manifold do not set the 

sample rate for more than 2 samples per second; this will cause the 

system to overcompensate and result in loss of pH control. 

d. FOR DYNAMIC PH 

i. Set sample rate. 

ii. Set parameters for guide pH, “pH gradient (sine wave),” including 

frequency, amplitude and offset (mid-point pH). 

4) Press “Run” button (arrow at top left corner). 

5) Save data when prompted. There will be two save prompts; one is for the pH data, the 

other is for the solenoid activity data. If the user doesn’t want to save their data click 

“Cancel” for each save prompt and confirm “Do not save.” 

6) To stop the experiment, press the “STOP” button. 

7) Real-time data is shown on the right side of the screen. pH data is displayed as a 

numerical value, on a scale meter and as a waveform chart. Elapsed time is given in 

seconds. Solenoid activity data is not displayed, and must be accessed directly from 

the saved data. 

8) Data is saved as a .lvm file.  

C) Data Processing 

1) Data is saved as a .lvm file. 
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2) This file type can be opened using Microsoft® Excel or Notepad.  

3) Data is given in column format. The first column is blank for both data types.  

4) For the pH data sets, column 2 is pH data, column 3 is elapsed time in seconds.  

For the solenoid activity data, column 2 is the activity data for the acid-dispensing solenoid, 

column 3 is the activity data for the base-dispensing solenoid, and column 4 is the elapsed time 

in seconds. 
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Figure A5: Schematic of GEORG, with wiring diagram for DB15 (D-subminiature, 15 pin) 

connectors mounted on the box. A and B indicate DB15 connectors that provide signal transfer 

to and from GEORG, respectively. A is a male DB15 that receives signals from the computer; B 

is a female DB15 that transmits signals to the pH modification manifolds. Connector cables from 

the digital input/output device and to the pH-modification manifolds must be customized to 

match these DB15 connectors. Red lines indicate power supply wires, bold black lines indicate 

ground wires, thin black lines indicate signal wires running from the computer. 
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APPENDIX B 
 

 
Figure B1: Uptake curve for 14C-DMO. Error bars indicate standard deviation. 

 

 
Figure B2: Uptake curve for tritiated water. Error bars indicate standard deviation. 
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Figure B3: Fluorescence spectra for two concentrations of cells (A), and distilled water, saline 

media (ESAW) overlaid (B). 

 

  
Figure B4: Cytograms from flow cytometric analysis of Alexandrium tamarense. Excitation: 488 

nm. Emission: 670 nm . Note the gated region (P1) showing the population of cells exhibiting 

increased fluorescence in the SNARF-treated cells on the right, as compared to the cells not 

exposed to SNARF (left). 
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Figure B5: Fluorescence spectroscopy calibration curves for A) Alexandrium tamarense, B) 

Isochrysis galbana, C) Thalassiosira weissflogii, D) Dunaliella salina, E) Thalassiosira 

pseudonana. Error bars indicate standard deviation 

 

Figure B6: (A) Calibration curve for pH(i) in Alexandrium tamarense determined using flow 

cytometric detection of SNARF. R is the ratio of mean fluorescence emission intensity of the 

SNARF peaks (F1, F2). Error bars represent ± standard deviation from mean R values. (B) 

Calculated pH vs. measured pH determined following addition of nigericin in Alexandrium 

tamarense.  
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Figure B7: (A) Calibration curve for pH(i) in T. weissflogii determined using flow cytometric 

detection of SNARF. R is the ratio of mean fluorescence emission intensity of the SNARF peaks 

(F1, F2). Error bars represent ± standard deviation from mean R values. (B) Calculated pH vs. 

measured pH determined following nigericin equilibration of T. weissflogii. 
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Figure B8: Gating for SNARF at peak F1 (A,C) and peak F2 (B,D). Note the significant shift for 

F1 peak. 
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Figure B9: Plots showing distribution of SNARF fluorescent cells for F1 peak (A) and F2 peak 

(2). While the F1 peak showed increasing fluorescence corresponding with increasing dye 

concentration, the F2 peak showed no virtually no SNARF fluorescence, regardless of dye 

concentration.  
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Figure B10: Comparisons of esterase activity per unit of cellular volume (μm3) when exposed to 

varying salinities. Esterase activity per unit cellular volume (fmol min-1 μm-3) was corrected for 

vacuole volume. Column pairs with a (*) indicate organisms for which the esterase activity was 

significantly different (p ≤ 0.05) between the 30 PSU and 15 PSU treatments. Error bars 

represent ± 1 standard deviation. RS = R. salina, DS = D. salina, PS = Phytomonas sp., IG = I. 

galbana, TP = T. pseudonana, TW = T. weissflogii 

 

 


