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ABSTRACT

A natural scene statistics (NSS) based blind image denoising approach is proposed, where denoising is performed
without knowledge of the noise variance present in the image. We show how such a parameter estimation can
be used to perform blind denoising by combining blind parameter estimation with a state-of-the-art denoising
algorithm.! Our experiments show that for all noise variances simulated on a varied image content, our approach
is almost always statistically superior to the reference BM3D implementation in terms of perceived visual quality
at the 95% confidence level.

1. INTRODUCTION

Image denoising has long been an interesting problem in the image processing community. This is natural owing
to the way images are captured by the sensor and since noise is an integral part of the process. Hence, the
problem has been well addressed in literature.' 2! The recent significant improvements achieved in denoising
helped camera manufacturers to deploy mega pixel image sensors in small handheld devices and smart phones.
This has also pushed the foot print of sensors to upper limits increasing the amount of sensor noise, consequently
making problem more salient and interesting for image processing researchers.

Although recent denoising algorithms perform remarkably well, most of them require certain parameters to
be set a priori, usually in an ad hoc fashion. Some empirical methods have been proposed in this direction that
make use of L-curve methods,?? 2% discrepancy principle?® and cross validation?6-3! for parameter optimization.
While these methods have led to better denoising performance, simply accounting for nature of visual content has
led to better progress. Efforts have been directed towards optimizing the quality of estimated signals using the
mean squared error. The pristine reference generally unavailable apriori, it must be replaced by other estimates
not requiring the use of reference image, for example Stein’s unbiased risk estimate.3? 36 Given that the mean
squared error is a poor measure of visual quality,3” where performance is defined in terms of human judgements of
image quality, a systematic perception based quality assessment approach would lead to improved performance.
Towards this end, SSIM?® based estimator was used for image denoising."

Here we propose a natural scene statistics (NSS) based blind image denoising approach that seeks to reduce
the amount of noise in a corrupted image without knowledge of the noise variance. We demonstrate how NSS-
based parameter estimation may be used to create a blind denoising algorithm by combining blind parameter
estimation with a state-of-the-art denoising algorithm.! Even though the current work discusses the estimation
of the noise variance parameter only, the approach can be used to estimate other parameters, depending on the
unknown parameters of the image denoising approach it is used with.

We show that our blind parameter estimation procedure results in higher quality denoised images than the
baseline for a wide range of noise variance values. The closest method in concept to our work is the one in,?!
where the content of the image was used to predict noise variance. While the work in?! is interesting, the
approach is exhaustive and computationally intensive. In,?! the image is denoised multiple times using different
values of the noise variance and the quality of each denoised image is estimated using their proposed no reference
content-evaluation algorithm. The best image from this set is finally selected as the denoised image. Further, the
limited evaluation presented in?' makes it difficult to judge the algorithm performance in a general-case scenario.

The paper is structured as follows: we first give details about the dataset used for our experiments and then
explain a learning based blind parameter estimation approach that we use to create a blind image denoising
approach. We then report experimental results and conclude with ideas about future work.
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2. DATABASE

A total of 300 reference images from the Berkley image segmentation database*® were randomly selected. Dataset
has both portrait and landscape images of size 321 x 481 and 481 x 321 respectively.

Ten different levels of Gaussian noise were simulated using MATLAB’s imnoise command resulting in 3000
distorted images. The distortion level represented by noise variance was uniformly sampled on a log-scale between
0.001 and 0.05. 1000 images were used for training phase and 2000 for testing phase. Train and test split was
done to ensure that the content is disjoint among the two classes. Figure 1 shows sample images and their noisy
versions with 0 = 0.0316 and o = 0.2507.

3. APPROACH

Our approach to blind parameter estimation is learning-based, where the input parameter is estimated using
natural scene statistic based features proposed elsewhere for the purpose of blind image quality assessment*! .
During the training phase, our model resembles the approach in.2! The algorithm that we use to denoise the
image! requires that the user provide the noise variance as an input parameter. However, we have observed that
the denoised image produced when the algorithm is provided with the correct noise variance often has lower
perceived quality than one is produced using a different (although incorrect) noise variance. For example, in
Fig. 2, we plot a noisy image and two denoised versions of it, using the correct noise variance to generate as the
result in' and the denoised result from our approach which predicts a different input noise variance parameter.
Notice that the latter has better quality, as supported by the improved multi-scale structural similarity index
(MS-SSIM)*2 scores.

In order to account for this discrepancy and to ensure that the denoised image has the highest visual quality,
the training stage proceeds as follows. Given a large set of noisy images, we denoise each image with various
values of the input (noise variance) parameter using,’ and evaluate its visual quality using MS-SSIM.*2? Amongst
the denoised set, we pick the image having the highest perceptual quality as gauged by MS-SSIM,*? and use the
corresponding input parameter as training input to the blind parameter estimation algorithm. Notice how this
procedure, apart from producing images with high visual quality, also does not require knowledge of the actual
noise variance in the training set. These estimated input parameters act as target values for our regressor which
maps our features onto the input parameter using the training set.

The statistical features used to estimate the input parameter are the same as those that we have previously
used in developing a blind image quality assessment algorithm named Blind/Referenceless Image Spatial QUality
Evaluator (BRISQUE).*! The features are based on pointwise statistics of locally normalized luminance signals
and distribution of pairwise products of neighbouring locally normalized luminance signals. An AGGD (Asym-
metric Generalized Gaussian Model) distribution is utilized to fit the coefficients of both point wise and pairwise
product distributions. Parameters of the distribution are used as features. The approach computes features at
two scales.

During the training phase, we learn a regression from these statistical features to the input parameter as
described above, and use the trained regressor in the testing phase to predict the input parameter given an
unseen noisy image. This is followed by denoising using the algorithm in* (BM3D).

4. EXPERIMENTS AND RESULTS

We used an online available MATLAB implemention of BM3D algorithm.**> To map statistical features to
noise variance, any good regressor can be used. In our current implementation, we used a support vector
machine regressor (SVR).** This has previously been shown to perform well for quality assessment.*! In our
implementation, we used the LIBSVM package®® and the radial basis function (RBF) kernel.

We compare the quality of the resulting denoised image against the one obtained using the default imple-
mentation of the BM3D algorithm where quality of denoising is measured using MS-SSIM. In Fig. 3, we plot the
mean quality and the associated errors at each noise level across the 2000 test images for our approach, as well
as for the reference implementation of BM3D.



(e)
Figure 1. (a) and (b) show sample portrait and landscape images, (c)and (d) shows noisy versions of them with o = 0.0316
and (e)and (f) with o = 0.2507 respectively
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Figure 2. Accurate noise variance as input to the algorithm in*' produces poorer quality denoised images: (a) Noisy Image
(o0 = 0.0158, MS-SSIM = 0.9063 ), (b) Denoised with o = 0.0158 (MS-SSIM = 0.9176 ) and (c) Denoised with ¢ = 0.0040
(MS-SSIM = 0.9480)
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Figure 3. Figure shows the mean quality and associated errors at each noise level across 2000 test images for our approach
as well as the reference implementation of BM3D



We also analyzed whether the differences observed in the quality of the denoised images between our approach
and the reference BM3D implementation are statistically significant using the t-test.*® Our analysis indicates
that for all noise variances simulated in this study, our approach is statistically superior to the reference BM3D
implementation in terms of perceived visual quality at the 95% confidence level, excepting when the noise variance
is at 0.0316 — where the two approaches are statistically indistinguishable.

5. CONCLUSION AND FUTURE WORK

A natural scene statistics (NSS) based blind image denoising approach was proposed by combining blind param-
eter estimation with a state-of-the-art denoising algorithm.! It was shown to perform statistically superior to
the reference BM3D implementation, where performance was defined in terms of perceived visual quality at the
95% confidence level, excepting when the noise variance is at 0.0316 — where the two approaches are statistically
indistinguishable.

Current work has addressed estimation of noise variance parameter but our approach is generic enough to be
used for any parameter estimation depending on the input required by image denoising approach it is used with.
Future work would involve parameter estimation for other denoising algorithms. Also, we have only used images
afflicted with gaussian noise for our present analysis. It would be of interest to discover how well BRISQUE
features*! would perform when estimating parameters representative of other distortions, for instance JPEG
quantization distortion, and subsequently using it for blind image deblocking.
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