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Introduction

Kai Yu

Senior System Engineer Consultant
Dell Database Solutions Engineering

Specialized in architecting and engineering
solutions on Oracle RAC and Oracle E-Business
Suite

Dell Oracle Database Solutions Engineering:
Integrating, validating, bundling, and sustaining
Dell’s Oracle DB and RAC solutions, based on
Dell PE servers, and Dell | EMC storage.
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Automate RAC Deployment

= New Challenges for Deployment and Provisioning
— Quick deployment of Oracle service at low cost
— Deploy using tested and patched gold images
— An ability to response demands in short order
= EM Grid Control Provisioning Pack
— Deployment procedures for provisioning and patching
— A Gold Images Based Deployment Method:
» Provision RAC from gold images

» Gold images are staged from a tested and patched
reference RAC

— Provide the ability to simply scale up and scale down
the cluster



Automate RAC Deployment

= A Gold Image Based Deployment Method

— Software Images:Oracle DB, Clusterware, OS and
others third part softwares

— Software Library : a repository to store certified
software images

— Out-box deployment procedures:

» Best practices to accomplish provisioning and
patching

» A set of steps that are orchestrated by EM
» Licensed under EM provisiong pack
» Provisioning procedures
» Patching procedures
» Can be copied and then customized
— RAC deployment: CRS and RAC Software



Automate RAC Deployment

Gold Image Deployment for Clusterware

Reference RAC

New RAC

Node 1 Node 2, 3, ...

Step 1:Staging
Gold Images

EM Management
Server (OMS)

Step 3. Clone to
Node 2, 3, ....

Step 2. Deploy to
First Node

! EM Console




Automate RAC Deployment

= Upload the Software Images

— Create the software Library
— Create the components from areference RAC

Oracle Enterprise Manager (KAl) - Create Component: Configure - Mozilla

File Edit Wiew Go Bookma s Window  Help

; - !ﬁ. httpefemdemo.us.dell.cor jc mponents/create

Forward Reload £ Print

p |"_‘|'Pr-:duct:- |'__‘|'Tr.1inin'_:|

Create Component: Configure

FParent Components
Oracle Clusterware Clone

igure the new Component.

l=homeislocaed

* Home Location

* Working Directory

] direciory on he hostin which you have permissions oarite.

Enfer a comma-separatked listof fles o exdude (for esample bl log) .




Automate RAC Deployment

= Upload the Software Images

— CRS software image
— Oracle RAC software images

ORACLE Enterprise Manager 10g Selp Prekrences Help Logeut
Home | Targets @ISO Alerts Compliance | Jobs | Reports

General | Provisioning

Provisioning
Provision a full stack of software from the operating system up to the application, onto a hardware server. age Re =l Aug :12:36 PMCOT | Ref

Components Direx Sutes  Assignments

Dernote )| Create Folder )| Create Cor faanent )
\ \ ) )

wvate | Delete |
wale || Delete |
Status  Maturity Product name Product version

& testcrs Oracke Clusterware Clne Actve  Production  Orack Clusterware
¢ testdb Oracke Database Clone Actve  Production  Orack catabase software 10.2.03

Components | Dirs




Automate RAC Deployment

= Deploy the First Node of a New Cluster

— Install Oracle enterprise agent on all nodes
— Clone the CRS to node 1 and establish the RAC

Oracle Enterprise Manager (SYSMAN) - Clone Oracle Home: Product Settings - Mozilla
File  Edit ] Bookmark Window  Help

A

ko e v mdemo.us.dell.c emy 5 neHomey Wiz _ ettings fsourceTy .
Back o op Print

“h Home | % ¢ p [C]Products ﬁTrain ing

er. If extending the sourc T, = Oracke home location and : home name will be taken to

rack Home Name
urce Host

ng Member Node:

Destination Node
Enter the de:




Automate RAC Deployment

= Deploy the First Node of a New Cluster

— Specify the pre and post clone actions.

— Setup “sudo” for OS user to run root.sh and “pre”
and “post” cloning scripts.

2.l e Enterprise Manager 10g
Deployments

Target Agent Home Lox
ion of perl v used by Agent

= Home Location

uted before the cloning op=:

ord supplied in the pr C page mu

ination.




Automate RAC Deployment

= Deploy the First Node of a New Cluster

— Deployment status check

Job Run: CLONE CRS HOME. CLUSTER NAME: CRS 8/26/07 11:58 AM ]
=c Aug 26, 2007 12:19:25 PM CDT Delete Run | (_Edit ) [ “iew Definition )

Sumin

Status  Succeeded Typs Clone Omcle Clusterware Home:
Scheduled Aug 26, 2007 11:58:09 AM (UTC-05:00) Dwner SYSMAM
Startec  Aug 26, 2007 11:58:09 AM (UTC-05:00) Description Clone software library to destinations: Joptiomcle/omcle/product/10.2.0/crs
Encied Aug 26, 2007 12:06:22 PM (UTC-05:00) (10gCRSHome) on KE6E850n1.us.dell.com
Eklpsed Time 493 seconds

Motification Mo

Clone Oracle Home Results

Host Oracle Home Location (Mame) Status Telnet

kES850N 1. us . dell.com /opt'orac iedorac ie/product’10.2.0crs (10g CRSHome)  « Succesced Ej

Targets

Status All "I
—e %
Expand All | Colapse All

Elapsed Time
Mame Tamels Status Started Ended (seconds)
¥ Execution: kBS850n1.us. dellcom KS5850n1. us.dellcom Succesded Aug 25, 2007 11:58:09 AM Aug 25, 2007 12:06:22 PM
(LT C-05:00) (T C-O5:00)
P Task: Pre-requisites kS8 50N 1. us.dellcom Succaesded Aug 25, 2007 11:58:11 AM Aug 25, 2007 11:58:25 AM
(UTC-05:00) (UTC-05:00)
B Taske Copy From Swlib kEEE50N 1. us.cdellcom Succesded Aug 25, 2007 11:58:25 AM Aug 25, 2007 12:0004F P
(LT C-05:00) (T C-OE: 00
B Task: Execute Pre Script kEEE850N 1. us.dellcom Succasded Aug 25, 2007 12:00:47 PM Aug 25, 2007 12:01:07 PM
(UTC-05:00) (UTC-05:00)
Step: Update Oraclke Clusterware Clone kEEE 50N 1. us. dellcom Succeeded Aug 25, 2007 12:01:12 PM Aug 25, 2007 12:03:06 P
Home [UTC-08:00) (LT C-058:00)
B*™ Task: Executs Root Script us.dellcom Succescked Aug 28, 2007 12:03:05 PM Aug 25, 2007 12:05:42 PM
(LT C-05:00) (T C-O5:00)
P> Task: Execute Post Script us.dellcom Succesded Aug 25, 2007 12:05:42 PM Aug 25, 2007 12:06:02 PM
(UTC-05:00) (UTC-05:00)

Step: Fegister Oraclke Clusterwars Target us.dellcom Succesded Aug 25, 2007 12:06:07 PM Aug 25, 2007 12:06:11 P
(UTC-05:00) (T C-05:00)

.us.dellcom Succesded Aug 26, 2007 12:06:12 PM Aug 26, 2007 12:06:22 PM
(LT C-05:00) (T C-O5:00)

[ Delete Run ) Edit | [ Wiew Definition | [*]




Automate RAC Deployment

» Clone CRS to other nodes
— Clone CRS from nodel to other nodes

General | Provisioning =]

Clone Oracle Home: Product Settings
Froduct Owracle Clusterware 10.2.0.3.0
> loning Moc

y be cloned to either form a new ster or to extend the source

er. If extending the sourc ke home location and ke home name will be
he source.

> Home Location I
clke Home Mame I
ster Name I

cation
" Extend the

2 Home Location

k= Homs

ng Member MNodke:

ster Name

=ctive nock names.

Public Node Private Node Name

ne-vip




Automate RAC Deployment

= RAC CRS verification:

— crsctrl check crs
CSS appears healthy
CRS appears healthy
EVM appears healthy

— .Jolsnode
k66850n1
k66850n2

Ef_*" oracleak66850n1 foptforacleforaclefproduct/10. 2. 0fcrsfbin
[craclelkssS50nl bhinl] § .Socrs _statc -«

application COMNL IMNE DML INE ke6S50nl
application COMNL IMNE DML INE ke6S50nl
application COMNL IMNE DML INE ke6S50nl
application O L ITE ONL INE k&66S50nz
oo application CML IE ONL INE k&6850mn2

OFr&. . « 02 . application OMNL IE CONL TIHE ko3 s0n=

[oracleldkaad3sS0nl bhin] § sSrvotbtl status nodeapps —n kKaaSdS0Ondl

WIP 1= running on node: kKeesS50nl

23D 1= running on node: keegsS50nl

PREFKO—-20156 : Error in checking condition of listener on node: keegsS50nl

OIS daemon 1is running on node: keesSS50nl

[oracledkeasedsS0nl bin] § sSrvoctbtl Sstatus nodeapps —n KesSsS0Onz

WIP 1= running on node: keeSS50ns

2D iz running on node: kKEES50n=

PRED—-Z01& : Error in checking condition of listener on node: kesSE50nz

O[S dasmon iz running on node: kKeeS50nz2

[oracleBkaessS50nl bin] § JJJ




Automate RAC Deployment

Gold Image Deployment for Database Software

Reference RAC New RAC
Node 1 Node 2. 3. ...

Step 2: Deploy to
All Nodes

EM Management
Server (OMS)




Automate RAC Deployment

= Deploy RAC Database Software

— Clone RAC Oracle Home from Software Library to
RAC nodes

ORACLE Enterprise Manager 10g Sebp Frebrencss Help Loge
Home | Targets MeITNGUGEG I Alers | Compliance | Jobs 0TS

General | Provisioning

Soume Seftings  Destinations Pre/Post

that type. Restricting the criteria may help you narrow down your search.
View Source Type| Softwars Libraries

Select| Name Description Platform Products

testors testors Red Hat Enterprise Linux AS rekase 4 (Mahant Update 4) Orack Clusterwars 10.2.0.30

Y testdo testdb Red Hat Enterprise Linux AS rekase 4 (Mahant Update 4) Oracke Database 109 10.20.30

| Cancel ) Siep1of7 |Next )




Automate RAC Deployment

= Deploy RAC Database Software
— Specify the target servers information

Uracle Eaterprise Manager 1 one Uracle Home: Product ettings - Mozilla

File  Edit ¢ Go ndow  Help

& httptemdemo.us.dell..

Print

Clone Oracle Home: Product Setting

Procu Omacle Database 10g 10.2.0.3.0

ster Cloning cles

ting Member Nocke:

Destination Node tion
Enter the de and the ective node names.

> Mame




Easy Scale up and Down RAC

— Scale up by extending a cluster: Option 1
* Install enterprise manager agent on the new server
 Clone CRS to the new server
 Clone Oracle database software to the new server
« Add an instance to the database:

CORACLE Emerprise Manager 10g : Setup Preferences Hep Logout
Grid Control " Targets Deployments 5 Compllance Jobs Reporis

Hosts Databases Application Servers | Wab Applications Services | Systems Groups All Targets

Add Instance: Host
MName of the Database Instance to be added E (Cancel ) (Back] Step 2 of 3 Next

The following list of hosts have database software installed and are currently configured for this cluster. Select a host
to which you want to add a database instance. This host should have access to the shared storage used by this
database.

Select Host Existing Database Instances

" bnodet
bnode2 dba2
bnode3 dbaa
)  bnoded
bnodes
bnode&

@ TiP You can clone an Oracle Home to host where Database Software is not installed. Clone Oracle Home: Clone

Oracle Home




Easy Scale up and down RAC

— Scale up RAC Database, Option 2:
* Deployments Tab->Deployment Procedure Manager:
RAC Provisioning Procedure - One Click Extend Cluster
Database:

ORACLE Enterprise Manager 10g sutp
Home | Targets @EIIDTTIIEN Alerts Compliance
General | Provigioning
Deplmyment Procedure Manager
Procedures Procedurs Completion Status

cedures created by Oracle cannot be edited, but can be extended us

| [ Upload |

Last
Modified
Description By Version|Last Updated

Cracle 33 Jul 31, 2007 6:14;

Cracle 33 Jul 3, 2007 5:12




Easy Scale up and down RAC

— Scale up RAC Database, Option 2:

» Select the database to be extended
» Select the new server and fill the server information
» Submit the RAC extend Job

Extend Real Application Clusters

Select Real Application Clusters (RAC)

4o nat al

Select Hame Member Hodes Oracle Home Product

v

1+

Select Hew Hodes
1 he destination h and enter the r

.. ) Import Fram File... )

Private Hode Hame Private IP (Optional) VWirtual Hode Hame




Easy Scale up and down RAC

— Scale down RAC Database :
* Deployments Tab-> Deployment Procedure Manager:
RAC Provisioning Procedure > Delete/Scale down Oracle
Real Application Clusters
» Select the node name to delete

Modified
Select Procedure Description By Version|Last Updated

Cracle Sk Jul 31, 2007 6:14.07 AR

Jul 3,

Jul 31, 2007

Oracle 33 Jul 31, 2007 ¢

Oracle

Oracle




MegaGrid Implementation POC

= MegaGrid: Deploy Large Clusters of Grid

— Concept from an Oracle, Dell , EMC joint project

— PI’OV_Ide various server, storage resources as
Services

— Allow provisioning on demand

— A POC project in Dell DB/Apps Lab: 8 nodes, 10
different applications/10 DBs

» Oracle 10g Features for Grid Computing
— Clustering technology
— Database services
— Automatic Storage Management
— Oracle Enterprise Manager Grid Control
— Load balancing



MegaGrid Implementation POC

MegaGrid Architecture

Storage

Database Servers
Applications Servers
Provisioning and
Management Tools

Server Grid

DB Clusters - - App Clusters
ASM

Disk Groups _ _ _ + o
= e Virtualization

— -,

-~

CLARIION CX  NS600




MegaGrid Implementation POC

= Goal: Deploy Large Clusters of Grid

— Deploy 10 databases on a single 8 node RAC

— Provides database as a services for 10 Applications
running on 20 Applications servers

— Allow provisioning of additional nodes on demand

Aw%iﬁﬁﬁﬁiﬁﬁi

- - - N, Oracle
Database = = = . Enterprise
As services = = h

Storage As
services




MegaGrid Implementation POC

* Implementation Architecture

A single 10g RAC cluster on 8 Dell PE servers
10 databases share asingle RAC
Number of Instances per database by demand

All databases access the shared EMC CX3-40 storage
through ASM; each database has its own diskgroup

Each RAC node has a full access on all the shared
LUNS

RAC Deployment/extension by EM Provisioning Pack

» Prepare a new server (OS, network, access to the
shared storage, EM agent)

» Scale up the RAC to a new server

DB Instance relocation, addition and deletion by EM
» Add instance to a RAC database
» Drop instance from a RAC database



MegaGrid Implementation POC

Implementation Architecture

Applications
Application 10 Services

On Application
I Servers

Application 1 Application 2 Application 3

8 Node]Oracle RAC

. B . RAC Database
serves specific
Database 10 applications

A 4 A 4

Database 1 Database 2 Database 3 TR

|
|
Oracle ASM 1

A single ASM

instance
Disk Group Disk Group Disk Group Disk Group manages

“+DG1” “+DG2” “+DG3” “+DG10” diskgroups

for all the
databases

Delll EMC CIARIiiON CX3-40 Storage




MegaGrid Implementation POC

Megaf‘:‘rid Database Instance Mép

DB name MODEZ |NODES |MODE4 |NODES [MODEE  |MODE?
DE1
DBZ
DB3




MegaGrid Implementation POC

ORACLE Entarprise Manager 10g Selp Prelerences Heb Logout

Home JEFG[iC9M Deployments | Alerts | Compliance | Jobs | Reports
Hosts | Databases | Application Servers | Web Applications | Services | Systems | Groups | All Targels

Databases

e Refreshed Sep 26, 2007 7:39:18 PM CDT E

% Arhiansor S on e
Seanch Co | Advanced Search

Femave ), Configure | | Add )

Policy| Compliance Sessions: Sessions: Sessions: Inslance
Select Name Type Status Alerts Viclations| Score (%) Version 1o Other| CPU (%)
Cluster Database )] 2 8910.20.3.0 n'a
Cluster Database . B9 n'a
Cluster Database 20 89 n'a
Cluster Database C 2 89 10.2.0.3.0 n'a
Cluster Database . 7 L n'a
Cluster Database - ' 88 : na
Cluster Database 91 10.20.3.0 n'a
Cluster Database . 8510.2.0.3.0 n'a

amrep.us.dell  Database Instance ' ) 91 10.1.04.0




MegaGrid Implementation POC

Instances
Polloy Compliance ADDM Sessions: |Sesslons: Sesslons: | Instance
Status| Aleris Violations Score (%) Findings ASM cCPU o Other
91 0D +ASM1 bnodet .03
dbi.us.dall.com dbi2 f 1 4 91 0+ASM2 bnode2 .02

dblus.dell.com db13 (1 4 a1 7 +ASM3 bnode3 0

Instances
Pollcy Compllance ADDM Sessions: | Sessions: Sessions: | Insiance
Maome Status Alerts| Violations Score (%) Findings ASM CPU o Othar
dbZ.us.dell.com db21 () O ' )| 0+ASM2 bnode2 0
I m db22 (f} ] 4 = 0+ASM3 bnode3 0

db2 us.dell.com dh23 (4 i a1 0 +ASM4 ;'-|||r||--'.__l

Instances

Pollcy Compllance ADDM Sesslons: Sessions: |Sesslons: Inslance
Mame Status Alerts| Violations Score (%) Findings ASM CPU o Other CPU (%)

db3.us.dell.com db3i (@) 4 el 0 +ASM3 bnoded 0 g 0 01

db3.us.dell.cam cdb32 ':I 4 =3 0 +ASM4 bnocded 0 ] ] 01

db3.us.dell.com db33 (1) i a 0 +ASM5 bnode50
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