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Big Data has the ability to change the nature of a business. In fact, there are many 
fi rms whose sole existence is based upon their capability to generate insights that 

only Big Data can deliver. This fi rst set of chapters covers the essentials of Big Data, 
primarily from a business perspective. Businesses need to understand that Big Data is 
not just about technology—it is also about how these technologies can propel an orga-
nization forward. 

Part I has the following structure:

 • Chapter 1 delivers insight into key concepts and terminology that defi ne the 
very essence of Big Data and the promise it holds to deliver sophisticated busi-
ness insights. The various characteristics that distinguish Big Data datasets are 
explained, as are defi nitions of the different types of data that can be subject to its 
analysis techniques.

 • Chapter 2 seeks to answer the question of why businesses should be motivated 
to adopt Big Data as a consequence of underlying shifts in the marketplace and 
business world. Big Data is not a technology related to business transformation; 
instead, it enables innovation within an enterprise on the condition that the enter-
prise acts upon its insights.

 • Chapter 3 shows that Big Data is not simply “business as usual,” and that the 
decision to adopt Big Data must take into account many business and technol-
ogy considerations. This underscores the fact that Big Data opens an enterprise to 
external data infl uences that must be governed and managed. Likewise, the Big 
Data analytics lifecycle imposes distinct processing requirements.

 • Chapter 4 examines current approaches to enterprise data warehousing and busi-
ness intelligence. It then expands this notion to show that Big Data storage and 
analysis resources can be used in conjunction with corporate performance moni-
toring tools to broaden the analytic capabilities of the enterprise and deepen the 
insights delivered by Business Intelligence.

Big Data used correctly is part of a strategic initiative built upon the premise that the 
internal data within a business does not hold all the answers. In other words, Big Data 
is not simply about data management problems that can be solved with technology. It is 
about business problems whose solutions are enabled by technology that can support 
the analysis of Big Data datasets. For this reason, the business-focused discussion in 
Part I sets the stage for the technology-focused topics covered in Part II.
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Big Data initiatives are strategic in nature and should be business-driven. The adop-
tion of Big Data can   be transformative but is more often innovative. Transforma-

tion activities are typically low-risk endeavors designed to deliver increased effi ciency 
and effectiveness. Innovation requires a shift in mindset because it will fundamentally 
alter the structure of a business either in its products, services or organization. This is 
the power of Big Data adoption; it can enable this sort of change. Innovation manage-
ment requires care—too many controlling forces can stifl e the initiative and dampen 
the results, and too little oversight can turn a best intentioned project into a science 
experiment that never delivers promised results. It is against this backdrop that Chap-
ter 3 addresses Big Data adoption and planning considerations.

Given the nature  of Big Data and its analytic power, there are many issues that need to 
be considered and planned for in the beginning. For example, with the adoption of any 
new technology, the means to secure it in a way that conforms to existing corporate 
standards needs to be addressed. Issues related to tracking the provenance of a dataset 
from its procurement to its utilization is often a new requirement for organizations. 
Managing the privacy of constituents whose data is being handled or whose identity is 
revealed by analytic processes must be planned for. Big Data even opens up additional 
opportunities to consider moving beyond on-premise environments and into remotely-
provisioned, scalable environments that are hosted in a cloud. In fact, all of the above 
considerations require an organization to recognize and establish a set of distinct gov-
ernance processes and decision frameworks to ensure that responsible parties under-
stand Big Data’s nature, implications and management requirements.

Organizationally, the adoption of Big Data changes the approach to performing business 
analytics. For this reason, a Big Data analytics lifecycle is introduced in this chapter. The 
lifecycle begins with the establishment of a business case for the Big Data project and 
ends with ensuring that the analytic results are deployed to the organization to gener-
ate maximal value. There are a number of stages in between that organize the steps of 
identifying, procuring, fi ltering, extracting, cleansing and aggregating of data. This is 
all required before the analysis even occurs. The execution of this lifecycle requires new 
competencies to be developed or hired into the organization.
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As demonstrated, there are many things to consider and account for when adopting Big 
Data. This chapter explains the primary potential issues and considerations. 

Organization Prerequisites

Big Data    frameworks are not turn-key solutions. In order for data analysis and analyt-
ics to offer value, enterprises need to have data management and Big Data governance 
frameworks. Sound processes and suffi cient skillsets for those who will be responsible 
for implementing, customizing, populating and using Big Data solutions are also neces-
sary. Additionally, the quality of the data targeted for processing by Big Data solutions 
needs to be assessed.

Outdated, invalid, or poorly identifi ed data will result in low-quality input which, 
regardless of how good the Big Data solution is, will continue to produce low-quality 
results. The longevity of the Big Data environment also needs to be planned for. A road-
map needs to be defi ned to ensure that any necessary expansion or augmentation of 
the environment is planned out to stay in sync with the requirements of the    enterprise.

Data Procurement

The    acquisition of Big Data solutions themselves can be economical, due to the availabil-
ity of open-source platforms and tools and opportunities to leverage commodity hard-
ware. However, a substantial budget may still be required to obtain external data. The 
nature of the business may make external data very valuable. The greater the volume 
and variety of data that can be supplied, the higher the chances are of fi nding hidden 
insights from patterns.

External data sources include government data sources and commercial data markets. 
Government-provided data, such as geo-spatial data, may be free. However, most com-
mercially relevant data will need to be purchased and may involve the continuation of 
subscription costs to ensure the delivery of updates to procured datasets.

Privacy

Performing   analytics on datasets can reveal confi dential information about organiza-
tions or individuals. Even analyzing separate datasets that contain seemingly benign 
data can reveal private information when the datasets are analyzed jointly. This can 
lead to intentional or inadvertent breaches of privacy.
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Addressing these privacy concerns requires an understanding of the nature of data 
being accumulated and relevant data privacy regulations, as well as special techniques 
for data tagging and anonymization. For example, telemetry data, such as a car’s GPS 
log or smart meter data readings, collected over an extended period of time can reveal 
an individual’s location and behavior, as shown in Figure 3.1.

Security

Some of   the components of Big Data solutions lack the robustness of traditional enter-
prise solution environments when it comes to access control and data security. Secur-
ing Big Data involves ensuring that the data networks and repositories are suffi ciently 
secured via authentication and authorization mechanisms.

Big Data security further involves establishing data access levels for different catego-
ries of users. For example, unlike traditional relational database management systems,
NoSQL databases generally do not provide robust built-in security mechanisms. They 
instead rely on simple HTTP-based APIs where data is exchanged in plaintext, making 
the data prone to network-based attacks, as shown in Figure 3.2.

Figure 3.1
Information gathered from running analytics on image files, relational data and textual data 
is used to   create John’s profile.
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Provenance

Provenance    refers to information about the source of the data and how it has been pro-
cessed. Provenance information helps determine the authenticity and quality of data,
and it can be used for auditing purposes. Maintaining provenance as large volumes of 
data are acquired, combined and put through multiple processing stages can be a com-
plex task. At different stages in the analytics lifecycle, data will be in different states due 
to the fact it may be being transmitted, processed or in storage. These states correspond 
to the notion of data-in-motion, data-in-use and data-at-rest. Importantly, whenever 
Big Data changes state, it should trigger the capture of provenance information that is 
recorded as metadata. 

As data enters the analytic environment, its provenance record can be initialized with 
the recording of information that captures the pedigree of the data. Ultimately, the goal 
of capturing provenance is to be able to reason over the generated analytic results with 
the knowledge of the origin of the data and what steps or algorithms were used to pro-
cess the data that led to the result. Provenance information is essential to being able to 
realize the value of the analytic result. Much like scientifi c research, if results cannot be 
justifi ed and repeated, they lack credibility. When provenance information is captured 
on the way to generating analytic results as in Figure 3.3, the results can be more easily 
trusted and thereby used with confi dence.

Figure 3.2
NoSQL databases can be susceptible to network-based   attacks.
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Limited Realtime Support

Dashboards    and other applications that require streaming data and alerts often demand 
realtime or near-realtime data transmissions. Many open source Big Data solutions and 
tools are batch-oriented; however, there is a new generation of realtime capable open 
source tools that have support for streaming data analysis. Many of the realtime data 
analysis solutions that do exist are proprietary. Approaches that achieve near-realtime 
results often process transactional data as it arrives and combine it with previously 
summarized batch-processed data.

Figure 3.3
Data may also need to be annotated with source dataset attributes and processing step 
details as it passes through the data transformation    steps.
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Distinct Performance Challenges

Due to   the volumes of data that some Big Data solutions are required to process, per-
formance is often a concern. For example, large datasets coupled with complex search 
algorithms can lead to long query times. Another performance challenge is related to 
network bandwidth. With increasing data volumes, the time to transfer a unit of data 
can exceed its actual data processing time, as shown in Figure 3.4.

Distinct Governance Requirements

Big Data   solutions access data and generate data, all of which become assets of the busi-
ness. A governance framework is required to ensure that the data and the solution envi-
ronment itself are regulated, standardized and evolved in a controlled manner.

Examples of what a Big Data governance framework can encompass include:

 • standardization of how data is tagged and the metadata used for tagging

 • policies that regulate the kind of external data that may be acquired

 • policies regarding the management of data privacy and data anonymization

 • policies for the archiving of data sources and analysis results

 • policies that establish guidelines for data cleansing and   fi ltering

Distinct Methodology

A methodology    will be required to control how data fl ows into and out of Big Data 
solutions. It will need to consider how feedback loops can be established to enable the 
processed data to undergo repeated refi nement, as shown in Figure 3.5. For example, 
an iterative approach may be used to enable business personnel to provide IT person-
nel with feedback on a periodic basis. Each feedback cycle provides opportunities for 
system refi nement by modifying data preparation or data analysis steps.

Figure 3.4
Transferring 1 PB of data via 
a 1-Gigabit LAN connection 
at 80% throughput will take   
approximately 2,750 hours.
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Clouds

As mentioned   in Chapter 2, clouds provide remote environments that can host IT infra-
structure for large-scale storage and processing, among other things. Regardless of 
whether an organization is already cloud-enabled, the adoption of a Big Data environ-
ment may necessitate that some or all of that environment be hosted within a cloud. For 
example, an enterprise that runs its CRM system in a cloud decides to add a Big Data 
solution in the same cloud environment in order to run analytics on its CRM data. This 
data can then be shared with its primary Big Data environment that resides within the 
enterprise boundaries.

Common justifi cations for incorporating a cloud environment in support of a Big Data 
solution include:

 • inadequate in-house hardware resources

 • upfront capital investment for system procurement is not available

 • the project is to be isolated from the rest of the business so that existing business 
processes are not impacted

 • the Big Data initiative is a proof of concept

 • datasets that need to be processed are already cloud resident

 • the limits of available computing and storage resources used by an in-house 
Big Data solution are being   reached

Figure 3.5
Each repetition can help 
fine-tune processing steps, 
algorithms and data models 
to improve the accuracy of 
results and deliver greater 
value to the    business.
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Big Data Analytics Lifecycle

Big Data analysis    differs from traditional data analysis primarily due to the volume,
velocity and variety characteristics of the data being processes. To address the dis-
tinct requirements for performing analysis on Big Data, a step-by-step methodology is 
needed to organize the activities and tasks involved with acquiring, processing, analyz-
ing and repurposing data. The upcoming sections explore a specifi c data analytics life-
cycle that organizes and manages the tasks and activities associated with the analysis 
of Big Data. From a Big Data adoption and planning perspective, it is important that in 
addition to the lifecycle, consideration be made for issues of training, education, tooling 
and staffi ng of a data analytics team. 

The Big Data analytics lifecycle can be divided into the following nine stages, as shown 
in Figure 3.6:

 1. Business Case Evaluation

 2. Data Identifi cation

 3. Data Acquisition & Filtering

 4. Data Extraction

 5. Data Validation & Cleansing

 6. Data Aggregation & Representation

 7. Data Analysis

 8. Data Visualization

 9. Utilization of Analysis Results

Figure 3.6
The nine stages of the Big Data analytics    lifecycle.
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Business Case Evaluation

Each      Big Data analytics lifecycle must begin with a well-defi ned business case that 
presents a clear understanding of the justifi cation, motivation and goals of carrying 
out the analysis. The Business Case Evaluation stage shown in Figure 3.7 requires that 
a business case be created, assessed and approved prior to proceeding with the actual 
hands-on analysis tasks.

An evaluation of a Big Data analytics business case helps decision-makers understand 
the business resources that will need to be utilized and which business challenges the 
analysis will tackle. The further identifi cation of KPIs during this stage can help deter-
mine assessment criteria and guidance for the evaluation of the analytic results. If KPIs 

Figure 3.7
Stage 1 of the Big Data 
analytics      lifecycle.
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are not readily available, efforts should be made to make the goals of the analysis proj-
ect SMART, which stands for specifi c, measurable, attainable, relevant and timely.

Based on business requirements that are documented in the business case, it can be 
determined whether the business problems being addressed are really Big Data prob-
lems. In order to qualify as a Big Data problem, a business problem needs to be directly 
related to one or more of the Big Data characteristics of volume, velocity, or variety.

Note also that another outcome of this stage is the determination of the underlying 
budget required to carry out the analysis project. Any required purchase, such as tools, 
hardware and training, must be understood in advance so that the anticipated invest-
ment can be weighed against the expected benefi ts of achieving the goals. Initial itera-
tions of the Big Data analytics lifecycle will require more up-front investment of Big 
Data technologies, products and training compared to later iterations where these ear-
lier investments can be repeatedly      leveraged.

Data Identification

The      Data Identifi cation stage shown in  Figure 3.8 is dedicated to identifying the data-
sets required for the analysis project and their sources.

Identifying a wider variety of data sources may increase the probability of fi nding hid-
den patterns and correlations. For example, to provide insight, it can be benefi cial to 
identify as many types of related data sources as possible, especially when it is unclear 
exactly what to look for.

Depending on the business scope of the analysis project and nature of the business 
problems being addressed, the required datasets and their sources can be internal 
and/or external to the enterprise.

In the case of internal datasets, a list of available datasets from internal sources, such 
as data marts and operational systems, are typically compiled and matched against a 
pre-defi ned dataset specifi cation.

In the case of external datasets, a list of possible third-party data providers, such as data 
markets and publicly available datasets, are compiled. Some forms of external data may 
be embedded within blogs or other types of content-based web sites, in which case they 
may need to be harvested via automated      tools. 
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Data Acquisition and Filtering

During       the Data Acquisition and Filtering stage, shown in Figure 3.9, the data is gath-
ered from all of the data sources that were identifi ed during the previous stage. The 
acquired data is then subjected to automated fi ltering for the removal of corrupt data or 
data that has been deemed to have no value to the analysis objectives. 

Depending on the type of data source, data may come as a collection of fi les, such as 
data purchased from a third-party data provider, or may require API integration, such 
as with Twitter. In many cases, especially where external, unstructured data is con-
cerned, some or most of the acquired data may be irrelevant (noise) and can be dis-
carded as part of the fi ltering process. 

Figure 3.8
Data Identification is stage 2 
of the Big Data analytics      
lifecycle.
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Figure 3.9
Stage 3 of the Big Data 
analytics       lifecycle.

Data classifi ed as “corrupt” can include records with missing or nonsensical values or 
invalid data types. Data that is fi ltered out for one analysis may possibly be valuable 
for a different type of analysis. Therefore, it is advisable to store a verbatim copy of the 
original dataset before proceeding with the fi ltering. To minimize the required storage 
space, the verbatim copy can be compressed.

Both internal and external data needs to be persisted once it gets generated or enters the 
enterprise boundary. For batch analytics, this data is persisted to disk prior to analysis. 
In the case of realtime analytics, the data is analyzed fi rst and then persisted to disk. 
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As evidenced in Figure 3.10, metadata  can be added via automation to data from both 
internal and external data sources to improve the classifi cation and querying. Examples 
of appended metadata include dataset size and structure, source information, date and 
time of creation or collection and language-specifi c information. It is vital that metadata 
be machine-readable and passed forward along subsequent analysis stages. This helps 
maintain data provenance throughout the Big Data analytics lifecycle, which helps to 
establish and preserve data accuracy and quality.

Figure 3.10
Metadata is added to data from 
internal and external       sources.

Data Extraction

Some of      the data identifi ed as input for the analysis may arrive in a format incompat-
ible with the Big Data solution. The need to address disparate types of data is more 
likely with data from external sources. The Data Extraction lifecycle stage, shown in 
Figure 3.11, is dedicated to extracting disparate data and transforming it into a format 
that the underlying Big Data solution can use for the purpose of the data analysis. 

The extent of extraction and transformation required depends on the types of analyt-
ics and capabilities of the Big Data solution. For example, extracting the required fi elds 
from delimited textual data, such as with webserver log fi les, may not be necessary if 
the underlying Big Data solution can already directly process those fi les.

Similarly, extracting text for text analytics, which requires scans of whole documents,
is simplifi ed if the underlying Big Data solution can directly read the document in its 
native format.

Figure 3.12 illustrates the extraction of comments and a user ID embedded within an 
XML document without the need for further transformation.
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Figure 3.11
Stage 4 of the Big Data 
analytics      lifecycle.

Figure 3.12
Comments and user IDs are extracted from      an XML document.
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Figure 3.13 demonstrates the extraction of the latitude and longitude coordinates of a 
user from a single JSON fi eld.

Further transformation is needed in order to separate the data into two separate fi elds 
as required by the Big Data solution.

Figure 3.13
The user ID and coordinates of a user are extracted from a single      JSON field.

Data Validation and Cleansing

Invalid data       can skew and falsify analysis results. Unlike traditional enterprise data,
where the data structure is pre-defi ned and data is pre-validated, data input into Big 
Data analyses can be unstructured without any indication of validity. Its complexity can 
further make it diffi cult to arrive at a set of suitable validation constraints.

The Data Validation and Cleansing stage shown in Figure 3.14 is dedicated to establish-
ing often complex validation rules and removing any known invalid data.

Big Data solutions often receive redundant data across different datasets. This redun-
dancy can be exploited to explore interconnected datasets in order to assemble valida-
tion parameters and fi ll in missing valid data.

For example, as illustrated in Figure 3.15:

 • The fi rst value in Dataset B is validated against its corresponding value in 
Dataset A.

 • The second value in Dataset B is not validated against its corresponding value in 
Dataset A.

 • If a value is missing, it is inserted from Dataset A.
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Figure 3.14
Stage 5 of the Big Data 
analytics       lifecycle.

Figure 3.15
Data validation can be used to examine interconnected datasets in       order 
to fill in missing valid data.
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For batch analytics, data validation and cleansing can be achieved via an offl ine ETL 
operation. For realtime analytics, a more complex in-memory system is required to 
validate and cleanse the data as it arrives from the source. Provenance can play an 
important role in determining the accuracy and quality of questionable data. Data that 
appears to be invalid may still be valuable in that it may possess hidden patterns and 
trends, as shown in Figure 3.16.

Figure 3.16
The presence of invalid data is 
resulting in spikes. Although the 
data appears abnormal, it may be 
indicative of a new       pattern.

Data Aggregation and Representation

Data may       be spread across multiple datasets, requiring that datasets be joined together 
via common fi elds, for example date or ID. In other cases, the same data fi elds may 
appear in multiple datasets, such as date of birth. Either way, a method of data reconcili-
ation is required or the dataset representing the correct value needs to be determined.

The Data Aggregation and Representation stage, shown in Figure 3.17, is dedicated to 
integrating multiple datasets together to arrive at a unifi ed view.

Performing this stage can become complicated because of differences in:

 • Data Structure – Although the data format may be the same, the data model may 
be different.

 • Semantics – A value that is labeled differently in two different datasets may mean 
the same thing, for example “surname” and “last name.”

The large volumes processed by Big Data solutions can make data aggregation a time 
and effort-intensive operation. Reconciling these differences can require complex logic 
that is executed automatically without the need for human intervention. 

Future data analysis requirements need to be considered during this stage to help foster 
data reusability. Whether data aggregation is required or not, it is important to under-
stand that the same data can be stored in many different forms. One form may be better 
suited for a particular type of analysis than another. For example, data stored as a BLOB 
would be of little use if the analysis requires access to individual data fi elds.
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A data structure standardized by the Big Data solution can act as a common denomina-
tor that can be used for a range of analysis techniques and projects. This can require 
establishing a central, standard analysis repository, such as a NoSQL database, as shown 
in Figure 3.18.

Figure 3.17
Stage 6 of the Big Data 
analytics       lifecycle.

Figure 3.18
A simple example of data 
aggregation where two datasets 
are aggregated       together using 
the Id field.
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Figure 3.19 shows the same piece of data stored in two different formats. Dataset A con-
tains the desired piece of data, but it is part of a BLOB that is not readily accessible for 
querying. Dataset B contains the same piece of data organized in column-based storage,
enabling each fi eld to be queried individually.

Figure 3.19
Dataset A and B can 
be combined to create 
a standardized data 
structure       with a Big Data 
solution.

Data Analysis

The     Data Analysis stage shown in Figure 3.20 is dedicated to carrying out the actual 
analysis task, which typically involves one or more types of analytics. This stage can be 
iterative in nature, especially if the data analysis is exploratory, in which case analysis 
is repeated until the appropriate pattern or correlation is uncovered. The exploratory 
analysis approach will be explained shortly, along with confi rmatory analysis.

Depending on the type of analytic result required, this stage can be as simple as query-
ing a dataset to compute an aggregation for comparison. On the other hand, it can be 
as challenging as combining data mining and complex statistical analysis techniques 
to discover patterns and anomalies or to generate a statistical or mathematical model to 
depict relationships between variables.

Data analysis can be classifi ed as confi rmatory analysis  or exploratory analysis , the lat-
ter of which is linked to data mining, as shown in Figure 3.21.

Confi rmatory data analysis is a deductive approach where the cause of the phenom-
enon being investigated is proposed beforehand. The proposed cause or assumption 
is called a hypothesis. The data is then analyzed to prove or disprove the hypothesis 
and provide defi nitive answers to specifi c questions. Data sampling techiniques are 
typically used. Unexpected fi ndings or anomalies are usually ignored since a predeter-
mined cause was assumed. 

Exploratory data analysis is an inductive approach that is closely associated with data 
mining. No hypothesis or predetermined assumptions are generated. Instead, the data 
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Figure 3.20
Stage 7 of the Big Data 
analytics     lifecycle.

Figure 3.21
Data analysis can be carried 
out as confirmatory or 
exploratory       analysis.
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is explored through analysis to develop an understanding of the cause of the phenom-
enon. Although it may not provide defi nitive answers, this method provides a general 
direction that can facilitate the discovery of patterns or anomalies.  

Data Visualization

The      ability to analyze massive amounts of data and fi nd useful insights carries little 
value if the only ones that can interpret the results are the analysts.

The Data Visualization stage, shown in Figure 3.22, is dedicated to using data visualiza-
tion techniques and tools to graphically communicate the analysis results for effective 
interpretation by business users.

Figure 3.22
Stage 8 of the Big Data 
analytics      lifecycle.
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Business users need to be able to understand the results in order to obtain value from 
the analysis and subsequently have the ability to provide feedback, as indicated by the 
dashed line leading from stage 8 back to stage 7.

The results of completing the Data Visualization stage provide users with the ability to 
perform visual analysis, allowing for the discovery of answers to questions that users 
have not yet even formulated. Visual analysis techniques are covered later in this book.

The same results may be presented in a number of different ways, which can infl uence 
the interpretation of the results. Consequently, it is important to use the most suitable 
visualization technique by keeping the business domain in context.

Another aspect to keep in mind is that providing a method of drilling down to com-
paratively simple statistics is crucial, in order for users to understand how the rolled up 
or aggregated results were generated.

Utilization of Analysis Results

Subsequent      to analysis results being made available to business users to support 
business decision-making, such as via dashboards, there may be further opportuni-
ties to utilize the analysis results. The Utilization of Analysis Results stage, shown in 
 Figure 3.23, is dedicated to determining how and where processed analysis data can be 
further leveraged.

Depending on the nature of the analysis problems being addressed, it is possible for the 
analysis results to produce “models” that encapsulate new insights and understandings 
about the nature of the patterns and relationships that exist within the data that was 
analyzed. A model may look like a mathematical equation or a set of rules. Models can 
be used to improve business process logic and application system logic, and they can 
form the basis of a new system or software program.

Common areas that are explored during this stage include the following:

 • Input for Enterprise Systems – The data analysis results may be automatically or 
manually fed directly into enterprise systems to enhance and optimize their 
behaviors and performance. For example, an online store can be fed processed 
customer-related analysis results that may impact how it generates product recom-
mendations. New models may be used to improve the programming logic within 
existing enterprise systems or may form the basis of new systems.
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 • Business Process Optimization – The identifi ed patterns, correlations and anomalies 
discovered during the data analysis are used to refi ne business processes. An 
example is consolidating transportation routes as part of a supply chain process. 
Models may also lead to opportunities to improve business process logic.

 • Alerts – Data analysis results can be used as input for existing alerts or may form 
the basis of new alerts. For example, alerts may be created to inform users via 
email or SMS text about an event that requires them to take corrective      action.

Figure 3.23
Stage 9 of the Big Data 
analytics      lifecycle.
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CASE STUDY EXAMPLE

The   majority of ETI’s IT team is convinced that Big Data is the silver bullet that will 
address all of their current issues. However, the trained IT members point out that 
adopting Big Data is not the same as simply adopting a technology platform. Rather,
a range of factors fi rst need to be considered in order to ensure successful adoption 
of Big Data. Therefore, to ensure that the impact of business-related factors is fully 
understood, the IT team sits together with the business managers to create a feasibil-
ity report. Involving business personnel at this early stage will further help create 
an environment that reduces the gap between management’s perceived expectations 
and what IT can actually deliver.

There is a strong understanding that the adoption of Big Data is business-oriented 
and will assist ETI in reaching its goals. Big Data’s abilities to store and process large 
amounts of unstructured data and combine multiple datasets will help ETI compre-
hend risk. The company hopes that, as a result, it can minimize losses by only accept-
ing less-risky applicants as customers. Similarly, ETI predicts that the ability to look 
into the unstructured behavioral data of a customer and discover abnormal behavior 
will further help reduce loss because fraudulent claims can be rejected.

The decision to train the IT team in the fi eld of Big Data has increased ETI’s readiness 
for adopting Big Data. The team believes that it now has the basic skillset required 
for undertaking a Big Data initiative. Data identifi ed and categorized earlier puts 
the team in a strong position for deciding on the required technologies. The early 
engagement of business management has also provided insights that allow them to 
anticipate changes that may be required in the future to keep the Big Data solution 
platform in alignment with any emerging business requirements. 

At this preliminary stage, only a handful of external data   sources, such as social 
media and census data, have been identifi ed. It is agreed by the business personnel 
that a suffi cient budget will be allocated for the acquisition of data from third-party 
data providers. Regarding privacy, the business users are a bit wary that obtain-
ing additional data about customers could spark customer distrust. However, it is 
thought that an incentive-driven scheme, such as lower premiums, can be introduced 
in order to gain customers’ consent and trust. When considering issues of security,
the IT team notes that additional development efforts will be required to ensure that 
standardized, role-based access controls are in place for data held within the Big Data 
solution environment. This is especially relevant for the open-source databases that 
will hold non-relational data.
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Although the business users are excited about being able to perform deep analytics 
through the use of unstructured data, they pose a question regarding the degree to 
which can they trust the results, for the analysis involves data from third-party data 
providers. The IT team responds that a framework will be adopted for adding and 
updating metadata for each dataset that is stored and processed so that provenance 
is maintained at all times and processing results can be traced all the way back to the 
constituent data sources. 

ETI’s present goals include decreasing the time it takes to settle claims and detect 
fraudulent claims. The achievement of these goals will require a solution that pro-
vides results in a timely manner. However, it is not anticipated that realtime data 
analysis support will be required. The IT team believes that these goals can be satis-
fi ed by developing a batch-based Big Data solution that leverages open source Big 
Data technology.

ETI’s current IT infrastructure consists   of comparatively older networking standards. 
Similarly, the specifi cations of most of the servers, such as the processor speed, disk 
capacity and disk speed, dictate that they are not capable of providing optimum data 
processing performance. Hence it is agreed that the current IT infrastructure needs 
an upgrade before a Big Data solution can be designed and built.

Both the business and IT teams strongly believe that a Big Data governance frame-
work is required to not only help them standardize the usage of disparate data 
sources but also fully comply with any data privacy-related regulations. Further-
more, due to the business focus of the data analysis and to ensure that meaningful 
analysis results are generated, it is decided that an iterative data analysis approach 
that includes business personnel from the relevant department needs to be adopted. 
For example, in the “improving customer retention” scenario, the marketing and 
sales team can be included in the data analysis process right from the selection of 
datasets so that only the relevant attributes of these datasets are chosen. Later, the 
business team can provide valuable feedback in terms of interpretation and applica-
bility of the analysis results. 

With regards to cloud computing, the IT team observes that none of its systems are 
currently hosted in the cloud and that the team does not possess cloud-related skill-
sets. These facts alongside data privacy concerns lead the IT team to the decision 
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to build an on-premise Big Data solution. The group notes that they will leave the 
option of cloud-based hosting open because there is some speculation that their 
internal CRM system may be replaced with a cloud-hosted, software-as-a-service 
CRM solution in the   future.

Big Data Analytics Lifecycle

ETI’s     Big Data journey has reached the stage where its IT team possesses the neces-
sary skills and the management is convinced of the potential benefi ts that a Big Data 
solution can bring in support of the business goals. The CEO and the directors are 
eager to see Big Data in action. In response to this, the IT team, in partnership with 
the business personnel, take on ETI’s fi rst Big Data project. After a thorough evalu-
ation process, the “detection of fraudulent claims” objective is chosen as the fi rst Big 
Data solution. The team then follows a step-by-step approach as set forth by the Big 
Data Analytics Lifecycle in pursuit of achieving this objective.

Business Case Evaluation

Carrying   out Big Data analysis for the “detection of fraudulent claims” directly cor-
responds to a decrease in monetary loss and hence carries complete business back-
ing. Although fraud occurs across all the four business sectors of ETI, in the interest 
of keeping the analysis somewhat straightforward, the scope of Big Data analysis is 
limited to identifi cation of fraud in the building sector. 

ETI provides building and contents insurance to both domestic and commercial cus-
tomers. Although insurance fraud can both be opportunistic and organized, oppor-
tunistic fraud in the form of lying and exaggeration covers the majority of the cases. 
To measure the success of the Big Data solution     for fraud detection, one of the KPIs 
set is the reduction in fraudulent claims by 15%.

Taking their budget into account, the team decides that their largest expense will 
be in the procuring of new infrastructure that is appropriate for building a Big Data 
solution environment. They realize that they will be leveraging open source tech-
nologies to support batch processing and therefore do not believe that a large, ini-
tial up-front investment is required for tooling. However, when they consider the 
broader Big Data analytics lifecycle, the team members realize that they should bud-
get for the acquisition of additional data quality and cleansing tools and newer data 
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visualization technologies. After accounting for these expenses, a cost-benefi t analy-
sis reveals that the investment in the Big Data solution can return itself several times 
over if the targeted fraud-detecting KPIs can be attained. As a result of this analysis,
the team believes that a strong business case exists for using Big Data for enhanced   
data analysis.

Data Identification

A number   of internal and external datasets are identifi ed. Internal data includes 
policy data, insurance application documents, claim data, claim adjuster notes, inci-
dent photographs, call center agent notes and emails. External data includes social 
media data (Twitter feeds), weather reports, geographical (GIS) data and census data. 
Nearly all datasets go back fi ve years in time. The claim data consists of historical 
claim data consisting of multiple fi elds where     one of the fi elds specifi es if the claim 
was fraudulent or legitimate.

Data Acquisition and Filtering 

The policy    data is obtained from the policy administration system, the claim data, 
incident photographs and claim adjuster notes are acquired from the claims manage-
ment system and the insurance application documents are obtained from the docu-
ment management system. The claim adjuster notes are currently embedded within 
the claim data. Hence a separate process is used to extract them. Call center agent 
notes and emails are obtained from the CRM system. 

The rest of the datasets are acquired from third-party data providers. A compressed 
copy of the original version of all of the datasets is stored on-disk. From a provenance 
perspective, the following metadata is tracked to capture the pedigree of each data-
set: dataset’s name, source, size, format, checksum, acquired date and number of 
records. A quick check of the data qualities of Twitter feeds and weather reports sug-
gests that around four to fi ve percent of their records are corrupt. Consequently, two 
batch data fi ltering jobs are established to remove the corrupt    records.

Data Extraction 

The IT team   observes that some of the datasets will need to be pre-processed in order 
to extract the required fi elds. For example, the tweets dataset is in JSON format. In 
order to be able to analyze the tweets, the user id, timestamp and the tweet text need 
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to be extracted and converted to tabular form. Further, the weather dataset arrives 
in a hierarchical format (XML), and fi elds such as timestamp, temperature forecast, wind 
speed forecast,     wind direction forecast, snow forecast and fl ood forecast are also extracted 
and saved in a tabular form.

Data Validation and Cleansing

To keep    costs down, ETI is currently using free versions of the weather and the cen-
sus datasets that are not guaranteed to be 100% accurate. As a result, these datasets 
need to be validated and cleansed. Based on the published fi eld information, the 
team is able to check the extracted fi elds for typographical errors and any incorrect 
data as well as data type and range validation. A rule is established that a record 
will not be removed if it contains some meaningful level of information even though 
some of its fi elds may contain invalid data.

Data Aggregation and Representation

For meaningful    analysis of data, it is decided to join together policy data, claim data 
and call center agent notes in a single dataset that is tabular in nature where each 
fi eld can be referenced via a data query. It is thought that this will not only help with 
the current data analysis task of detecting fraudulent claims but will also help with 
other data analysis tasks, such as risk evaluation and speedy settlement of claims. 
The resulting dataset is stored in a NoSQL database.

Data Analysis

The IT team  involves the data analysts at this stage as it does not have the right skill-
set for analyzing data in support of detecting fraudulent claims. In order to be able 
to detect fraudulent transactions, fi rst the nature of fraudulent claims needs to be 
analyzed in order to fi nd which characteristics differentiate a fraudulent claim from 
a legitimate claim. For this, the exploratory data analysis approach is taken. As part of 
this analysis, a range of     analysis techniques are applied, some of which are discussed 
in Chapter 8. This stage is repeated a number of times as the results generated after 
the fi rst pass are not conclusive enough to comprehend what makes a fraudulent 
claim different from a legitimate claim. As part of this exercise, attributes that are 
less indicative of a fraudulent claim are dropped while attributes that carry a direct 
relationship are kept or added. 
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Data Visualization

The team   has discovered some interesting fi ndings and now needs to convey the 
results to the actuaries, underwriters and claim adjusters. Different visualization 
methods are used including bar and line graphs and scatter plots. Scatter plots are 
used to analyze groups of fraudulent and legitimate claims in the light of different 
factors, such as customer age, age of policy, number of claims made and value of claim.

Utilization of Analysis Results

Based on   the data analysis results, the underwriting and the claims settlement users 
have now developed an understanding of the nature of fraudulent claims. However, 
in order to realize tangible benefi ts from this data analysis exercise, a model based 
on a machine-learning technique is generated, which is then incorporated into the 
existing claim processing system to fl ag fraudulent claims. The involved machine 
learning technique will be discussed     in Chapter 8.
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processing), 140

MapReduce, 142-143
SCV (speed consistency 

volume) principle, 137-142
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divide-and-conquer principle, 
134-135

example, 133
map stage, 127
partition stage, 129-130
realtime processing, 142-143
reduce stage, 131-132
shuffl e and sort stage, 130-131
terminology, 126

map stage (MapReduce), 127
map tasks (MapReduce), 126
marketplace dynamics, as 

business motivation for Big 
Data, 30-32

master-slave replication, 98-100
combining with sharding, 104

mechanistic management view, 
organic management view 
versus, 30

memory. See in-memory storage 
devices

metadata
case study, 27
in Data Acquisition and 

Filtering stage (Big Data 
analytics lifecycle), 60

defi ned, 20
methodologies for feedback 

loops, 53-54

N
natural language 

processing, 195
network graphs, 201-202
NewSQL, 163
nodes (in graph NoSQL 

storage), 161-162
noise, defi ned, 16
non-linear regression, 188
NoSQL, 94, 152

characteristics, 152-153
rationale for, 153-154
types of devices, 154-162

column-family, 159-160
document, 157-158
graph, 160-162
key-value, 156-157

information and 
communications technology 
(ICT). See ICT (information 
and communications 
technology)

in-memory storage devices, 
163-166
IMDBs, 175-178
IMDGs, 166-175

innovation, transformation 
versus, 48

interactive mode, 137
Internet of Things (IoT), 42-43
Internet of Everything (IoE), as 

business motivation for Big 
Data, 42-43

isolation in ACID database 
design, 110-111

J-K
jobs (MapReduce), 126

key-value NoSQL storage, 
155-157

knowledge
defi ned, 31
in DIKW pyramid, 32

KPIs (key performance 
indicators)
in business architecture, 33, 78
case study, 25
defi ned, 12

L-M
latency in RDBMSs, 152
linear regression, 188

machine-generated data, 17-18
machine learning, 190

classifi cation, 190-191
clustering, 191-192
fi ltering, 193-194
outlier detection, 192-193

managerial level, 33-35, 78
MapReduce, 125-126

algorithm design, 135-137
case study, 143-144
combine stage, 127-128

G-H
Geographic Information System 

(GIS), 202
governance framework, 53
graphic data representations. 

See visual analysis 
techniques

graph NoSQL storage, 155, 
160-162

Hadoop, 122
heat maps, 198-200
horizontal scaling, 95

in-memory storage, 165
human-generated data, 17
hyper-connection as business 

motivation for Big Data, 40

I
ICT (information and 

communications technology)
as business motivation for Big 

Data, 37
affordable technology, 38-39
cloud computing, 40-42
data analytics and data 

science, 37
digitization, 38
hyper-connection, 40
social media, 39

case study, 44-45
identifi cation of data (Big Data 

analytics lifecycle), 57-58
case study, 74

IMDBs (in-memory databases), 
175-178

IMDGs (in-memory data grids), 
166-175
read-through approach, 

170-171
refresh-ahead approach, 

172-174
write-behind approach, 

172-173
write-through approach, 

170-171
information

defi ned, 31
in DIKW pyramid, 32
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realtime mode, 137
case study, 144
CEP (complex event 

processing), 141
data analysis and, 182-183
ESP (event stream 

processing), 140
MapReduce, 142-143
SCV (speed consistency 

volume) principle, 137-142
realtime support in data 

analysis, 52
reconciling data (Big Data 

analytics lifecycle), 64-66
case study, 75

reduce stage (MapReduce),
131-132

reduce tasks (MapReduce), 126
redundancy in clusters, 125
refresh-ahead approach 

(IMDGs), 172-174
regression, 188-190

case study, 204
correlation versus, 189-190

relational database 
management systems 
(RDMBSs), 149-152

replication, 97
combining with sharding, 103

master-slave replication, 104
peer-to-peer replication, 105

master-slave, 98-100
peer-to-peer, 100-102

results of analysis, utilizing 
(Big Data analytics lifecycle), 
69-70
case study, 76

roll-up in data visualization 
tools, 86

S
schemas in RDBMSs, 152
SCV (speed consistency 

volume) principle, 137-142
security concerns, addressing, 

50-51
semantic analysis techniques

natural language 
processing, 195

sentiment analysis, 197
text analytics, 196-197

case study, 73-76
Data Acquisition and Filtering 

stage, 58-60
Data Aggregation and 

Representation stage, 64-66
Data Analysis stage, 66-67
Data Extraction stage, 60-62
Data Identifi cation stage, 

57-58
Data Validation and Cleansing 

stage, 62-64
Data Visualization stage, 68
Utilization of Analysis Results 

stage, 69-70
case study, 71-73
cloud computing, 54
data procurement, cost of, 49
feedback loop methodology, 

53-54
governance framework, 53
organization prerequisites, 49
performance, 53
privacy concerns, 49-50
provenance, 51-52
realtime support in data 

analysis, 52
security concerns, 50-51

predictive analytics
case study, 25
defi ned, 10-11

prerequisites for Big Data 
adoption, 49

prescriptive analytics
case study, 25
defi ned, 11-12

privacy concerns, addressing, 
49-50

processing. See data processing
procurement of data, cost of, 49
provenance, tracking, 51-52

Q-R
qualitative analysis, 184
quantitative analysis, 183

RDMBSs (relational database 
management systems), 
149-152

read-through approach 
(IMDGs), 170-171

O
offl ine processing. See batch 

processing
OLAP (online analytical 

processing), 79
OLTP (online transaction 

processing), 78
on-disk storage devices, 147

databases
NewSQL, 163
NoSQL, 152-162
RDBMSs, 149-152

distributed fi le systems, 
147-148

online analytical processing 
(OLAP), 79

online processing, 123-124
online transaction processing 

(OLTP), 78
operational level of business, 

33-35, 78
optimistic concurrency, 101
organic management view, 

mechanistic management 
view versus, 30

organization prerequisites for 
Big Data adoption, 49

outlier detection, 192-193

P
parallel data processing, 

120-121
partition stage (MapReduce), 

129-130
partition tolerance in CAP 

theorem, 106
peer-to-peer replication, 100-102

combining with sharding, 105
performance

considerations, 53
KPIs. See KPIs (key 

performance indicators)
sharding and, 96

Performance Indicators (PIs) in 
business architecture, 33

pessimistic concurrency, 101
planning considerations, 48

Big Data analytics lifecycle, 55
Business Case Evaluation 

stage, 56-57
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velocity
case study, 26
defi ned, 14-15
in-memory storage, 165
in NoSQL, 154
realtime mode, 137

veracity
case study, 26
defi ned, 16

vertical scaling, 149
virtuous cycles in business 

architecture, 35
visual analysis techniques, 198

heat maps, 198-200
network graphs, 201-202
spatial data mapping, 202-204
time series plots, 200-201

visualization of data (Big Data 
analytics lifecycle), 68
in Big Data BI, 84-86
case study, 76

volume
case study, 26
defi ned, 14
in NoSQL, 154
in SCV principle, 138

W-X-Y-Z
what-if analysis in data 

visualization tools, 86
wisdom in DIKW pyramid, 32
Working Knowledge (Davenport 

and Prusak), 31
workloads (data 

processing), 122
batch processing, 123-125

with MapReduce, 125-137
case study, 143
transactional processing, 

123-124
write-behind approach 

(IMDGs), 172-173
write-through approach 

(IMDGs), 170-171

sharding, 95-96
combining with replication, 

103-105
strategic level of business, 

33-35, 78
stream processing. See realtime 

mode
structured data

case study, 27
defi ned, 18

supervised machine learning, 
190-191

T
tactical level of business, 

33-35, 78
task parallelism, 134
text analytics, 196-197
time series plots, 200-201

case study, 205
traditional BI (Business 

Intelligence), 82
ad-hoc reporting, 82
dashboards, 82-83

transactional processing, 
123-124

transformation, innovation 
versus, 48

U-V
unstructured data

case study, 27
defi ned, 19

unsupervised machine 
learning, 191-192

Utilization of Analysis Results 
stage (Big Data analytics 
lifecycle), 69-70
case study, 76

validation of data (Big Data 
analytics lifecycle), 62-64
case study, 75

value
case study, 27
defi ned, 16-17

variety
case study, 26
defi ned, 15
in NoSQL, 154

semi-structured data
case study, 27
defi ned, 19-20

sentiment analysis, 197
sharding, 95-96

combining with 
replication, 103
master-slave replication, 104
peer-to-peer replication, 105

in RDBMSs, 150-151
shuffl e and sort stage 

(MapReduce), 130-131
signal-to-noise ratio, defi ned, 16
signals, defi ned, 16
social media, as business 

motivation for Big Data, 39
soft state in BASE database 

design, 114-115
spatial data mapping, 202-204
speed in SCV principle, 137
split testing, 185-186
statistical analysis, 184

A/B testing, 185-186
computational analysis versus, 

182-183
correlation, 186-188
regression, 188-190

storage devices, 146
case study, 179
in-memory storage, 163-166

IMDBs, 175-178
IMDGs, 166-175

on-disk storage, 147
databases, 149-163
distributed fi le systems, 

147-148
storage technologies

ACID database design, 108-112
BASE database design, 113-116
CAP theorem, 106-108
case study, 117-118
clusters, 93
distributed fi le systems, 93-94
fi le systems, 93
NoSQL databases, 94
replication, 97

combining with sharding, 
103-105

master-slave, 98-100
peer-to-peer, 100-102
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