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2.14.4. Real Jordan normal form. If a real matrix has multiple complex
eigenvalues and is defective, then its Jordan form can be replaced with an
upper block diagonal matrix in a way similar to the diagonal case illus-
trated in §2.13.2, by replacing the generalized eigenvectors with their real
and imaginary parts.

For example, a real matrix which can be brought to the complex Jordan
normal form 2

664

↵+ i� 1 0 0
0 ↵+ i� 0 0
0 0 ↵� i� 1
0 0 0 ↵� i�

3

775

can be conjugated (by a real matrix) to the real matrix
2

664

↵ � 1 0
�� ↵ 0 1
0 0 ↵ �
0 0 �� ↵

3

775

2.15. Block matrices.

2.15.1. Multiplication of block matrices. It is sometimes convenient to work
with matrices split in blocks. We have already used this when we wrote

M [v1, . . . ,vn

] = [Mv1, . . . ,Mv
n

]

More generally, if we have two matrices M, P with dimensions that allow
for multiplication (i.e. the number of columns of M equals the number of
rows of P ) and they are split into blocks:

M =

2

4
M11 | M12

��� � ���

M21 | M22

3

5 , P =

2

4
P11 | P12

��� � ���

P21 | P22

3

5

then

MP =

2

4
M11P11 +M12P21 | M11P12 +M12P22

������ � ������

M21P11 +M22P21 | M21P12 +M22P22

3

5

if the number of columns of M11 equals the number of rows of P11.
Exercise. Prove that the block multiplication formula is correct.

More generally, one may split the matrices M and P into many blocks, so
that the number of block-columns of M equal the number of block-rows of
P and so that all products M

jk

P
kl

make sense. Then MP can be calculated
using blocks by a formula similar to that using matrix elements.

In particular, if M,P are block diagonal matrices, having the blocks M
jj

,
P
jj

on the diagonal, then MP is a block diagonal matrix, having the blocks
M

jj

P
jj

along the diagonal.
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For example, if M is a matrix in Jordan normal form, then it is block
diagonal, with Jordan blocks M

jj

along the diagonal. Then the matrix
M2 is block diagonal, having M2

jj

along the diagonal, and all powers Mk

are block diagonal, having Mk

jj

along the diagonal. Furthermore, any linear

combination of these powers of M , say c1M+c2M
2 is block diagonal, having

the corresponding c1Mjj

+ c2M
2
jj

along the diagonal.

2.15.2. Determinant of block matrices.

Proposition 17. Let M be a square matrix, having a triangular block form:

M =


A B
0 D

�
or M =


A 0
C D

�

where A and D are square matrices, say A is k ⇥ k and D is l ⇥ l.
Then detM = detA detD.
Moreover, if a1, . . . , a

k

are the eigenvalues of A, and d1, . . . , d
l

are the
eigenvalues of D, then the eigenvalues of M are a1, . . . , a

k

, d1, . . . , d
l

.

The proof is left to the reader as an exercise.2

For a more general 2⇥ 2 block matrix, with D invertible3

M =


A B
C D

�

the identity


A B
C D

� 
I 0

�D�1C I

�
=


A�BD�1C B

0 D

�

together with Proposition 17 implies that

det


A B
C D

�
= det(A�BD�1C) detD

which, of course, equals det(AD �BD�1CD).
For larger number of blocks, there are more complicated formulas.

2Hint: bring A, D to Jordan normal form, then M to an upper triangular form.
3References: J.R. Silvester, Determinants of block matrices, Math. Gaz., 84(501)

(2000), pp. 460-467, and P.D. Powell, Calculating Determinants of Block Matrices,
http://arxiv.org/pdf/1112.4379v1.pdf
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3. Solutions of linear differential equations with constant

coefficients

In §1.2 we saw an example which motivated the notions of eigenvalues
and eigenvectors. General linear first order systems of di↵erential equations
with constant coe�cients can be solved in a quite similar way. Consider

(32)
du

dt
= Mu

where M is an m⇥m constant matrix and u in an m-dimensional vector.
As in §1.2, it is easy to check that u(t) = e�tv is a solution of (32) if �

is an eigenvalue of M , and v is a corresponding eigenvector. The goal is
to find the solution to any initial value problem: find the solution of (32)
satisfying

(33) u(0) = u0

for any given vector u0.

3.1. The case when M is diagonalizable. Assume that M has m inde-
pendent eigenvectors v1, . . . ,vm

, corresponding to the eigenvalues �1, . . . ,�m

.
Then (32) has the solutions u

j

(t) = e�jtv
j

for each j = 1, . . . ,m.
These solutions are linearly independent. Indeed, assume that for some

constants c1, . . . , cm we have c1u1(t) + . . . + c
m

u
m

(t) = 0 for all t. Then,
in particular, for t = 0 it follows that c1v1 + . . .+ c

m

v
m

= 0 which implies
that all c

j

are zero (since v1, . . . ,vm

were assumed independent).

3.1.1. Fundamental matrix solution. Since equation (32) is linear, then any
linear combination of solutions is again a solution:

(34) u(t) = a1u1(t) + . . .+ a
m

u
m

(t)

= a1e
�1tv1 + . . .+ a

m

e�mtv
m

, a
j

arbitrary constants

The matrix

(35) U(t) = [u1(t), . . . ,um

(t)]

is called a fundamental matrix solution. Formula (34) can be written
more compactly as

(36) u(t) = U(t)a, where a = (a1, . . . , am)T

The initial condition (33) determines the constants a, since (33) implies
U(0)a = u0. Noting that U(0) = [v1, . . . ,vm

] = S therefore a = S�1u0 and
the initial value problem (32), (33) has the solution

u(t) = U(t)S�1u0

General results in the theory of di↵erential equations (on existence and
uniqueness of solutions to initial value problems) show that this is only
one solution.

In conclusion:
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Proposition 18. If the m⇥m constant matrix M has has m independent
eigenvectors v1, . . . ,vm

, corresponding to the eigenvalues �1, . . . ,�m

, then
equation (32) has m linearly independent solutions u

j

(t) = e�jtv
j

, j =
1, . . . ,m and any solution of (32) is a linear combination of them.

Example. Solve the initial value problem

(37)
dx

dt

= x� 2y, x(0) = ↵
dy

dt

= �2x+ y, y(0) = �

Denoting u = (x, y)T , problem (37) is

(38)
du

dt
= Mu, where M =

"
1 �2

�2 1

#
, with u(0) =


↵
�

�

Calculating the eigenvalues of M , we obtain �1 = �1, �2 = 3, and corre-
sponding eigenvectors v1 = (1, 1)T , v2 = (�1, 1)T . There are two indepen-
dent solutions of the di↵erential system:

u1(t) = e�t


1
1

�
, u2(t) = e3t


�1
1

�

and a fundamental matrix solution is

(39) U(t) = [u1(t),u2(t)] =

"
e�t

�e3t

e�t e3t

#

The general solution is a linear combination of the two independent solutions

u(t) = a1e
�t


1
1

�
+ a2e

3t


�1
1

�
= U(t)


a1
a2

�

This solution satisfies the initial condition if

a1


1
1

�
+ a2


�1
1

�
=


↵
�

�

which is solved for a1, a2: from"
1 �1

1 1

# 
a1
a2

�
=


↵
�

�

it follows that

a1
a2

�
=

"
1 �1

1 1

#�1 
↵
�

�
=

"
1
2

1
2

�

1
2

1
2

# 
↵
�

�
=


↵+�

2
�↵+�

2

�

therefore

(40) u(t) = ↵+�

2 e�t


1
1

�
+ �↵+�

2 e3t

�1
1

�

so
x(t) = ↵+�

2 e�t

�

�↵+�

2 e3t

y(t) = ↵+�

2 e�t + �↵+�

2 e3t
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3.1.2. The matrix eMt. It is often preferable to work with a matrix of in-
dependent solutions U(t) rather than with a set of independent solutions.
Note that the m⇥m matrix U(t) satisfies

(41)
d

dt
U(t) = M U(t)

In dimension one this equation reads du

dt

= �u having its general solution
u(t) = Ce�t. Let us check this fact based on the fact that the exponential
is the sum of its Taylor series:

ex = 1 +
1

1!
x+

1

2!
x2 + . . .+

1

n!
xn + . . . =

1X

n=0

1

n!
xn

where the series converges for all x 2 C. Then

e�t = 1 +
1

1!
�t+

1

2!
�2t2 + . . .+

1

n!
�nxn + . . . =

1X

n=0

1

n!
�ntn

and the series can be di↵erentiated term-by-term, giving

d

dt
e�t =

d

dt

1X

n=0

1

n!
�ntn =

1X

n=0

1

n!
�n

d

dt
tn =

1X

n=1

1

(n� 1)!
�ntn�1 = �e�t

Perhaps one can define, similarly, the exponential of a matrix and obtain
solutions to (41)?

For any square matrix M , one can define polynomials, as in (10), and it
is natural to define

(42) etM = 1 +
1

1!
tM +

1

2!
t2M2 + . . .+

1

n!
tnMn + . . . =

1X

n=0

1

n!
tnMn

provided that the series converges. If, furthermore, the series can di↵erenti-
ated term by term, then this matrix is a solution of (41) since
(43)

d

dt
etM =

d

dt

1X

n=0

1

n!
tnMn =

1X

n=0

1

n!

d

dt
tnMn =

1X

n=1

n

n!
tn�1Mn = MetM

Convergence and term-by-term di↵erentiation can be justified by diago-
nalizing M .

Let v1, . . . ,vm

be independent eigenvectors corresponding to the eigen-
values �1, . . . ,�m

of M , let S = [v1, . . . ,vm

]. Then M = S⇤S�1 with ⇤ the
diagonal matrix with entries �1, . . . ,�m

.
Note that

M2 =
�
S⇤S�1

�2
= S⇤S�1S⇤S�1 = S⇤2S�1

then
M3 = M2M =

�
S⇤2S�1

� �
S⇤S�1

�
= S⇤3S�1

and so on; for any power
Mn = S⇤nS�1
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Then the series (42) is

(44) etM =
1X

n=0

1

n!
tnMn =

1X

n=0

1

n!
tnS⇤nS�1 = S

 1X

n=0

1

n!
tn⇤n

!
S�1

For

(45) ⇤ =

2

6664

�1 0 . . . 0
0 �2 . . . 0
...

...
...

0 0 . . . �
m

3

7775

it is easy to see that

(46) ⇤n =

2

6664

�n

1 0 . . . 0
0 �n

2 . . . 0
...

...
...

0 0 . . . �n

m

3

7775
for n = 1, 2, 3 . . .

therefore

(47)
1X

n=1

1

n!
tn⇤n =

2

6664

P1
n=1

1
n! t

n�n

1 0 . . . 0
0

P1
n=1

1
n! t

n�n

2 . . . 0
...

...
...

0 0 . . .
P1

n=1
1
n! t

n�n

m

3

7775

(48) =

2

6664

et�1 0 . . . 0
0 et�2 . . . 0
...

...
...

0 0 . . . et�m

3

7775
= et⇤

and (44) becomes

(49) etM = Set⇤S�1

which shows that the series defining the matrix etM converges and can be
di↵erentiated term-by-term (since these are true for each of the series in
(47)). Therefore etM is a solution of the di↵erential equation (41).

Multiplying by an arbitrary constant vector b we obtain vector solutions
of (32) as

(50) u(t) = etMb, with b an arbitrary constant vector

Noting that u(0) = b it follows that the solution of the initial value problem
(32), (33) is

u(t) = etMu0

Note: the fundamental matrix U(t) in (35) is linked to the fundamental
matrix etM by

(51) U(t) = Set⇤ = etMS
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Example. For the example (38) we have

S =

"
1 �1

1 1

#
, ⇤ =

"
�1 0

0 3

#
, et⇤ =

"
e�t 0

0 e3t

#

and

u1(t) = e�t


1
1

�
, u2(t) = e3t


�1
1

�

The fundamental matrix U(t) is given by (39).
Using (49)

etM = Set⇤S�1 =

"
1
2 e

�t + 1
2 e

3 t 1
2 e

�t

�

1
2 e

3 t

1
2 e

�t

�

1
2 e

3 t 1
2 e

�t + 1
2 e

3 t

#

and the solution to the initial value problem is

etM

↵
�

�
=

" �
1
2 e

�t + 1
2 e

3 t
�
↵+

�
1
2 e

�t

�

1
2 e

3 t
�
�

�
1
2 e

�t

�

1
2 e

3 t
�
↵+

�
1
2 e

�t + 1
2 e

3 t
�
�

#

which, of course, is the same as (40).

3.2. Non-diagonalizable matrix. The exponential etM is defined simi-
larly, only a Jordan normal form must be used instead of a diagonal form:
writing S�1MS = J where S is a matrix formed of generalized eigenvectors
of M , and J is a Jordan normal form, then

(52) etM = SetJS�1

It only remains to check that the series defining the exponential of a Jordan
form converges, and that it can be di↵erentiated term by term.

Also to de determined are m linearly independent solutions, since if M is
not diagonalizable, then there are fewer than m independent eigenvectors,
hence fewer than m independent solutions of pure exponential type. This
can be done using the analogue of (51), namely by considering the matrix

(53) U(t) = SetJ = etMS

The columns of the matrix (53) are linearly independent solutions, and we
will see that among them are the purely exponential ones coming from the
eigenvectors of M .

Since J is block diagonal (with Jordan blocks along its diagonal), then its
exponential will be block diagonal as well, with exponentials of each Jordan
block (see §2.15.1 for multiplication of block matrices).

3.2.1. Example: 2⇥ 2 blocks: for

(54) J =

"
� 1

0 �

#
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direct calculations give

(55) J2 =

"
�2 2�

0 �2

#
, J3 =

"
�3 3�2

0 �3

#
, . . . , Jk =

"
�k k �k�1

0 �k

#
, . . .

and then

(56) etJ =
1X

k=0

1

k!
tkJk =

"
et� tet�

0 et�

#

For the equation (32) with the matrix M is similar to a 2 ⇥ 2 Jordan
block: S�1MS = J with J as in (54), and S = [x1,x2] a fundamental
matrix solution is U(t) = SetJ = [et�x1, e

t�(tx1 + x2)] whose columns are
two linearly independent solutions

(57) u1(t) = et�x1, u2(t) = et�(tx1 + x2)

and any linear combination is a solution:

(58) u(t) = a1e
t�x1 + a2e

t�(tx1 + x2)

Example. Solve the initial value problem

(59)
dx

dt

= (1 + a)x� y, x(0) = ↵
dy

dt

= x+ (a� 1)y, y(0) = �

Denoting u = (x, y)T , the di↵erential system (37) is du
dt

= Mu with M given
by (28), matrix for which we found that it has a double eigenvalue a and
only one independent eigenvector x1 = (1, 1)T .

Solution 1. For this matrix we already found an independent generalized
eigenvector x2 = (1, 0)T , so we can use formula (58) to write down the
general solution of (59).

Solution 2. We know one independent solution to the di↵erential system,
namely u1(t) = eatx1. We look for a second independent solution as the
same exponential multiplying a polynomial in t, of degree 1: substituting
u(t) = eat(tb + c) in du

dt

= Mu we obtain that a(tb + c) + b = M(tb + c)
holds for all t, therefore Mb = ab and (M � aI)c = b which means that b
is an eigenvector of M (or b = 0), and c is a generalized eigenvector. We
have re-obtained the formula (57).

By either method it is found that a fundamental matrix solution is

U(t) = [u1(t),u2(t)] = eat

1 t+ 1
1 t

�

and the general solution has the form u(t) = U(t)c for an arbitrary constant
vector c. We now determine c so that u(0) = (↵,�)T , so we solve


1 1
1 0

�
c =


↵
�

�
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which gives

c =


1 1
1 0

��1 
↵
�

�
=

"
0 1

1 �1

# 
↵
�

�
=

"
�

↵� �

#

and the solution to the initial value problem is

u(t) = eat

1 t+ 1
1 t

� "
�

↵� �

#
= eat

"
t (↵� �) + ↵

� + t (↵� �)

#

or

x(t) = eat (t (↵� �) + ↵) , y(t) = eat (t (↵� �) + �)

3.2.2. Example: 3⇥ 3 blocks: for

(60) J =

2

664

� 1 0

0 � 1

0 0 �

3

775

direct calculations give

J2 =

2

64
�2 2� 1

0 �2 2�

0 0 �2

3

75 , J3 =

2

64
�3 3�2 3�

0 �3 3�2

0 0 �3

3

75 , J4 =

2

64
�4 4�3 6�2

0 �4 4�3

0 0 �4

3

75

Higher powers can be calculated by induction; it is clear that

(61) Jk =

2

664

�k k�k�1 k(k�1)
2 �k�2

0 �k k�k�1

0 0 �k

3

775

Then

(62) etJ =
1X

k=0

1

k!
tkJk =

2

664

et� tet� 1
2 t

2et�

0 et� tet�

0 0 et�

3

775

For M = SJS�1 with J as in (60) and S = [x1,x2,x3], a fundamental
matrix solution for (32) is

SetJ = [x1e
�t, (tx1 + x2)e

�t, (
1

2
t2x1 + tx2 + x3)e

�t]



EIGENVALUES AND EIGENVECTORS 29

3.2.3. In general, if an eigenvalue � has multiplicity r, but there are only
k < r independent eigenvectors v1, . . . ,v

k

then, besides the k independent
solutions e�tv1, . . . , e

�tv
k

there are other r� k independent solutions in the
form e�tp(t) with p(t) polynomials in t of degree at most r� k, with vector
coe�cients (which turn out to be generalized eigenvectors of M).

Then the solution of the initial value problem (32), (33) is

u(t) = etMu0

Combined with the results of uniqueness of the solution of the initial value
problem (known from the general theory of ordinary di↵erential equations)
it follows that:

Theorem 19. Any linear di↵erential equation u0 = Mu where M is an m⇥

m constant matrix, and u is an m-dimensional vector valued function has
m linearly independent solutions, and any solution is a linear combination
of these. In other words, the solutions of the equation forms a linear space
of dimension m.

3.3. Fundamental facts on linear di↵erential systems.

Theorem 20. Let M be an n⇥ n matrix (diagonalizable or not).
(i) The matrix di↵erential problem

(63)
d

dt
U(t) = M U(t), U(0) = U0

has a unique solution, namely U(t) = eMtU0.
(ii) Let W (t) = detU(t). Then

(64) W 0(t) = TrM W (t)

therefore

(65) W (t) = W (0) etTrM

(iii) If U0 is an invertible matrix, then the matrix U(t) is invertible for
all t, and the columns of U(t) form an independent set of solutions of the
system

(66)
du

dt
= Mu

(iv) Let u1(t), . . . ,un

(t) be solutions of the system (66). If the vectors
u1(t), . . . ,un

(t) are linearly independent at some t then they are linearly
independent at any t.

Proof.
(i) Clearly U(t) = eMtU0 is a solution, and it is unique by the general

theory of di↵erential equations: (63) is a linear system of n2 di↵erential
equation in n2 unknowns.

(ii) Using (52) it follows that

W (t) = detU(t) = det(SetJS�1U0) = det etJ detU0 = et
Pn

j=1 �j detU0
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= etTrM detU0 = etTrMW (0)

which is (65), implying (64).
(iii), (iv) are immediate consequences of (65). 2


