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Open Domain NER with Distant Supervision
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* At the t-th iteration
» Select a set of high confidence tokens from the m-th sentence by
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Experiment: Main Result

Table 2: Main Results on Testing Set: F; Score (Precision/Recall) (in %)

Method CoNLL03 Tweet OntoNote5.0 Webpage Wikigold
Entity Types 4 10 18 4 4
KB Matching  71.40(81.13/63.75) 35.83(40.34/32.22) 59.51(63.86/55.71) 52.45(62.59/45.14) 47.76(47.90/47.63)

Fully-Supervised (Our implementation)

RoBERTa 90.11(89.14/91.10)
BiLSTM-CRF  91.21(91.35/91.06)

52.19(51.76/52.63)
52.18(60.01/46.16)

86.20(84.59/87.88)
86.17(85.99/86.36)

72.39(66.29/79.73)
52.34(50.07/54.76)

86.43(85.33/87.56)
54.90(55.40/54.30)

Baseline (Our implementation)

BiLSTM-CRF  59.50(75.50/49.10)
AutoNER 67.00(75.21/60.40)
LRNT 69.74(79.91/61.87)

21.77(46.91/14.18)
26.10(43.26/18.69)
23.84(46.94/15.98)

66.41(68.44/64.50)
67.18(64.63/69.95)
67.69(67.36/68.02)

43.34(58.05/34.59)
51.39(48.82/54.23)
47.74(46.70/48.83)

42.92(47.55/39.11)
47.54(43.54/52.35)
46.21(45.60/46.84)

Other Baseline (Reported Results)
KALM T 76.00( — / — )
ConNET ° 75.57(84.11/68.61)

Our BOND Framework
Stage I 75.61(83.76/68.90)
BOND 81.48(82.05/80.92)

46.61(53.11/41.52)
48.01(53.16/43.76)

68.11(66.71/69.56)
68.35(67.14/69.61)

59.11(60.14/58.11)
65.74(67.37/64.19)

51.55(49.17/54.50)
60.07(53.44/68.58)
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52.19(51.76/52.63)
52.18(60.01/46.16)

86.20(84.59/87.88)
86.17(85.99/86.36)

72.39(66.29/79.73)
52.34(50.07/54.76)

86.43(85.33/87.56)
54.90(55.40/54.30)

Baseline (Our implementation)

BiLSTM-CRF  59.50(75.50/49.10)
AutoNER 67.00(75.21/60.40)
LRNT 69.74(79.91/61.87)

21.77(46.91/14.18)
26.10(43.26/18.69)
23.84(46.94/15.98)

66.41(68.44/64.50)
67.18(64.63/69.95)
67.69(67.36/68.02)

43.34(58.05/34.59)
51.39(48.82/54.23)
47.74(46.70/48.83)

42.92(47.55/39.11)
47.54(43.54/52.35)
46.21(45.60/46.84)

Other Baseline (Reported Results)
KALM T 76.00( — / — )
ConNET ° 75.57(84.11/68.61)

Our BOND Framework

Stage I 75.61(83.76/68.90)
BOND 81.48(82.05/80.92)

46.61(53.11/41.52)
48.01(53.16/43.76)

68.11(66.71/69.56)
68.35(67.14/69.61)

59.11(60.14/58.11)
65.74(67.37/64.19)

51.55(49.17/54.50)
60.07(53.44/68.58)



Experiment: Ablation

Table 3: Ablation Study: F; Score (Precision/Recall) (in %)

Method CoNLLO03 Wikigold
Stage I
Stage I 75.61(83.76/68.90) 51.55(49.17/54.50)

Stage [ w/o pre-train 36.66(37.49/35.75) 18.31(18.14/18.50)
Stage I w/o early stop 72.11(81.65/64.57) 49.68(48.67/50.74)

Stage I w/ MT 76.30(82.92/70.67) 46.68(49.82/43.91)
Stage I w/ VAT 76.38(82.58/71.04) 47.54(50.02/45.30)
Stage I + Stage II

BOND ' 77.28(83.42/71.98) 56.90(54.32/59.74)
BOND w/ soft 80.18(81.56/78.84) 58.64(58.29/65.79)
BOND w/ soft+high conf 81.48(82.05/80.92) 60.07(53.44/68.58)
BOND w/ reinit 78.17(85.05/72.31) 58.55(55.31/62.19)
BOND w/ soft+reinit 76.92(83.39/71.38) 54.09(50.72/57.94)
BOND w/ MT 77.16(82.79/72.25) 57.93(55.66/60.39)

BOND w/ VAT 77.64(85.62/70.69) 57.39(55.05/59.41)
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Figure 6: Learning Curves of BOND, BOND (w/ reinit), BOND (w/ soft) and BOND (w/ soft + reinit)



Experiment: Parameter Study
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Figure 7: Parameter Study using CoNLLO03: F;, Precision, Recall on Testing Set (in %)



Experiment: Error Analysis
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Figure 8: Recall of Knowledge Base Matching and different stages of BOND.
The horizontal axis denotes the true entity type.
The segments in a bar denote the portions of the entities being classified into different entity types.
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