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Topics

• What is ASG-PERFMAN and Who Uses It?

• Capacity planning challenges – past and present

• What is Capacity Management

• A new use case for capacity planning in a large virtualized environment

• Distributed environment

• Mainframe environment

• How ASG PERFMAN 2020 can help
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According to ITIL

3

Capacity Management is a process used to manage information technology (IT). Its primary goal is to 

ensure that IT capacity meets current and future business requirements in a cost-effective manner. One 

common interpretation of Capacity Management is described in the ITIL framework. ITIL version 3 views 

capacity management as comprising three sub-processes: business capacity management, service 

capacity management, and component capacity management (known as resource capacity management 

in ITIL version 2).

…

Capacity management is concerned with:

1. Monitoring the performance and throughput or load on a server, server farm, or property

2. Performance analysis of measurement data, including analysis of the impact of new releases on 

capacity

3. Performance tuning of activities to ensure the most efficient use of existing infrastructure

4. Understanding the demands on the Service and future plans for workload growth (or shrinkage)

5. Influences on demand for computing resources

6. Capacity planning – developing a plan for the Service

http://en.wikipedia.org/wiki/Information_technology
http://en.wikipedia.org/wiki/Information_Technology_Infrastructure_Library
http://en.wikipedia.org/wiki/Performance_analysis
http://en.wikipedia.org/wiki/Performance_tuning
http://en.wikipedia.org/wiki/Resource_(computer_science)
http://en.wikipedia.org/wiki/Capacity_planning


What is ASG-PERFMAN and Who Uses It?

ASG-PERFMAN in the real world

https://www.youtube.com/watch?v=mjN3MeBuNu0
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• Hosts about 95% of the solution

• A license file bound to this hardware determines capability.

• Installed and managed by your designated “PerfMan Admin” 

person.

• Hosts all related data.

• Detail data is accumulated and summarizations are performed.

• Hosts the web sites and web services associated with PerfMan

• There are several administrative interfaces on this system

• Additional PerfMan Analysts can be installed from this system. 

PerfMan Server



Platform Data Source Collector

z/OS (+BUA Option) SMF: 70–75, 78, DCOLLECT (30, 42) z/OS-based Programs

DB2 SMF: 100-102 z/OS-based Programs

CICS TS SMF: 110 or TMON for CICS z/OS-based Programs

Tape Libraries SMF: 94, BVIR, STK z/OS-based Programs

Windows MS Performance Library Agentless (RPC)

AIX, HP-UX, Solaris, Linux sar, iostat, vmstat, nmon, etc. SSH (shell script)

VMware VMware Infrastructure (VI) Agentless (API)

Citrix XenServer Round Robin Databases (RRD) Agentless (API)

Oracle V$ Tables & Views Agentless

Sybase ASE Mon tables Agentless (API)
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Capacity Planning Today



What is ASG-PERFMAN and How Can it Help?

ASG-PERFMAN provides superior analysis, trending, 

forecasting and modeling that allows companies to set 

realistic expectations, prevent unnecessary hardware 

purchases, maximize expensive resources, and 

communicate accurate and actionable information. 

ASG-PERFMAN gathers detailed data, which is 

summarized, analyzed, and presented in an easy-to-

understand format for analysis, trending, forecasting, and 

modeling.



Capacity planning in a large virtualized 

environment



Challenges

• Scale

• Capacity On Demand technologies

• Clustering

• Self tuning environments

• Power management

• Constantly evolving technology

• … and many more
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Scale – The marketing view



Scale – More likely



Scale – The reality



Clusters and Resource Pools



Self Tuning environment



Power Management



Constantly Evolving Technology

• Memory sharing

• Memory compression

• CPU Scheduler improvements

• Support for wide VMs (more vCPUs)

• Non-Uniform Memory Access (NUMA) support



In Search of a new approach

• Was I “over thinking it”?

• What can I see from ASG-PERFMAN











• MIPS Reduction!!

• DASD and Tape I/O

• Multiple LPARS

• CPU Utilization

• Rolling 4 Hour Average

• Modeling scenarios 

Capacity planning in a zSeries Mainframe environment



RMF/
SMF Data

ASG-PERFMAN for z/OS

• No data accumulation on z/OS platform

• Direct transfer of mainframe data via FTP

• No SAS or third-party product installed on 
the mainframe

ASG-PERFMAN 
2020 for z/OS

FTP



• PROCESSES MULTIPLE SMFIDS 

IN A SINGLE PASS

– Handle all record types

• HIGHLY EFFICIENT ASM 

PROGRAMS 100X FASTER THAN 

SAS

• MINIMAL DASD SPACE 

CONSUMPTION – PRODUCT 

FOOTPRINT ONLY

• CPU PERFORMANCE TABLE 

FOR RATINGS & 

NORMALIZATION

– Customer overrides allowed

• Automatic handling of dynamic 

capacity/configuration changes

• Proper handling of uncaptured time

• Proper handling of zIIP/zAAP/IFL specialty 

processors

• Automatic support for goal mode 

configuration information

• Turnkey operation – no “parm file” 

required



Monitored systems



Strategies for Reducing MIPS Consumption

• Determining where high MIPS consumption is occurring

– Time-frame perspective

– Workload perspective

• Forecasting areas of growing MIPS consumption.

• Determining the benefits of using less expensive (and often faster) specialty 

engines, zAAPs and zIIPs.

• Analyzing the effectiveness of defined capacity for z/OS LPARs.

• Determining the optimum settings for various LPAR controls like weights, 

capping and the number and type of logical processors.

• Analyzing delays in accessing CPU resources that may manifest 

themselves as high MIPS consumption.

• Assessing how LPARs may be moved among mainframes to balance MIPS 

consumption. 



Determining where high MIPS 

consumption is occurring
Time-Frame Perspective

• Observations:

– MIPS consumption is 

fairly constant across 

prime shift

– LPAR SYSA is the big 

consumer

– What are the workloads 

in SYSA?



Determining where high MIPS 

consumption is occurring
Workload Perspective • Observations:

– PRODBAT is the big consumer during 
prime-shift

– Now drill down into its Service Classes
• PRDB2 and SQLPROD are the big 

hitters 



Forecasting growth of MIPS Consumption

How will PRODBAT grow in the next 

two years months?

Use ASG-PERFMAN for z/OS Capacity 

Planning to project based on history data



Determining the benefits of using zAAPs and zIIPs

• All MIPS consumed by 

LPAR03 on CPU24

• Some are consumed on 

GPCPs

• Some are consumed on 

zIIPs

• zIIPs are cheaper!

• Is CPU24 taking 

advantage of zIIPs?



Determining the benefits of using zAAPs and zIIPs

A good portion of the DDFPROD workload is running on the 

cheaper zIIPs.  Is there more work that can run on zIIPs?



Is there more work that can run on zIIPs? 

• Yes, but…

• CPU24 already has 7 zIIPs

• They are only about 20-25% 

utilized (see last slide)

• This chart is a reflection of the 

z/OS “Needs Help” dispatcher.

• Sometimes knowing when you 

don’t have to buy more is useful!



Analyzing the effectiveness of defined capacity for LPARs

• Analysis

– MSU CONSUMPTION (green) often 

exceeds DEFINED CAPACITY (magenta)

– 4-HR AVG MSU CONSUMPTION (blue) 

mitigates

– When 4-HR AVG MSU CONSUMPTION 

(blue) exceeds DEFINED CAPACITY 

(magenta)

• LPAR is soft capped (red)

• Until 4-HR AVG MSU CONSUMPTION 

(blue) back under DEFINED CAPACITY 

(magenta)



Determining the optimum settings for LPAR controls

• Could LPAR03 use more logical 

processors (LPs) at 13:00?

• Use PerfMan for z/OS LPAR 

Model.

• Increase the number of LPs for 

LPAR03 from 13 to 17.

• Overall delay decreases

• LP delay decreases a lot

• CP delay increases a little



Analyzing delays in accessing CPU resources

• How much delay, and what type of delay, 

is LPAR HD03 experiencing at 13:00?

• Use PerfMan for z/OS LPAR Model.

• To get 100 ms of GPCP service, HD03 is 

delayed:

– 33.20 ms by contention for logical 

processors inside z/OS

– 19.18 ms by contention for GPCP 

processors inside PR/SM

– This is over a 50% delay that may be 

perceived as a MIPS shortage. 



Re-aligning LPARs to balance 

MIPS Consumption
Can we move LPAR17 from CPU24 to CPU21?



Shift LPAR17 from CPU24 to CPU21

using PerfMan for z/OS CPU Modeling

CPU21 gets close to 100% near midnight, but that is better 

than CPU24 getting close to 100% during prime shift (see 

last slide).
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• BUILDS MODEL OF CEC (I.E. ALL 

LPARS)

• WORKLOADS FROM PRIMARY LPAR 

REPRESENTED EXPLICITLY 

• USES ANALYTIC MODELING 

TECHNIQUES

• ALLOWS CHANGES TO:

CPU

Workload intensities

DASD I/O rates and response times

Other LPARs

• ESTIMATES IMPACT ON:

Throughputs

CPU utilizations

Response Times





• FULLY-INTEGRATED, 
CUSTOMIZABLE WEB-
BASED INTERFACE

• ACCESS SUMMARIZED 
DATA (DAILY, WEEKLY, 
MONTHLY) FOR 
ANALYSIS

• IDENTIFY SERVICE 
EXCEPTIONS FOR 
GROUPS OR 
INDIVIDUAL SYSTEMS

• ACCESS SHARED AND 
AUTOMATIC REPORTS



Web-based Portal User Interface



• ANALYST 
PROVIDES A 
POWERFUL 
SCRIPTING 
FACILITY 

• DEVELOP & 
AUTOMATE 
REPORTS FOR 
ACCESS VIA THE 
WEB.

Forecast Reports









Average VM CPU is 81st percentile



Average Mem is 63rd percentile



Average IO is 82nd percentile







Summary



• CONSISTENTLY GATHER USEFUL RESOURCE CONSUMPTION 
METRICS

• SUMMARIZE METRICS INTO CONSISTENT HISTORICAL VIEWS

• TURN METRICS INTO USEFUL INFORMATION TO ENABLE DECISIONS

• PROVIDE MEANINGFUL REPORTS TO DECISION-MAKERS

• UNDERSTAND WORKLOADS THAT DRIVE RESOURCE CONSUMPTION

• GATHER BUSINESS DRIVERS OF WORKLOAD GROWTH

• FORECAST FUTURE WORKLOAD REQUIREMENTS - PLAN BUDGETING 
& PROCUREMENT 

• IDENTIFY BOTTLENECKS THAT AFFECT SERVICE DELIVERY



• INTEGRATED, CONSISTENT MULTI-PLATFORM SUPPORT

• z/OS, CICS, DB2, zLINUX, Tape, UNIX, Linux, Windows, 
VMWare

• EASY TO INSTALL, WINDOWS SERVER BASED SOLUTION

• QUICK & PAINLESS IMPLEMENTATION

• HIGHLY SCALABLE FOR LARGE DATA CENTERS

• ROBUST, UP-TO-DATE SUPPORT FOR Z/OS 

– No prerequisite z/OS software

• WEB-BASED PORTAL INTERFACE AS WELL AS WINDOWS 
CLIENT 



ASG-PERFMAN 2020 Client – V10 GA July 2015





ASG-PERFMAN Monitor V10 GA July 2015



Thank You!!

Questions?


