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## C H A P T E R Systems of Linear Equations

## Section 1.1 Introduction to Systems of Linear Equations

2. Because the term $x y$ cannot be rewritten as $a x+b y$ for any real numbers $a$ and $b$, the equation cannot be written in the form $a_{1} x+a_{2} y=b$. So, this equation is not linear in the variables $x$ and $y$.
3. Because the terms $x^{2}$ and $y^{2}$ cannot be rewritten as $a x+b y$ for any real numbers $a$ and $b$, the equation cannot be written in the form $a_{1} x+a_{2} y=b$. So, this equation is not linear in the variables $x$ and $y$.
4. Because the equation is in the form $a_{1} x+a_{2} y=b$, it is linear in the variables $x$ and $y$.
5. Choosing $y$ as the free variable, let $y=t$ and obtain

$$
\begin{aligned}
3 x-\frac{1}{2} t & =9 \\
3 x & =9+\frac{1}{2} t \\
x & =3+\frac{1}{6} t .
\end{aligned}
$$

So, you can describe the solution set as $x=3+\frac{1}{6} t$ and $y=t$, where $t$ is any real number.
10. Choosing $x_{2}$ and $x_{3}$ as free variables, let $x_{2}=s$ and $x_{3}=t$ and obtain $12 x_{1}+24 s-36 t=12$.

$$
\begin{aligned}
x_{1}+2 s-3 t & =1 \\
x_{1} & =1-2 s+3 t .
\end{aligned}
$$

So, you can describe the solution set as $x_{1}=1-2 s+3 t, x_{3}=t$, and $x_{2}=s$, where $s$ and $t$ are any real number.
12.

$x+3 y=2$
$-x+2 y=3$
Adding the first equation to the second equation produces a new second equation, $5 y=5$ or $y=1$.
So, $x=2-3 y=2-3(1)$, and the solution is: $x=-1$,
$y=1$. This is the point where the two lines intersect.
14.


The two lines coincide.
Multiplying the first equation by 2 produces a new first equation.

$$
\begin{aligned}
x-\frac{2}{3} y & =2 \\
-2 x+\frac{4}{3} y & =-4
\end{aligned}
$$

Adding 2 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
x-\frac{2}{3} y & =2 \\
0 & =0
\end{aligned}
$$

Choosing $y=t$ as the free variable, you obtain
$x=\frac{2}{3} t+2$. So, you can describe the solution set as $x=\frac{2}{3} t+2$ and $y=t$, where $t$ is any real number.
16.

$-x+3 y=17$
$4 x+3 y=7$
Subtracting the first equation from the second equation produces a new second equation, $5 x=-10$ or $x=-2$.
So, $4(-2)+3 y=7$ or $y=5$, and the solution is: $x=-2, y=5$. This is the point where the two lines intersect.
18.


Adding the first equation to the second equation produces a new second equation, $7 x=42$ or $x=6$.
So, $6-5 y=21$ or $y=-3$, and the solution is: $x=6$, $y=-3$. This is the point where the two lines intersect.
20.

$\frac{x-1}{2}+\frac{y+2}{3}=4$
$x-2 y=5$
Multiplying the first equation by 6 produces a new first equation.

$$
\begin{aligned}
3 x+2 y & =23 \\
x-2 y & =5
\end{aligned}
$$

Adding the first equation to the second equation produces a new second equation, $4 x=28$ or $x=7$.
So, $7-2 y=5$ or $y=1$, and the solution is: $x=7$, $y=1$. This is the point where the two lines intersect.
22.

$0.2 x-0.5 y=-27.8$
$0.3 x+0.4 y=68.7$
Multiplying the first equation by 40 and the second equation by 50 produces new equations.

$$
\begin{aligned}
8 x-20 y & =-1112 \\
15 x+20 y & =3435
\end{aligned}
$$

Adding the first equation to the second equation produces a new second equation, $23 x=2323$ or $x=101$.
So, $8(101)-20 y=-1112$ or $y=96$, and the solution is: $x=101, y=96$. This is the point where the two lines intersect.
24.

$\frac{2}{3} x+\frac{1}{6} y=\frac{2}{3}$
$4 x+y=4$
Adding 6 times the first equation to the second equation produces a new second equation, $0=0$. Choosing $x=t$ as the free variable, you obtain $y=4-4 t$. So, you can describe the solution as $x=t$ and $y=4-4 t$, where $t$ is any real number.
26. From Equation 2 you have $x_{2}=3$. Substituting this value into Equation 1 produces $2 x_{1}-12=6$ or $x_{1}=9$. So, the system has exactly one solution: $x_{1}=9$ and $x_{2}=3$.
28. From Equation 3 you have $z=2$. Substituting this value into Equation 2 produces $3 y+2=11$ or $y=3$. Finally, substituting $y=3$ into Equation 1, you obtain $x-3=5$ or $x=8$. So, the system has exactly one solution: $x=8, y=3$, and $z=2$.
30. From the second equation you have $x_{2}=0$. Substituting this value into Equation 1 produces $x_{1}+x_{3}=0$. Choosing $x_{3}$ as the free variable, you have $x_{3}=t$ and obtain $x_{1}+t=0$ or $x_{1}=-t$. So, you can describe the solution set as $x_{1}=-t, x_{2}=0$, and $x_{3}=t$.
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32. (a)

(b) This system is inconsistent, because you see two parallel lines on the graph of the system.
34. (a)

(b) Two lines corresponding to two equations intersect at a point, so this system is consistent.
(c) The solution is approximately $x=\frac{1}{3}$ and $y=-\frac{1}{2}$.
(d) Adding -18 times the second equation to the first equation, you obtain $-10 y=5$ or $y=-\frac{1}{2}$.

Substituting $y=-\frac{1}{2}$ into the first equation, you obtain $9 x=3$ or $x=\frac{1}{3}$. The solution is: $x=\frac{1}{3}$ and $y=-\frac{1}{2}$.
(e) The solutions in (c) and (d) are the same.
36. (a)

(b) Because the lines coincide, the system is consistent.
(c) All solutions of this system lie on the line $y=7 x+\frac{1}{2}$. So, let $x=t$, then the solution set is $x=t, y=7 t+\frac{1}{2}$, where $t$ is any real number.
(d) Adding 3 times the first equation to the second equation you obtain

$$
-44.1 x+6.3 y=3.15
$$

$$
0=0 .
$$

Choosing $x=t$ as a free variable, you obtain $-14.7 t+2.1 y=1.05$ or $-147 t+21 y=105$ or $y=7 t+\frac{1}{2}$.

So, you can describe the solution set as $x=t, y=7 t+\frac{1}{2}$, where $t$ is any real number.
(e) The solutions in (c) and (d) are the same.
38. Adding -2 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
3 x+2 y & =2 \\
0 & =10
\end{aligned}
$$

Because the second equation is a false statement, the original system of equations has no solution.
40. Adding -6 times the first equation to the second equation produces a new second equation.
$x_{1}-2 x_{2}=0$

$$
14 x_{2}=0
$$

Now, using back-substitution, the system has exactly one solution: $x_{1}=0$ and $x_{2}=0$.
42. Multiplying the first equation by $\frac{3}{2}$ produces a new first equation.
$x_{1}+\frac{1}{4} x_{2}=0$
$4 x_{1}+x_{2}=0$
Adding -4 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
x_{1}+\frac{1}{4} x_{2} & =0 \\
0 & =0
\end{aligned}
$$

Choosing $x_{2}=t$ as the free variable, you obtain $x_{1}=-\frac{1}{4} t$. So you can describe the solution set as $x_{1}=-\frac{1}{4} t$ and $x_{2}=t$, where $t$ is any real number.
44. To begin, change the form of the first equation.
$\frac{x_{1}}{3}+\frac{x_{2}}{2}=-\frac{5}{6}$
$3 x_{1}-x_{2}=-2$
Multiplying the first equation by 3 yields a new first equation.

$$
\begin{aligned}
x_{1}+\frac{3}{2} x_{2} & =-\frac{5}{2} \\
3 x_{1}-x_{2} & =-2
\end{aligned}
$$

Adding -3 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
x_{1}+\frac{3}{2} x_{2} & =-\frac{5}{2} \\
-\frac{11}{2} x_{2} & =\frac{11}{2}
\end{aligned}
$$

Multiplying the second equation by $-\frac{2}{11}$ yields a new second equation.

$$
\begin{aligned}
x_{1}+\frac{3}{2} x_{2} & =-\frac{5}{2} \\
x_{2} & =-1
\end{aligned}
$$

Now, using back-substitution, the system has exactly one solution: $x_{1}=-1$ and $x_{2}=-1$.
46. Multiplying the first equation by 20 and the second equation by 100 produces a new system.

$$
\begin{aligned}
x_{1}-0.6 x_{2} & =4.2 \\
7 x_{1}+2 x_{2} & =17
\end{aligned}
$$

Adding -7 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
x_{1}-0.6 x_{2} & =4.2 \\
6.2 x_{2} & =-12.4
\end{aligned}
$$

Now, using back-substitution, the system has exactly one solution: $x_{1}=3$ and $x_{2}=-2$.
48. Adding the first equation to the second equation yields a new second equation.

$$
\begin{aligned}
x+y+z & =2 \\
4 y+3 z & =10 \\
4 x+y & =4
\end{aligned}
$$

Adding -4 times the first equation to the third equation yields a new third equation.

$$
\begin{aligned}
x+y+z & =2 \\
4 y+3 z & =10 \\
-3 y-4 z & =-4
\end{aligned}
$$

Dividing the second equation by 4 yields a new second equation.

$$
\begin{aligned}
x+y+z= & 2 \\
y+\frac{3}{4} z= & \frac{5}{2} \\
-3 y-4 z= & -4
\end{aligned}
$$

Adding 3 times the second equation to the third equation yields a new third equation.

$$
\begin{aligned}
x+y+z & =2 \\
y+\frac{3}{4} z & =\frac{5}{2} \\
-\frac{7}{4} z & =\frac{7}{2}
\end{aligned}
$$

Multiplying the third equation by $-\frac{4}{7}$ yields a new third equation.

$$
\begin{aligned}
x+y+z & =2 \\
y+\frac{3}{4} z & =\frac{5}{2} \\
z & =-2
\end{aligned}
$$

Now, using back-substitution the system has exactly one solution: $x=0, y=4$, and $z=-2$.
50. Interchanging the first and third equations yields a new system.

$$
x_{1}-11 x_{2}+4 x_{3}=3
$$

$2 x_{1}+4 x_{2}-x_{3}=7$
$5 x_{1}-3 x_{2}+2 x_{3}=3$
Adding -2 times the first equation to the second equation yields a new second equation.

$$
\begin{aligned}
x_{1}-11 x_{2}+4 x_{3} & =3 \\
26 x_{2}-9 x_{3} & =1 \\
5 x_{1}-3 x_{2}+2 x_{3} & =3
\end{aligned}
$$

Adding -5 times the first equation to the third equation yields a new third equation.

$$
\begin{aligned}
x_{1}-11 x_{2}+4 x_{3}= & 3 \\
26 x_{2}-9 x_{3} & =1 \\
52 x_{2}-18 x_{3} & =-12
\end{aligned}
$$

At this point, you realize that Equations 2 and 3 cannot both be satisfied. So, the original system of equations has no solution.
52. Adding -4 times the first equation to the second equation and adding -2 times the first equation to the third equation produces new second and third equations.

$$
\begin{aligned}
x_{1}+4 x_{3} & =13 \\
-2 x_{2}-15 x_{3} & =-45 \\
-2 x_{2}-15 x_{3} & =-45
\end{aligned}
$$

The third equation can be disregarded because it is the same as the second one. Choosing $x_{3}$ as a free variable and letting $x_{3}=t$, you can describe the solution as
$x_{1}=13-4 t$
$x_{2}=\frac{45}{2}-\frac{15}{2} t$
$x_{3}=t$, where $t$ is any real number.
54. Adding -3 times the first equation to the second equation produces a new second equation.

$$
\begin{aligned}
x_{1}-2 x_{2}+5 x_{3} & =2 \\
8 x_{2}-16 x_{3} & =-8
\end{aligned}
$$

Dividing the second equation by 8 yields a new second equation.

$$
\begin{aligned}
x_{1}-2 x_{2}+5 x_{3} & =2 \\
x_{2}-2 x_{3} & =-1
\end{aligned}
$$

Adding 2 times the second equation to the first equation yields a new first equation.

$$
\begin{aligned}
x_{1}+x_{3} & =0 \\
x_{2}-2 x_{3} & =-1
\end{aligned}
$$

Letting $x_{3}=t$ be the free variable, you can describe the solution as $x_{1}=-t, x_{2}=2 t-1$, and $x_{3}=t$, where $t$ is any real number.
56. Adding 3 times the first equation to the fourth equation yields

$$
\begin{aligned}
-x_{1}+2 x_{4} & =1 \\
4 x_{2}-x_{3}-x_{4} & =2 \\
x_{2}-x_{4} & =0 \\
-2 x_{2}+3 x_{3}+6 x_{4} & =7
\end{aligned}
$$

Interchanging the second equation with the third equation yields

$$
\begin{aligned}
-x_{1}+2 x_{4} & =1 \\
x_{2}-x_{4} & =0 \\
4 x_{2}-x_{3}-x_{4} & =2 \\
-2 x_{2}+3 x_{3}+6 x_{4} & =7
\end{aligned}
$$

Adding -4 times the second equation to the third equation, and adding -2 times the second equation to the fourth equation yields

$$
\begin{aligned}
& -x_{1} \quad+2 x_{4}=1 \\
& x_{2} \quad-x_{4}=0 \\
& -x_{3}+3 x_{4}=2 \\
& 3 x_{3}+4 x_{4}=7 \text {. }
\end{aligned}
$$

Adding 3 times the second equation to the third equation yields

$$
\begin{aligned}
-x_{1} & +2 x_{4}
\end{aligned}=1
$$

Using back-substitution, the original system has exactly one solution: $x_{1}=1, x_{2}=1, x_{3}=1$, and $x_{4}=1$.

## Answers may vary slightly for Exercises 58-62.

58. Using a software program or graphing utility, you obtain $x=0.8, y=1.2, z=-2.4$.
59. Using a software program or graphing utility, you obtain $x=10, y=-20, z=40, w=-12$.
60. Using a software program or graphing utility, you obtain $x=6.8813, y=-163.3111, z=-210.2915$, $w=-59.2913$.
61. $x=y=z=0$ is clearly a solution.

Dividing the first equation by 2 produces

$$
\begin{aligned}
x+\frac{3}{2} y & =0 \\
4 x+3 y-z & =0 \\
8 x+3 y+3 z & =0 .
\end{aligned}
$$

Adding -4 times the first equation to the second equation, and -8 times the first equation to the third, yields

$$
\begin{aligned}
x+\frac{3}{2} y & =0 \\
-3 y-z & =0 \\
-9 y+3 z & =0 .
\end{aligned}
$$

Adding -3 times the second equation to the third equation yields

$$
\begin{aligned}
x+\frac{3}{2} y & =0 \\
-3 y-z & =0 \\
6 z & =0 .
\end{aligned}
$$

Using back-substitution, you conclude there is exactly one solution: $x=y=z=0$.
66. $x=y=z=0$ is clearly a solution.

Dividing the second equation by 2 yields a new second equation.

$$
\begin{array}{r}
16 x+3 y+z=0 \\
8 x+y-\frac{1}{2} z=0
\end{array}
$$

Adding -3 times the second equation to the first equation produces a new first equation.

$$
\begin{aligned}
-8 x+\frac{5}{2} z & =0 \\
8 x+y-\frac{1}{2} z & =0
\end{aligned}
$$

Letting $z=t$ be the free variable, you can describe the solution as $x=\frac{5}{16} t, y=-2 t$, and $z=t$, where $t$ is any real number.
68. Let $x=$ the speed of the plane that leaves first and $y=$ the speed of the plane that leaves second.

$$
\begin{array}{rlr}
y-x & =80 & \text { Equation 1 } \\
2 x+\frac{3}{2} y & =3200 & \\
\text { Equation 2 } \\
-2 x+2 y & =160 & \\
2 x+\frac{3}{2} y & =3200 & \\
\hline \frac{7}{2} y & =3360 & \\
y & =960 & \\
960-x & =80 & \\
x & =880 &
\end{array}
$$

Solution: First plane: 880 kilometers per hour; second plane: 960 kilometers per hour
70. (a) False. Any system of linear equations is either consistent, which means it has a unique solution, or infinitely many solutions; or inconsistent, which means it has no solution. This result is stated on page 5, and will be proved later in Theorem 2.5.
(b) True. See definition on page 6.
(c) False. Consider the following system of three linear equations with two variables.

$$
\begin{aligned}
2 x+y & =-3 \\
-6 x-3 y & =9 \\
x & =1 .
\end{aligned}
$$

The solution to this system is: $x=1, y=-5$.
72. Because $x_{1}=t$ and $x_{2}=s$, you can write
$x_{3}=3+s-t=3+x_{2}-x_{1}$. One system could be

$$
x_{1}-x_{2}+x_{3}=3
$$

$$
-x_{1}+x_{2}-x_{3}=-3
$$

Letting $x_{3}=t$ and $x_{2}=s$ be the free variables, you can describe the solution as $x_{1}=3+s-t, x_{2}=s$, and $x_{3}=t$, where $t$ and $s$ are any real numbers.
74. Substituting $A=\frac{1}{x}$ and $B=\frac{1}{y}$ into the original system yields

$$
\begin{aligned}
3 A+2 B & =-1 \\
2 A-3 B & =-\frac{17}{6}
\end{aligned}
$$

Reduce the system to row-echelon form.
$27 A+18 B=-9$
$12 A-18 B=-17$
$27 A+18 B=-9$
$39 A=-26$
Using back substitution, $A=-\frac{2}{3}$ and $B=\frac{1}{2}$. Because $A=\frac{1}{x}$ and $B=\frac{1}{y}$, the solution of the original system of equations is: $x=-\frac{3}{2}$ and $y=2$.
76. Substituting $A=\frac{1}{x}, B=\frac{1}{y}$, and $C=\frac{1}{z}$ into the original system yields
$2 A+B-2 C=5$
$3 A-4 B=-1$.
$2 A+B+3 C=0$
Reduce the system to row-echelon form.

$$
\begin{aligned}
2 A+B-2 C & =5 \\
3 A-4 B & =-1 \\
5 C & =-5 \\
3 A-4 B & =-1 \\
-11 B+6 C & =-17 \\
5 C & =-5
\end{aligned}
$$

So, $C=-1$. Using back-substitution, $-11 B+6(-1)=-17$, or $B=1$ and $3 A-4(1)=-1$, or $A=1$. Because $A=1 / x$, $B=1 / y$, and $C=1 / z$, the solution of the original system of equations is: $x=1, y=1$, and $z=-1$.
78. Multiplying the first equation by $\sin \theta$ and the second by $\cos \theta$ produces
$(\sin \theta \cos \theta) x+\left(\sin ^{2} \theta\right) y=\sin \theta$
$-(\sin \theta \cos \theta) x+\left(\cos ^{2} \theta\right) y=\cos \theta$.
Adding these two equations yields

$$
\begin{aligned}
\left(\sin ^{2} \theta+\cos ^{2} \theta\right) y & =\sin \theta+\cos \theta \\
y & =\sin \theta+\cos \theta .
\end{aligned}
$$

So, $(\cos \theta) x+(\sin \theta) y=(\cos \theta) x+\sin \theta(\sin \theta+\cos \theta)=1$ and

$$
x=\frac{\left(1-\sin ^{2} \theta-\sin \theta \cos \theta\right)}{\cos \theta}=\frac{\left(\cos ^{2} \theta-\sin \theta \cos \theta\right)}{\cos \theta}=\cos \theta-\sin \theta .
$$

Finally, the solution is $x=\cos \theta-\sin \theta$ and $y=\cos \theta+\sin \theta$.
80. Reduce the system to row-echelon form.

$$
\begin{aligned}
& x+\quad k y=0 \\
& \left(1-k^{2}\right) y=0 \\
& x+k y=0 \\
& \quad y=0,1-k^{2} \neq 0 \\
& x=0 \\
& y=0,1-k^{2} \neq 0
\end{aligned}
$$

If $1-k^{2} \neq 0$, that is if $k \neq \pm 1$, the system will have exactly one solution.
82. Reduce the system to row-echelon form.

$$
\begin{aligned}
x+2 y+k z & =6 \\
(8-3 k) z & =-14
\end{aligned}
$$

This system will have no solution if $8-3 k=0$, that is, $k=\frac{8}{3}$.
84. Reduce the system to row-echelon form.
$\begin{aligned} k x+y & =16 \\ (4 k+3) x & =0\end{aligned}$
The system will have an infinite number of solutions when $4 k+3=0 \Rightarrow k=-\frac{3}{4}$.
86. Reducing the system to row-echelon form produces

$$
\begin{array}{rlr}
x+\quad 5 y & +\quad z=0 \\
y- & 2 z & =0 \\
(a-10) y+(b-2) z & =c \\
x+5 y+z & =0 \\
y-2 z & =0 \\
(2 a+b-22) z & =c .
\end{array}
$$

So, you see that
(a) if $2 a+b-22 \neq 0$, then there is exactly one solution.
(b) if $2 a+b-22=0$ and $c=0$, then there is an infinite number of solutions.
(c) if $2 a+b-22=0$ and $c \neq 0$, there is no solution.
88. If $c_{1}=c_{2}=c_{3}=0$, then the system is consistent because $x=y=0$ is a solution.
90. Multiplying the first equation by $c$, and the second by $a$, produces
$a c x+b c y=e c$
$a c x+d a y=a f$.
Subtracting the second equation from the first yields

$$
a c x+b c y=e c
$$

$(a d-b c) y=a f-e c$.
So, there is a unique solution if $a d-b c \neq 0$.
92.


The two lines coincide.

$$
\begin{aligned}
2 x-3 y & =7 \\
0 & =0
\end{aligned}
$$

Letting $y=t, x=\frac{7+3 t}{2}$.
The graph does not change.
94. $21 x-20 y=0$
$13 x-12 y=120$
Subtracting 5 times the second equation from 3 times the first equation produces a new first equation, $-2 x=-600$, or $x=300$. So, $21(300)-20 y=0$ or $y=315$, and the solution is: $x=300, y=315$. The graphs are misleading because they appear to be parallel, but they actually intersect at $(300,315)$.

## Section 1.2 Gaussian Elimination and Gauss-Jordan Elimination

2. Because the matrix has 4 rows and 1 column, it has size $4 \times 1$.
3. Because the matrix has 1 row and 1 column, it has size $1 \times 1$.
4. Because the matrix has 1 row and 5 columns, it has size $1 \times 5$.
5. $\left[\begin{array}{rrr}3 & -1 & -4 \\ -4 & 3 & 7\end{array}\right] \Rightarrow\left[\begin{array}{rrr}3 & -1 & -4 \\ 5 & 0 & -5\end{array}\right]$

Add 3 times Row 1 to Row 2.
10. $\left[\begin{array}{rrrr}-1 & -2 & 3 & -2 \\ 2 & -5 & 1 & -7 \\ 5 & 4 & -7 & 6\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}-1 & -2 & 3 & -2 \\ 0 & -9 & 7 & -11 \\ 0 & -6 & 8 & -4\end{array}\right]$

Add 2 times Row 1 to Row 2. Then add 5 times Row 1 to Row 3.
12. Because the matrix is in reduced row-echelon form, you can convert back to a system of linear equations

$$
\begin{aligned}
& x_{1}=2 \\
& x_{2}=3 .
\end{aligned}
$$

14. Because the matrix is in row-echelon form, you can convert back to a system of linear equations

$$
\begin{aligned}
x_{1}+2 x_{2}+x_{3} & =0 \\
x_{3} & =-1 .
\end{aligned}
$$

Using back-substitution, you have $x_{3}=-1$. Letting $x_{2}=t$ be the free variable, you can describe the solution as $x_{1}=1-2 t, x_{2}=t$, and $x_{3}=-1$, where $t$ is any real number.
16. Gaussian elimination produces the following.

$$
\begin{aligned}
{\left[\begin{array}{rrrr}
3 & -1 & 1 & 5 \\
1 & 2 & 1 & 0 \\
1 & 0 & 1 & 2
\end{array}\right] } & \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
1 & 2 & 1 & 0 \\
3 & -1 & 1 & 5
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
0 & 2 & 0 & -2 \\
3 & -1 & 1 & 2
\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
0 & 2 & 0 & -2 \\
0 & -1 & -2 & -1
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
0 & 1 & 2 & 1 \\
0 & 2 & 0 & -2
\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
0 & 1 & 2 & 1 \\
0 & 0 & -4 & -4
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & 0 & 1 & 2 \\
0 & 1 & 2 & 1 \\
0 & 0 & 1 & 1
\end{array}\right]
\end{aligned}
$$

Because the matrix is in row-echelon form, convert back to a system of linear equations.

$$
\begin{aligned}
x_{1}+x_{3} & =2 \\
x_{2}+2 x_{3} & =1 \\
x_{3} & =1
\end{aligned}
$$

By back-substitution, $x_{1}=1, x_{2}=-1$, and $x_{3}=1$.
18. Because the fourth row of this matrix corresponds to the equation $0=2$, there is no solution to the linear system.
20. Because the leading 1 in the first row is not farther to the left than the leading 1 in the second row, the matrix is not in row-echelon form.
22. The matrix satisfies all three conditions in the definition of row-echelon form. However, because the third column does not have zeros above the leading 1 in the third row, the matrix is not in reduced row-echelon form.
24. The matrix satisfies all three conditions in the definition of row-echelon form. Moreover, because each column that has a leading 1 (columns one and four) has zeros elsewhere, the matrix is in reduced row-echelon form.
26. The augmented matrix for this system is
$\left[\begin{array}{rrr}2 & 6 & 16 \\ -2 & -6 & -16\end{array}\right]$.
Use Gauss-Jordan elimination as follows.
$\left[\begin{array}{rrr}2 & 6 & 16 \\ -2 & -6 & -16\end{array}\right] \Rightarrow\left[\begin{array}{rrr}1 & 3 & 8 \\ -2 & -6 & -16\end{array}\right] \Rightarrow\left[\begin{array}{lll}1 & 3 & 8 \\ 0 & 0 & 0\end{array}\right]$
Converting back to a system of linear equations, you have $x+3 y=8$.
Choosing $y=t$ as the free variable, you can describe the solution as $x=8-3 t$ and $y=t$, where $t$ is any real number.
28. The augmented matrix for this system is
$\left[\begin{array}{rrr}2 & -1 & -0.1 \\ 3 & 2 & 1.6\end{array}\right]$.

Gaussian elimination produces the following.

$$
\begin{aligned}
{\left[\begin{array}{rrr}
2 & -1 & -0.1 \\
3 & 2 & 1.6
\end{array}\right] } & \Rightarrow\left[\begin{array}{rrr}
1 & -\frac{1}{2} & -\frac{1}{20} \\
3 & 2 & \frac{8}{5}
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrr}
1 & -\frac{1}{2} & -\frac{1}{20} \\
0 & \frac{7}{2} & \frac{7}{4}
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrr}
1 & -\frac{1}{2} & -\frac{1}{20} \\
0 & 1 & \frac{1}{2}
\end{array}\right] \Rightarrow\left[\begin{array}{lll}
1 & 0 & \frac{1}{5} \\
0 & 1 & \frac{1}{2}
\end{array}\right]
\end{aligned}
$$

Converting back to a system of equations, the solution is: $x=\frac{1}{5}$ and $y=\frac{1}{2}$.
30. The augmented matrix for this system is
$\left[\begin{array}{rrr}1 & 2 & 0 \\ 1 & 1 & 6 \\ 3 & -2 & 8\end{array}\right]$.
Gaussian elimination produces the following.

$$
\begin{aligned}
{\left[\begin{array}{rrr}
1 & 2 & 0 \\
1 & 1 & 6 \\
3 & -2 & 8
\end{array}\right] } & \Rightarrow\left[\begin{array}{rrr}
1 & 2 & 0 \\
0 & -1 & 6 \\
0 & -8 & 8
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrr}
1 & 2 & 0 \\
0 & 1 & -6 \\
0 & -8 & 8
\end{array}\right]
\end{aligned} \Rightarrow\left[\begin{array}{rrr}
1 & 2 & 0 \\
0 & 1 & -6 \\
0 & 0 & -40
\end{array}\right]
$$

Because the third row corresponds to the equation $0=-40$, you can conclude that the system has no solution.
32. The augmented matrix for this system is

$$
\left[\begin{array}{rrrr}
3 & -2 & 3 & 22 \\
0 & 3 & -1 & 24 \\
6 & -7 & 0 & -22
\end{array}\right] .
$$

Gaussian elimination produces the following.

$$
\begin{aligned}
{\left[\begin{array}{rrrr}
3 & -2 & 3 & 22 \\
0 & 3 & -1 & 24 \\
6 & -7 & 0 & -22
\end{array}\right] } & \Rightarrow\left[\begin{array}{rrrr}
1 & -\frac{2}{3} & 1 & \frac{22}{3} \\
0 & 1 & -\frac{1}{3} & 8 \\
6 & -7 & 0 & -22
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & -\frac{2}{3} & 1 & \frac{22}{3} \\
0 & 1 & -\frac{1}{3} & 8 \\
0 & -3 & -6 & -66
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & -\frac{2}{3} & 1 & \frac{22}{3} \\
0 & 1 & -\frac{1}{3} & 8 \\
0 & 0 & -7 & -42
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{rrrr}
1 & -\frac{2}{3} & 1 & \frac{22}{3} \\
0 & 1 & -\frac{1}{3} & 8 \\
0 & 0 & 1 & 6
\end{array}\right]
\end{aligned}
$$

Back-substitution now yields
$x_{3}=6$
$x_{2}=8+\frac{1}{3} x_{3}=8+\frac{1}{3}(6)=10$
$x_{1}=\frac{22}{3}+\frac{2}{3} x_{2}-x_{3}=\frac{22}{3}+\frac{2}{3}(10)-(6)=8$.
So, the solution is: $x_{1}=8, x_{2}=10$, and $x_{3}=6$.
34. The augmented matrix for this system is
$\left[\begin{array}{rrrr}1 & 1 & -5 & 3 \\ 1 & 0 & -2 & 1 \\ 2 & -1 & -1 & 0\end{array}\right]$.
Subtracting the first row from the second row yields a new second row.
$\left[\begin{array}{rrrr}1 & 1 & -5 & 3 \\ 0 & -1 & 3 & -2 \\ 2 & -1 & -1 & 0\end{array}\right]$
Adding -2 times the first row to the third row yields a new third row.
$\left[\begin{array}{rrrr}1 & 1 & -5 & 3 \\ 0 & -1 & 3 & -2 \\ 0 & -3 & 9 & -6\end{array}\right]$
Multiplying the second row by -1 yields a new second row.
$\left[\begin{array}{rrrr}1 & 1 & -5 & 3 \\ 0 & 1 & -3 & 2 \\ 0 & -3 & 9 & -6\end{array}\right]$
Adding 3 times the second row to the third row yields a new third row.
$\left[\begin{array}{rrrr}1 & 1 & -5 & 3 \\ 0 & 1 & -3 & 2 \\ 0 & 0 & 0 & 0\end{array}\right]$
Adding -1 times the second row to the first row yields a new first row.
$\left[\begin{array}{rrrr}1 & 0 & -2 & 1 \\ 0 & 1 & -3 & 2 \\ 0 & 0 & 0 & 0\end{array}\right]$
Converting back to a system of linear equations produces

$$
\begin{aligned}
x_{1}-2 x_{3} & =1 \\
x_{2}-3 x_{3} & =2 .
\end{aligned}
$$

Finally, choosing $x_{3}=t$ as the free variable, you can describe the solution as $x_{1}=1+2 t, x_{2}=2+3 t$, and $x_{3}=t$, where $t$ is any real number.
36. The augmented matrix for this system is
$\left[\begin{array}{rrrr}1 & 2 & 1 & 8 \\ -3 & -6 & -3 & -21\end{array}\right]$.
Gaussian elimination produces the following matrix.
$\left[\begin{array}{llll}1 & 2 & 1 & 8 \\ 0 & 0 & 0 & 3\end{array}\right]$
Because the second row corresponds to the equation $0=3$, there is no solution to the original system.
38. The augmented matrix for this system is
$\left[\begin{array}{rrrrr}2 & 1 & -1 & 2 & -6 \\ 3 & 4 & 0 & 1 & 1 \\ 1 & 5 & 2 & 6 & -3 \\ 5 & 2 & -1 & -1 & 3\end{array}\right]$.
Gaussian elimination produces the following.
$\left[\begin{array}{rrrrr}1 & 5 & 2 & 6 & -3 \\ 3 & 4 & 0 & 1 & 1 \\ 2 & 1 & -1 & 2 & -6 \\ 5 & 2 & -1 & -1 & 3\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}1 & 5 & 2 & 6 & -3 \\ 0 & -11 & -6 & -17 & 10 \\ 0 & -9 & -5 & -10 & 0 \\ 0 & -23 & -11 & -31 & 18\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}1 & 5 & 2 & 6 & -3 \\ 0 & 1 & \frac{6}{11} & \frac{17}{11} & -\frac{10}{11} \\ 0 & -9 & -5 & -10 & 0 \\ 0 & -23 & -11 & -31 & 18\end{array}\right]$

$$
\Rightarrow\left[\begin{array}{rrrrr}
1 & 5 & 2 & 6 & -3 \\
0 & 1 & \frac{6}{11} & \frac{17}{11} & -\frac{10}{11} \\
0 & 0 & -\frac{1}{11} & \frac{43}{11} & -\frac{90}{11} \\
0 & 0 & \frac{17}{11} & \frac{50}{11} & -\frac{32}{11}
\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}
1 & 5 & 2 & 6 & -3 \\
0 & 1 & \frac{6}{11} & \frac{17}{11} & -\frac{10}{11} \\
0 & 0 & 1 & -43 & 90 \\
0 & 0 & \frac{17}{11} & \frac{50}{11} & -\frac{32}{4}
\end{array}\right]
$$

$$
\Rightarrow\left[\begin{array}{rrrrr}
1 & 5 & 2 & 6 & -3 \\
0 & 1 & \frac{6}{11} & \frac{17}{11} & -\frac{10}{11} \\
0 & 0 & 1 & -43 & 90 \\
0 & 0 & 0 & \frac{781}{11} & -\frac{1562}{11}
\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}
1 & 5 & 2 & 6 & -3 \\
0 & 1 & \frac{6}{11} & \frac{17}{11} & -\frac{10}{11} \\
0 & 0 & 1 & -43 & 90 \\
0 & 0 & 0 & 1 & -2
\end{array}\right]
$$

Back-substitution now yields
$w=-2$
$z=90+43 w=90+43(-2)=4$
$y=-\frac{10}{11}-\frac{6}{11}(z)-\frac{17}{11}(w)=-\frac{10}{11}-\frac{6}{11}(4)-\frac{17}{11}(-2)=0$
$\dot{x}=-3-5 y-2 z-6 w=-3-5(0)-2(4)-6(-2)=1$.
So, the solution is: $x=1, y=0, z=4$, and $w=-2$.
40. Using a software program or graphing utility, the augmented matrix reduces to
$\left[\begin{array}{rrrrrr}1 & 0 & 0 & 0 & 0 & 2 \\ 0 & 1 & 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 & 0 & 3 \\ 0 & 0 & 0 & 1 & 0 & 4 \\ 0 & 0 & 0 & 0 & 1 & 1\end{array}\right]$.
So, the solution is:
$x_{1}=2, x_{2}=-1, x_{3}=3, x_{4}=4$, and $x_{5}=1$.
42. Using a computer software program or graphing utility, you obtain
$x_{1}=1$
$x_{2}=-1$
$x_{3}=2$
$x_{4}=0$
$x_{5}=-2$
$x_{6}=1$.
44. The corresponding equations are
$x_{1} \quad=0$

$$
x_{2}+x_{3}=0
$$

Choosing $x_{4}=t$ and $x_{3}=t$ as the free variables, you can describe the solution as $x_{1}=0, x_{2}=-s, x_{3}=s$, and $x_{4}=t$, where $s$ and $t$ are any real numbers.
46. The corresponding equations are all $0=0$. So, there are three free variables. So, $x_{1}=t, x_{2}=s$, and $x_{3}=r$, where $t, s$, and $r$ are any real numbers.
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48. $x=$ number of $\$ 1$ bills
$y=$ number of $\$ 5$ bills
$z=$ number of $\$ 10$ bills
$w=$ number of $\$ 20$ bills
$x+5 y+10 z+20 w=95$
$x+y+z+w=26$
$y-4 z=0$
$x-2 y \quad=-1$
$\left[\begin{array}{rrrrr}1 & 5 & 10 & 20 & 95 \\ 1 & 1 & 1 & 1 & 26 \\ 0 & 1 & -4 & 0 & 0 \\ 1 & -2 & 0 & 0 & -1\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}1 & 0 & 0 & 0 & 15 \\ 0 & 1 & 0 & 0 & 8 \\ 0 & 0 & 1 & 0 & 2 \\ 0 & 0 & 0 & 1 & 1\end{array}\right]$
$x=15$
$y=8$
$z=2$
$w=1$
The server has $15 \$ 1$ bills, $8 \$ 5$ bills, $2 \$ 10$ bills, and one $\$ 20$ bill.
50. (a) If $A$ is the augmented matrix of a system of linear equations, then the number of equations in this system is three (because it is equal to the number of rows of the augmented matrix). The number of variables is two because it is equal to the number of columns of the augmented matrix minus one.
(b) Using Gaussian elimination on the augmented matrix of a system, you have the following.

$$
\left[\begin{array}{rrr}
2 & -1 & 3 \\
-4 & 2 & k \\
4 & -2 & 6
\end{array}\right] \Rightarrow\left[\begin{array}{ccc}
2 & -1 & 3 \\
0 & 0 & k+6 \\
0 & 0 & 0
\end{array}\right]
$$

This system is consistent if and only if $k+6=0$, so $k=-6$.

If $A$ is the coefficient matrix of a system of linear equations, then the number of equations is three, because it is equal to the number of rows of the coefficient matrix. The number of variables is also three, because it is equal to the number of columns of the coefficient matrix.

Using Gaussian elimination on $A$ you obtain the following coefficient matrix of an equivalent system.

$$
\left[\begin{array}{ccc}
1 & -\frac{1}{2} & \frac{3}{2} \\
0 & 0 & k+6 \\
0 & 0 & 0
\end{array}\right]
$$

Because the homogeneous system is always consistent, the homogeneous system with the coefficient matrix $A$ is consistent for any value of $k$.
52. Using Gaussian elimination on the augmented matrix, you have the following.
$\left[\begin{array}{cccc}1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 \\ a & b & c & 0\end{array}\right] \Rightarrow\left[\begin{array}{cccc}1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & (b-a) & c & 0\end{array}\right] \Rightarrow\left[\begin{array}{cccc}1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & (a-b+c) & 0\end{array}\right] \Rightarrow\left[\begin{array}{cccc}1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$
From this row reduced matrix you see that the original system has a unique solution.
54. Because the system composed of Equations 1 and 2 is consistent, but has a free variable, this system must have an infinite number of solutions.
56. Use Gauss-Jordan elimination as follows.
$\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right] \Rightarrow\left[\begin{array}{rrr}1 & 2 & 3 \\ 0 & -3 & -6 \\ 0 & -6 & -12\end{array}\right] \Rightarrow\left[\begin{array}{lll}1 & 2 & 3 \\ 0 & 1 & 2 \\ 0 & 0 & 0\end{array}\right] \Rightarrow\left[\begin{array}{rrr}1 & 0 & -1 \\ 0 & 1 & 2 \\ 0 & 0 & 0\end{array}\right]$
58. Begin by finding all possible first rows
$\left[\begin{array}{lll}0 & 0 & 0\end{array}\right],\left[\begin{array}{lll}0 & 0 & 1\end{array}\right],\left[\begin{array}{lll}0 & 1 & 0\end{array}\right],\left[\begin{array}{lll}0 & 1 & a\end{array}\right],\left[\begin{array}{lll}1 & 0 & 0\end{array}\right],\left[\begin{array}{lll}1 & 0 & a\end{array}\right],\left[\begin{array}{lll}1 & a & b\end{array}\right],\left[\begin{array}{lll}1 & a & 0\end{array}\right]$,
where $a$ and $b$ are nonzero real numbers. For each of these examine the possible remaining rows.

$$
\begin{aligned}
& {\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 1 & a \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],} \\
& {\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & a \\
0 & 0 & 0
\end{array}\right],} \\
& {\left[\begin{array}{lll}
1 & a & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & a & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & a & b \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & a \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & a \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]}
\end{aligned}
$$

60. (a) False. A $4 \times 7$ matrix has 4 rows and 7 columns.
(b) True. Reduced row-echelon form of a given matrix is unique while row-echelon form is not. (See also exercise 64 of this section.)
(c) True. See Theorem 1.1 on page 21.
(d) False. Multiplying a row by a nonzero constant is one of the elementary row operations. However, multiplying a row of a matrix by a constant $c=0$ is not an elementary row operation. (This would change the system by eliminating the equation corresponding to this row.)
61. No, the row-echelon form is not unique. For instance, $\left[\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right]$ and $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$. The reduced row-echelon form is unique.
62. First, you need $a \neq 0$ or $c \neq 0$. If $a \neq 0$, then you have

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
a & b \\
0 & -\frac{c b}{a}+b
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
a & b \\
0 & a d-b c
\end{array}\right]
$$

So, $a d-b c=0$ and $b=0$, which implies that $d=0$. If $c \neq 0$, then you interchange rows and proceed.

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
c & d \\
0 & -\frac{a d}{c}+b
\end{array}\right] \Rightarrow\left[\begin{array}{cc}
c & d \\
0 & a d-b c
\end{array}\right]
$$

Again, $a d-b c=0$ and $d=0$, which implies that $b=0$. In conclusion, $\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ is row-equivalent to $\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ if and only if $b=d=0$, and $a \neq 0$ or $c \neq 0$.
66. Row reduce the augmented matrix for this system.

$$
\left[\begin{array}{ccc}
2 \lambda+9 & -5 & 0 \\
1 & -\lambda & 0
\end{array}\right] \Rightarrow\left[\begin{array}{ccc}
1 & -\lambda & 0 \\
2 \lambda+9 & -5 & 0
\end{array}\right] \Rightarrow\left[\begin{array}{ccc}
1 & -\lambda & 0 \\
0 & 2 \lambda^{2}+9 \lambda-5 & 0
\end{array}\right]
$$

To have a nontrivial solution you must have the following.
$2 \lambda^{2}+9 \lambda-5=0$
$(\lambda+5)(2 \lambda-1)=0$
So, if $\lambda=-5$ or $\lambda=\frac{1}{2}$, the system will have nontrivial solutions.
68. A matrix is in reduced row-echelon form if every column that has a leading 1 has zeros in every position above and below its leading 1. A matrix in row-echelon form may have any real numbers above the leading 1 's.
70. (a) When a system of linear equations is inconsistent, the row-echelon form of the corresponding augmented matrix will have a row that is all zeros except for the last entry.
(b) When a system of linear equations has infinitely many solutions, the row-echelon form of the corresponding augmented matrix will have a row that consists entirely of zeros or more than one column with no leading 1's. The last column will not contain a leading 1 .
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## Section 1.3 Applications of Systems of Linear Equations

2. (a) Because there are three points, choose a second-degree polynomial, $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$.

Then substitute $x=0,2$, and 4 into $p(x)$ and equate the results to $y=0,-2$, and 0 , respectively.

$$
\begin{array}{ll}
a_{0}+a_{1}(0)+a_{2}(0)^{2}=a_{0} & =0 \\
a_{0}+a_{1}(2)+a_{2}(2)^{2}=a_{0}+2 a_{1}+4 a_{2} & =-2 \\
a_{0}+a_{1}(4)+a_{2}(4)^{2}=a_{0}+4 a_{1}+16 a_{2} & =0
\end{array}
$$

Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 1 & 2 & 4 & -2 \\ 1 & 4 & 16 & 0\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -2 \\ 0 & 0 & 1 & \frac{1}{2}\end{array}\right]$
So, $p(x)=-2 x+\frac{1}{2} x^{2}$.
(b)

4. (a) Because there are three points, choose a second-degree polynomial, $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$.

Then substitute $x=2,3$, and 4 into $p(x)$ and equate the results to $y=4,4$, and 4 , respectively.
$a_{0}+a_{1}(2)+a_{2}(2)^{2}=a_{0}+2 a_{1}+4 a_{2}=4$
$a_{0}+a_{1}(3)+a_{2}(3)^{2}=a_{0}+3 a_{1}+9 a_{2}=4$
$a_{0}+a_{1}(4)+a_{2}(4)^{2}=a_{0}+4 a_{1}+16 a_{2}=4$
Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{cccc}1 & 2 & 4 & 4 \\ 1 & 3 & 9 & 4 \\ 1 & 4 & 16 & 4\end{array}\right] \Rightarrow\left[\begin{array}{llll}1 & 0 & 0 & 4 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right]$
So, $p(x)=4$.
(b)

6. (a) Because there are four points, choose a third-degree polynomial, $p(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}$. Then substitute $x=0,1,2$, and 3 into $p(x)$ and equate the results to $y=42,0,-40$, and -72 , respectively.
$a_{0}+a_{1}(0)+a_{2}(0)^{2}+a_{3}(0)^{3}=a_{0} \quad=42$
$a_{0}+a_{1}(1)+a_{2}(1)^{2}+a_{3}(1)^{3}=a_{0}+a_{1}+a_{2}+a_{3}=0$
$a_{0}+a_{1}(2)+a_{2}(2)^{2}+a_{3}(2)^{3}=a_{0}+2 a_{1}+4 a_{2}+8 a_{3}=-40$
$a_{0}+a_{1}(3)+a_{2}(3)^{2}+a_{3}(3)^{2}=a_{0}+3 a_{1}+9 a_{2}+27 a_{3}=-72$
Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{rrrrr}1 & 0 & 0 & 0 & 42 \\ 1 & 1 & 1 & 1 & 0 \\ 1 & 2 & 4 & 8 & -40 \\ 1 & 3 & 9 & 27 & -72\end{array}\right] \Rightarrow\left[\begin{array}{rrrrr}1 & 0 & 0 & 0 & 42 \\ 0 & 1 & 0 & 0 & -41 \\ 0 & 0 & 1 & 0 & -2 \\ 0 & 0 & 0 & 1 & 1\end{array}\right]$
So, $p(x)=42-41 x-2 x^{2}+x^{3}$.
(b)

8. (a) Because there are five points, choose a fourth-degree polynomial, $p(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}$. Then substitute $x=-4,0,4,6$, and 8 into $p(x)$ and equate the results to $y=18,1,0,28$, and 135 , respectively.

$$
\begin{aligned}
& a_{0}+a_{1}(-4)+a_{2}(-4)^{2}+a_{3}(-4)^{3}+a_{4}(-4)^{4}=a_{0}-4 a_{1}+16 a_{2}-64 a_{3}+256 a_{4}=18 \\
& a_{0}+a_{1}(0)+a_{2}(0)^{2}+a_{3}(0)^{3}+a_{4}(0)^{4}=a_{0}=1 \\
& a_{0}+a_{1}(4)+a_{2}(4)^{2}+a_{3}(4)^{3}+a_{4}(4)^{4}=a_{0}+4 a_{1}+16 a_{2}+64 a_{3}+256 a_{4}=0 \\
& a_{0}+a_{1}(6)+a_{2}(6)^{2}+a_{3}(6)^{3}+a_{4}(6)^{4}=a_{0}+6 a_{1}+36 a_{2}+216 a_{3}+1296 a_{4}=28 \\
& a_{0}+a_{1}(8)+a_{2}(8)^{2}+a_{3}(8)^{3}+a_{4}(8)^{4}=a_{0}+8 a_{1}+64 a_{2}+512 a_{3}+4096 a_{4}=135
\end{aligned}
$$

Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{rrrrrr}1 & -4 & 16 & -64 & 256 & 18 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 1 & 4 & 16 & 64 & 256 & 0 \\ 1 & 6 & 36 & 216 & 1296 & 28 \\ 1 & 8 & 64 & 512 & 4096 & 135\end{array}\right] \Rightarrow\left[\begin{array}{rrrrrr}1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & \frac{3}{4} \\ 0 & 0 & 1 & 0 & 0 & -\frac{1}{2} \\ 0 & 0 & 0 & 1 & 0 & -\frac{3}{16} \\ 0 & 0 & 0 & 0 & 1 & \frac{1}{16}\end{array}\right]$

So, $p(x)=1+\frac{3}{4} x-\frac{1}{2} x^{2}-\frac{3}{16} x^{3}+\frac{1}{16} x^{4}=\frac{1}{16}\left(16+12 x-8 x^{2}-3 x^{3}+x^{4}\right)$.
(b)

10. (a) Let $z=x-2012$. Because there are four points, choose a third-degree polynomial, $p(z)=a_{0}+a_{1} z+a_{2} z^{2}+a_{3} z^{3}$. Then substitute $z=0,1,2$, and 3 into $p(z)$ and equate the results to $y=150,180,240$, and 360 respectively.
$a_{0}+a_{1}(0)+a_{2}(0)^{2}+a_{3}(0)^{3}=a_{0} \quad=150$
$a_{0}+a_{1}(1)+a_{2}(1)^{2}+a_{3}(1)^{3}=a_{0}+a_{1}+a_{2}+a_{3}=180$
$a_{0}+a_{1}(2)+a_{2}(2)^{2}+a_{3}(2)^{3}=a_{0}+2 a_{1}+4 a_{2}+8 a_{3}=240$
$a_{0}+a_{1}(3)+a_{2}(3)^{2}+a_{3}(3)^{3}=a_{0}+3 a_{1}+9 a_{2}+27 a_{3}=360$
Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 150 \\ 1 & 1 & 1 & 1 & 180 \\ 1 & 2 & 4 & 8 & 240 \\ 1 & 3 & 9 & 27 & 360\end{array}\right] \Rightarrow\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 150 \\ 0 & 1 & 0 & 0 & 25 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 5\end{array}\right]$
So, $p(z)=150+25 z+5 z^{3}$, or $p(x)=150+25(x-2012)+5(x-2012)^{3}$.
(b)

12. (a) Because there are four points, choose a third-degree polynomial, $p(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}$. Then substitute $x=1,1.189,1.316$, and 1.414 into $p(x)$ and equate the results to $y=1,1.587,2.080$, and 2.520 , respectively.

$$
\begin{aligned}
& a_{0}+a_{1}(1)+a_{2}(1)^{2}+a_{3}(1)^{3}=a_{0}+\quad a_{1}+\quad a_{2}+\quad a_{3}=1 \\
& a_{0}+a_{1}(1.189)+a_{2}(1.189)^{2}+a_{3}(1.189)^{3} \approx a_{0}+1.189 a_{1}+1.414 a_{2}+1.681 a_{3}=1.587 \\
& a_{0}+a_{1}(1.316)+a_{2}(1.316)^{2}+a_{3}(1.316)^{3} \approx a_{0}+1.316 a_{1}+1.732 a_{2}+2.279 a_{3}=2.080 \\
& a_{0}+a_{1}(1.414)+a_{2}(1.414)^{2}+a_{3}(1.414)^{3} \approx a_{0}+1.414 a_{1}+1.999 a_{2}+2.827 a_{3}=2.520
\end{aligned}
$$

Use Gauss-Jordan elimination on the augmented matrix for this system.
$\left[\begin{array}{lllll}1 & 1 & 1 & 1 & 1 \\ 1 & 1.189 & 1.414 & 1.681 & 1.587 \\ 1 & 1.316 & 1.732 & 2.279 & 2.080 \\ 1 & 1.414 & 1.999 & 2.827 & 2.520\end{array}\right] \Rightarrow\left[\begin{array}{llllr}1 & 0 & 0 & 0 & -0.095 \\ 0 & 1 & 0 & 0 & 0.103 \\ 0 & 0 & 1 & 0 & 0.405 \\ 0 & 0 & 0 & 1 & 0.587\end{array}\right]$

So, $p(x) \approx-0.095+0.103 x+0.405 x^{2}+0.587 x^{3}$.
(b)

14. Choosing a second-degree polynomial approximation $p(x)=a_{0}+a_{1} x+a_{2} x^{2}$, substitute $x=1,2$, and 4 into $p(x)$ and equate the results to $y=0,1$, and 2 , respectively.
$a_{0}+a_{1}+a_{2}=0$
$a_{0}+2 a_{1}+4 a_{2}=1$
$a_{0}+4 a_{1}+16 a_{2}=2$
The solution to this system is $a_{0}=-\frac{4}{3}, a_{1}=\frac{3}{2}$, and $a_{2}=-\frac{1}{6}$.
So, $p(x)=-\frac{4}{3}+\frac{3}{2} x-\frac{1}{6} x^{2}$.
Finally, to estimate $\log _{2} 3$, calculate $p(3)=-\frac{4}{3}+\frac{3}{2}(3)-\frac{1}{6}(3)^{2}=\frac{5}{3}$.
16. Assume that the equation of the circle is $x^{2}+a x+y^{2}+b y-c=0$. Because each of the given points lie on the circle, you have the following linear equations.
$(-5)^{2}+a(-5)+(1)^{2}+b(1)^{2}-c=-5 a+b-c+26=0$
$(-3)^{2}+a(-3)+(2)^{2}+b(2)-c=-3 a+2 b-c+13=0$
$(-1)^{2}+a(-1)+(1)^{2}+b(1)-c=-a+b-c+2=0$
Use Gauss-Jordan elimination on the system.
$\left[\begin{array}{rrrr}-5 & 1 & -1 & -26 \\ -3 & 2 & -1 & -13 \\ -1 & 1 & -1 & -2\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}1 & 0 & 0 & 6 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & -3\end{array}\right]$

So, the equation of the circle is $x^{2}-6 x+y^{2}+y+3=0$, or $(x-3)^{2}+\left(y-\frac{1}{2}\right)^{2}=\frac{25}{4}$.
18. (a) Letting $z=\frac{x-1970}{10}$, the four data points are $(0,205),(1,227),(2,249)$, and (3, 282). Let
$p(z)=a_{0}+a_{1} z+a_{2} z^{2}+a_{3} z^{3}$. Substituting the points into $p(z)$ produces the following system of linear equations.
$a_{0}+a_{1}(0)+a_{2}(0)^{2}+a_{3}(0)^{3}=a_{0} \quad 205$
$a_{0}+a_{1}(1)+a_{2}(1)^{2}+a_{3}(1)^{3}=a_{0}+a_{1}+a_{2}+a_{3}=227$
$a_{0}+a_{1}(2)+a_{2}(2)^{2}+a_{3}(2)^{3}=a_{0}+2 a_{1}+4 a_{2}+8 a_{3}=249$
$a_{0}+a_{1}(3)+a_{2}(3)^{2}+a_{3}(3)^{3}=a_{0}+3 a_{1}+9 a_{2}+27 a_{3}=282$
Form the augmented matrix
$\left[\begin{array}{rrrrr}1 & 0 & 0 & 0 & 205 \\ 1 & 1 & 1 & 1 & 227 \\ 1 & 2 & 4 & 8 & 249 \\ 1 & 3 & 9 & 27 & 282\end{array}\right]$
and use Gauss-Jordan elimination to obtain the equivalent reduced row-echelon matrix.
$\left[\begin{array}{rrrrr}1 & 0 & 0 & 0 & 205 \\ 0 & 1 & 0 & 0 & \frac{77}{3} \\ 0 & 0 & 1 & 0 & -\frac{11}{2} \\ 0 & 0 & 0 & 1 & \frac{11}{6}\end{array}\right]$
So, the cubic polynomial is $p(z)=205+\frac{77}{3} z-\frac{11}{2} z^{2}+\frac{11}{6} z^{3}$.
Because $z=\frac{x-1970}{10}, p(x)=205+\frac{77}{3}\left(\frac{x-1970}{10}\right)-\frac{11}{2}\left(\frac{x-1970}{10}\right)+\frac{11}{6}\left(\frac{x-1970}{10}\right)^{3}$.
(b) To estimate the population in 2010, let $x=$ 2010. $p(2010)=205+\frac{77}{3}(4)-\frac{11}{2}(4)^{2}+\frac{11}{6}(4)^{3}=337$ million, which is greater than the actual population of 309 million.
20. (a) Letting $z=x-2000$, the five points $(6,348.7),(7,378.8),(8,405.6),(9,408.2)$, and $(10,421.8)$.

Let $p(z)=a_{0}+a_{1} z+a_{2} z^{2}+a_{3} z^{3}+a_{4} z^{4}$.
$a_{0}+a_{1}(6)+a_{2}(6)^{2}+a_{3}(6)^{3}+a_{4}(6)^{4}=a_{0}+6 a_{1}+36 a_{2}+216 a_{3}+1296 a_{4}=348.7$
$a_{0}+a_{1}(7)+a_{2}(7)^{2}+a_{3}(7)^{3}+a_{4}(7)^{4}=a_{0}+7 a_{1}+49 a_{2}+343 a_{3}+2401 a_{4}=378.8$
$a_{0}+a_{1}(8)+a_{2}(8)^{2}+a_{3}(8)^{3}+a_{4}(8)^{4}=a_{0}+8 a_{1}+64 a_{2}+512 a_{3}+4096 a_{4}=405.6$
$a_{0}+a_{1}(9)+a_{2}(9)^{2}+a_{3}(9)^{3}+a_{4}(9)^{4}=a_{0}+9 a_{1}+81 a_{2}+729 a_{3}+6561 a_{4}=408.2$
$a_{0}+a_{1}(10)+a_{2}(10)^{2}+a_{3}(10)^{3}+a_{4}(10)^{4}=a_{0}+10 a_{1}+100 a_{2}+1000 a_{3}+10,000 a_{4}=421.8$
(b) Use Gauss-Jordan elimination to solve the system.
$\left[\begin{array}{rrrrrr}1 & 6 & 36 & 216 & 1296 & 348.7 \\ 1 & 7 & 49 & 343 & 2401 & 378.8 \\ 1 & 8 & 64 & 512 & 4096 & 405.6 \\ 1 & 9 & 81 & 729 & 6561 & 408.2 \\ 1 & 10 & 100 & 1000 & 10,000 & 421.8\end{array}\right] \Rightarrow\left[\begin{array}{rrrrrr}1 & 0 & 0 & 0 & 0 & 8337.8 \\ 0 & 1 & 0 & 0 & 0 & -4313.89 \\ 0 & 0 & 1 & 0 & 0 & 854.563 \\ 0 & 0 & 0 & 1 & 0 & -73.608 \\ 0 & 0 & 0 & 0 & 1 & 2.338\end{array}\right]$

So, $p(z)=8337.8-4313.89 z+854.563 z^{2}-73.608 z^{3}+2.338 z^{4}$. Because $z=x-2000$,

$$
p(x)=8337.8-4313.89(x-2000)+854.563(x-2000)^{2}-73.608(x-2000)^{3}+2.338(x-2000)^{4} .
$$

To determine the reasonableness of the model for years after 2010, compare the predicted values for 2011-2013 to the actual values.

| $x$ | 2011 | 2012 | 2013 |
| :---: | :---: | :---: | :---: |
| $p(x)$ | 537.8 | 903.4 | 1722.3 |
| Actual | 447.0 | 469.2 | 476.2 |

The model does not produce reasonable outcomes after 2010.
22. (a) Each of the network's four junctions gives rise to a linear equation as shown below.

$$
\begin{aligned}
\text { input } & =\text { output } \\
300 & =x_{1}+x_{2} \\
x_{1}+x_{3} & =x_{4}+150 \\
x_{2}+200 & =x_{3}+x_{5} \\
x_{4}+x_{5} & =350
\end{aligned}
$$

Rearrange these equations, form the augmented matrix, and use Gauss-Jordan elimination.
$\left[\begin{array}{rrrrrr}1 & 1 & 0 & 0 & 0 & 300 \\ 1 & 0 & 1 & -1 & 0 & 150 \\ 0 & 1 & -1 & 0 & -1 & -200 \\ 0 & 0 & 0 & 1 & 1 & 350\end{array}\right] \Rightarrow\left[\begin{array}{rrrrrr}1 & 0 & 1 & 0 & 1 & 500 \\ 0 & 1 & -1 & 0 & -1 & -200 \\ 0 & 0 & 0 & 1 & 1 & 350 \\ 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
Letting $x_{5}=t$ and $x_{3}=s$ be the free variables, you have
$x_{1}=500-s-t$
$x_{2}=-200+s+t$
$x_{3}=s$
$x_{4}=350-t$
$x_{5}=t$, where $t$ and $s$ are any real numbers.
(b) If $x_{2}=200$ and $x_{3}=50$, then you have $s=50$ and $t=350$.

So, the solution is: $x_{1}=100, x_{2}=200, x_{3}=50, x_{4}=0$, and $x_{5}=350$.
(c) If $x_{2}=150$ and $x_{3}=0$, then you have $s=0$ and $t=350$.

So, the solution is: $x_{1}=150, x_{2}=150, x_{3}=0, x_{4}=0$, and $x_{5}=350$.
24. (a) Each of the network's six junctions gives rise to a linear equation as shown below.

$$
\begin{aligned}
\text { input } & =\text { output } \\
600 & =x_{1}+x_{3} \\
x_{1} & =x_{2}+x_{4} \\
x_{2}+x_{5} & =500 \\
x_{3}+x_{6} & =600 \\
x_{4}+x_{7} & =x_{6} \\
500 & =x_{5}+x_{7}
\end{aligned}
$$

Rearrange these equations, form the augmented matrix, and use Gauss-Jordan elimination.
$\left[\begin{array}{rrrrrrrr}1 & 0 & 1 & 0 & 0 & 0 & 0 & 600 \\ 1 & -1 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 & 500 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 & 600 \\ 0 & 0 & 0 & 1 & 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 500\end{array}\right] \Rightarrow\left[\begin{array}{rrrrrrrr}1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 & 600 \\ 0 & 0 & 0 & 1 & 0 & -1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 500 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

Letting $x_{7}=t$ and $x_{6}=s$ be the free variables, you have

$$
\begin{aligned}
& x_{1}=s \\
& x_{2}=t \\
& x_{3}=600-s \\
& x_{4}=s-t \\
& x_{5}=500-t \\
& x_{6}=s \\
& x_{7}=t, \text { where } s \text { and } t \text { are any real numbers. }
\end{aligned}
$$

(b) If $x_{1}=x_{2}=100$, then the solution is $x_{1}=100, x_{2}=100, x_{3}=500, x_{4}=0, x_{5}=400, x_{6}=100$, and $x_{7}=100$.
(c) If $x_{6}=x_{7}=0$, then the solution is $x_{1}=0, x_{2}=0, x_{3}=600, x_{4}=0, x_{5}=500, x_{6}=0$, and $x_{7}=0$.
(d) If $x_{5}=1000$ and $x_{6}=0$, then the solution is $x_{1}=0, x_{2}=-500, x_{3}=600, x_{4}=500, x_{5}=1000, x_{6}=0$, and $x_{7}=-500$.
26. Applying Kirchoff's first law to three of the four junctions produces
$I_{1}+I_{3}=I_{2}$
$I_{1}+I_{4}=I_{2}$
$I_{3}+I_{6}=I_{5}$
and applying the second law to the three paths produces

$$
\begin{aligned}
R_{1} I_{1}+R_{2} I_{2} & =3 I_{1}+2 I_{2}=14 \\
R_{2} I_{2}+R_{4} I_{4}+R_{5} I_{5}+R_{3} I_{3} & =2 I_{2}+2 I_{4}+I_{5}+4 I_{3}=25 \\
R_{5} I_{5}+R_{6} I_{6} & =I_{5}+I_{6}=8
\end{aligned}
$$

Rearrange these equations, form the augmented matrix, and use Gauss-Jordan elimination.
$\left[\begin{array}{rrrrrrr}1 & -1 & 1 & 0 & 0 & 0 & 0 \\ 1 & -1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & -1 & 1 & 0 \\ 3 & 2 & 0 & 0 & 0 & 0 & 14 \\ 0 & 2 & 4 & 2 & 1 & 0 & 25 \\ 0 & 0 & 0 & 0 & 1 & 1 & 8\end{array}\right] \Rightarrow\left[\begin{array}{lllllll}1 & 0 & 0 & 0 & 0 & 0 & 2 \\ 0 & 1 & 0 & 0 & 0 & 0 & 4 \\ 0 & 0 & 1 & 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 1 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 & 1 & 0 & 5 \\ 0 & 0 & 0 & 0 & 0 & 1 & 3\end{array}\right]$
So, the solution is: $I_{1}=2, I_{2}=4, I_{3}=2, I_{4}=2, I_{5}=5$, and $I_{6}=3$.
28. (a) For a set of $n$ points with distinct $x$-values, substitute the points into the polynomial $p(x)=a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1}$. This creates a system of linear equations in $a_{0}, a_{1}, \cdots a_{n-1}$. Solving the system gives values for the coefficients $a_{n}$, and the resulting polynomial fits the original points.
(b) In a network, the total flow into a junction is equal to the total flow out of a junction. So, each junction determines an equation, and the set of equations for all the junctions in a network forms a linear system. In an electrical network, Kirchhoff's Laws are used to determine additional equations for the system.
30. $T_{1}=\frac{50+25+T_{2}+T_{3}}{4}$
$T_{2}=\frac{50+25+T_{1}+T_{4}}{4}$
$T_{3}=\frac{25+0+T_{1}+T_{4}}{4}$$\quad \Rightarrow \quad \begin{aligned} & 4 T_{1}-T_{2}-T_{3}=75 \\ &-T_{1}+4 T_{2} \\ &-T_{1} T_{4}=75 \\ &+4 T_{3}-T_{4}=25 \\ &-T_{2}-T_{3}+4 T_{4}=25\end{aligned}$
$T_{4}=\frac{25+0+T_{2}+T_{3}}{4}$
Use Gauss-Jordan elimination to solve this system.
$\left[\begin{array}{rrrrr}4 & -1 & -1 & 0 & 75 \\ -1 & 4 & 0 & -1 & 75 \\ -1 & 0 & 4 & -1 & 25 \\ 0 & -1 & -1 & 4 & 25\end{array}\right] \Rightarrow\left[\begin{array}{lllll}1 & 0 & 0 & 0 & 31.25 \\ 0 & 1 & 0 & 0 & 31.25 \\ 0 & 0 & 1 & 0 & 18.75 \\ 0 & 0 & 0 & 1 & 18.75\end{array}\right]$
So, $T_{1}=31.25^{\circ} \mathrm{C}, T_{2}=31.25^{\circ} \mathrm{C}, T_{3}=18.75^{\circ} \mathrm{C}$, and $T_{4}=18.75^{\circ} \mathrm{C}$.
32. $\frac{3 x^{2}-7 x-12}{(x+4)(x-4)^{2}}=\frac{A}{x+4}+\frac{B}{x-4}+\frac{C}{(x-4)^{2}}$
$3 x^{2}-7 x-12=A(x-4)^{2}+B(x+4)(x-4)+C(x+4)$
$3 x^{2}-7 x-12=A x^{2}-8 A x+16 A+B x^{2}-16 B+C x+4 C$
$3 x^{2}-7 x-12=(A+B) x^{2}+(-8 A+C) x+16 A-16 B+4 C$
So, $A+B=3$
$-8 A+C=-7$
$16 A-16 B+4 C=-12$.
Use Gauss-Jordan elimination to solve the system.
$\left[\begin{array}{rrrr}1 & 1 & 0 & 3 \\ -8 & 0 & 1 & -7 \\ 16 & -16 & 4 & -12\end{array}\right] \Rightarrow\left[\begin{array}{llll}1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 2 \\ 0 & 0 & 1 & 1\end{array}\right]$
The solution is: $A=1, B=2$, and $C=1$.
So, $\frac{3 x^{2}-7 x-12}{(x+4)(x-4)^{2}}=\frac{1}{x+4}+\frac{2}{x-4}+\frac{1}{(x-4)^{2}}$
34. Use Gauss-Jordan elimination to solve the system.
$\left[\begin{array}{rrrr}0 & 2 & 2 & -2 \\ 2 & 0 & 1 & -1 \\ 2 & 1 & 0 & 100\end{array}\right] \Rightarrow\left[\begin{array}{rrrr}1 & 0 & 0 & 25 \\ 0 & 1 & 0 & 50 \\ 0 & 0 & 1 & -51\end{array}\right]$
So, $x=25, y=50$, and $\lambda=-51$.

