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Objectives:  Students will: 

 Identify the conditions necessary to do inference for regression. 

 Explain what is meant by the standard error about the least-squares line. 

 Given a set of data, check that the conditions for doing inference for regression are present. 

 Compute a confidence interval for the slope of the regression line. 

 Conduct a test of the hypothesis that the slope of the regression line is 0 (or that the correlation is 0) in the 

population. 

 

AP Outline Fit: 

IV. Statistical Inference: Estimating population parameters and testing hypotheses (30%–40%) 
A. Estimation (point estimators and confidence intervals) 

8. Confidence interval for the slope of a least-squares regression line 

B. Tests of significance 

7. Test for the slope of a least-squares regression line 

Note: This chapter builds on the material developed in section 3.2. 

 

What you will learn: 

 

A. Preliminaries 

1. Make a scatterplot to show the relationship between an explanatory and a response variable. 

2. Use a calculator or software to find the correlation and the least-squares regression line. 

B. Recognition 

1. Recognize the regression setting: a straight-line relationship between an explanatory variable x and a response 

variable y. 

2. Recognize which type of inference you need in a particular regression setting. 

3. Inspect the data to recognize situations in which inference isn’t safe: a nonlinear relationship, influential 

observations, strongly skewed residuals in a small sample, or nonconstant variation of the data points about the 

regression line. 

C. Doing Inference Using Software and Calculator Output 

1. Explain in any specific regression setting the meaning of the slope β of the true regression line. 

2. Understand computer output for regression.  From the output, find the slope and intercept of the least-squares line, 

their standard errors, and the standard error about the line. 

3. Use the output to carry out tests and calculate confidence intervals for β. 

 

https://www.khanacademy.org/math/ap-statistics/inference-slope-linear-regression
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Chapter 12-1:  Inference for Regression (slope) 
 

Knowledge Objectives:  Students will: 

Check the conditions for performing inference about the slope 𝛽1of the population (true) regression line 

Interpret the values of 𝑏0, 𝑏1, s and 𝑆𝐸𝑏1 in context, and determine these values from computer output 

Construct and interpret a confidence interval for the slope 𝛽1 of the population (true) regression line 

Perform a significance test about the slope 𝛽1 of the population (true) regression line 

 

Vocabulary:   

Population regression line – cc  

Sample regression line – cc  

 

Key Concepts:   

Conditions for doing inference on regression coefficient for the slope 

• Repeated responses y are independent of each other 

• The mean response, μy, has a straight-line relationship with x:                         μy = α + βx 

where the slope β and intercept α are unknown parameters  

• The standard deviation of y (call it σ) is the same for all values of x.  The value of σ is unknown. 

• For any fixed value of x, the response variable y varies according to a Normal distribution 

 

 
 

• L:  The true relationship is linear 

– Scatter plot the data to check this 

– Remember the transformations to make non-linear data linear 

• I:  Independent Observations 

– No repeated observations on the same individual 

• N:  Response varies Normally about the true regression line 

– To check this, we look at the residuals (since they must be Normally distributed as well) either with a box 

plot or normality plot  (a post-hoc – after the test procedure) 

– These procedures are robust, so slight departures from Normality will not affect the inference 

• E:  Equal response standard deviation everywhere 

– Check the scatter plot to see if this is violated 

• R:  Random sample is needed for inference testing. 

– Often not the case in regression settings, where researchers often fix in advance the values of x being tested 

 

Inference Testing 

• Since the null hypothesis cannot be proved, our hypotheses for tests on the regression slope will be: 

H0:  β = 0          (no correlation between x and y) 

Ha:  β ≠ 0          (some linear correlation) 

https://www.khanacademy.org/math/ap-statistics/inference-slope-linear-regression#inference-slope
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Example:  Mrs. Barrett’s class did a variation of the helicopter experiment on page 738. Students randomly assigned 14 

helicopters to each of five drop heights: 152 centimeters (cm), 203 cm, 254 cm, 307 cm, and 442 cm. Teams of students 

released the 70 helicopters in a predetermined random order and measured the flight times in seconds.  

 

The class used Minitab to carry out a least-squares regression analysis for these data. A scatterplot, residual plot, histogram, 

and Normal probability plot of the residuals are shown below.  Construct and interpret a 95% confidence interval for the 

slope of the population regression line. 

 
 

 
 

Conditions: 

 

 

 

 

 

 

 

 

 

 

 

 
 

Interpretation: 
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Example:  Infants who cry easily may be more easily stimulated than others. This may be a sign of higher IQ. Child 

development researchers explored the relationship between the crying of infants 4 to 10 days old and their later IQ test scores. 

A snap of a rubber band on the sole of the foot caused the infants to cry. The researchers recorded the crying and measured its 

intensity by the number of peaks in the most active 20 seconds. They later measured the children’s IQ at age three years 

using the Stanford-Binet IQ test. A scatterplot and Minitab output for the data from a random sample of 38 infants is below. 

 

Do these data provide convincing evidence that there is a positive linear relationship between crying counts and IQ in the 

population of infants?   We want to perform a test of 

   H0 : β = 0  

   Ha : β > 0 

where β is the true slope of the population regression line relating crying count to IQ score. No significance level was given, 

so we’ll use α = 0.05.  

       
 

Conditions: 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Calculations: 

 

 

 

 

Interpretation: 
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MINITAB output from a regression problem: 

 
 

 

Example:  16 student volunteers at Ohio State drank a randomly assigned number of cans of beer.  Thirty minutes later, a 

police officer measured their BAC.  Here are the data: 

Student 1  2  3  4  5  6  7  8  

Beers 5  2  9  8  3  7  3  5  

BAC 0.10  0.03  0.19  0.12  0.04  0.095  0.07  0.06  

Student 9  10  11  12  13  14  15  16  

Beers 3  5  4  6  5  7  1  4  

BAC 0.02  0.05  0.07  0.10  0.085  0.09  0.01  0.05  

 

Enter the data into your calculator.  

a) Draw a scatter plot of the data and the regression line 

LinReg L1, L2, Y1 

 

 

b) Conduct an inference test on the effect of beers on BAC using 

your calculator 

 

t =  

p =  

df =  

a =  

b =  

s =  

r
2
 =  

r =  

 

 

 

Minitab Output: 
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Sample Computer Output: 

Problem 15-10: 

 
 

 

 

 

Problem 15-20: 

 
 

 

 

 

Summary: 

– Inference Conditions Needed  (LINER): 

1) Linear Model appropriate 

2) Independent Observations 

3) Normally distributed response values about a given x 

4) Equal standard deviation (or spread); σ is constant 

5) Randomly selected values 

– Confidence Intervals on β can be done 

– Computer output needs to be understood 

– Inference testing on β use the t statistic = b/SEb  

 

Homework:  Problems 1, 5, 7, 11, 15 

http://media.saplinglearning.com/priv/hs/stats/tps6e/student_resources/Starnes_Type_Student_Resources_Index.html
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750412660001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750415343001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750415344001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750423591001
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Chapter 12-2:  Transforming to Achieve Linearity 
 

Objectives:  Students will be able to:   

Use transformations involving powers and roots to find a power model that describes the relationship between two 

quantitative variables, and use the model to make predictions 

Use transformations involving logarithms to find a power model that describes the relationship between two quantitative 

variables, and use the model to make predictions 

Use transformations involving logarithms to find an exponential model that describes the relationship between two 

quantitative variables, and use the model to make predictions 

Determine which of several transformations does a better job of producing a linear relationship 

 

Vocabulary:  None new 

 

Key Concept:   

Although a power model of the form y = ax
p
 describes the relationship between x and y in this setting, there is a linear 

relationship between x
p
 and y.  

 

Not all curved relationships are described by power models.  Some relationships can be described by a logarithmic model of 

the form           y = a + b log x. 

 

Sometimes the relationship between y and x is based on repeated multiplication by a constant factor. That is, each time x 

increases by 1 unit, the value of y is multiplied by b. An exponential model of the form y = ab
x
 describes such multiplicative 

growth.  

 

Example 1:  Imagine that you have been put in charge of organizing a fishing tournament in which prizes will be given for 

the heaviest Atlantic Ocean rockfish caught. You know that many of the fish caught during the tournament will be measured 

and released. You are also aware that using delicate scales to try to weigh a fish that is flopping around in a moving boat will 

probably not yield very accurate results. It would be much easier to measure the length of the fish while on the boat. What 

you need is a way to convert the length of the fish to its weight. 

              
 

Does the data look linear? 

 

 

Output from Minitab 

 

  

                                                  

https://www.khanacademy.org/math/ap-statistics/inference-slope-linear-regression#transformations-for-linearity
https://www.khanacademy.org/math/ap-statistics/inference-slope-linear-regression#transformations-for-linearity
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(a) Give the equation of the least-squares regression line. Define any variables you use. 

 

 

 

 

 

 

 

 

 

(b) Suppose a contestant in the fishing tournament catches an Atlantic ocean rockfish that’s 36 centimeters long. Use the 

model from part (a) to predict the fish’s weight. Show your work. 

 

 

 

 

 

 

 

 

 

 

 

(c) Interpret the value of s in context. 

 

 

 

 

 

 

 

 

 

Example 2:  Gordon Moore, one of the founders of Intel Corporation, predicted in 1965 that the number of transistors on an 

integrated circuit chip would double every 18 months. This is Moore’s law, one way to measure the revolution in computing. 

Here are data on the dates and number of transistors for Intel microprocessors: 
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a) A scatterplot of the natural logarithm (log base e or ln) of the 

number of transistors on a computer chip versus years since 1970 is 

shown. Based on this graph, explain why it would be reasonable to 

use an exponential model to describe the relationship between 

number of transistors and years since 1970. 

 

 

 

 

 

 

(b) Minitab output from a linear regression analysis on the transformed data is shown below. Give the equation of the least-

squares regression line. Be sure to define any variables you use.  

 
 

 

 

(c) Use your model from part (b) to predict the number of transistors on an Intel computer chip in 2020. Show your work.  

 

 

 

 

 

 

 

(d) A residual plot for the linear regression in part (b) is shown 

below. Discuss what this graph tells you about the appropriateness 

of the model.  

 

 

 

 

 

 

 

 

 

Example 3:  Eris 

On July 31, 2005, a team of astronomers announced that they had discovered what appeared to be a new planet in our solar 

system. They had first observed this object almost two years earlier using a telescope at Caltech’s Palomar Observatory in 

California.  

 

Originally named UB313, the potential planet is bigger than Pluto and has an average distance of about 6.3 billion miles from 

the sun. (For reference, Earth is about 93 million miles from the sun.)  

 

Could this new astronomical body, now called Eris, be a new planet? 

 

At the time of the discovery, there were nine known planets in our solar 

system. Here is a scatterplot on the distance from the sun and period of 

revolution of those planets.  Note that distance is measured in 

astronomical units (AU), the number of Earth distances the object is 

from the sun. There appears to be a strong curved relationship between 

distance from the sun and period of revolution. 
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The following graphs show the results of two different  

transformations of the data.  

• The graph on the left plots the natural logarithm of period against distance from the sun for all nine planets.  

• The graph on the right plots the natural logarithm of period against the natural logarithm of distance from the sun for 

the nine planets.  

 
(a) Based on the scatterplots, would an exponential model or a power model provide a better description of the 

relationship between distance and period? Justify your answer. 

 

 

 

 

 

 

 

 

 

 

 

(b) Here is computer output from a linear regression analysis of the transformed data in the graph above. Give the 

equation of the least-squares regression line. Be sure to define any variables you use. 

 
 

 

 

 

 

 

(c) Use your model from part (b) to predict the period of revolution for Eris, which is about 68.05 AU from the sun 
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(d) Here is a residual plot for the linear regression in 

part (b). Do you expect your prediction in part (c) to 

be too large, too small, or about right? Justify your 

answer. 

 

 

 

 

 

 

 

 

 

(e) Based on the residual graph to the right.  Is the 

power model a good model?  

 

 

 

 

 

 

 

 

 

 

 

Summary: 

• Nonlinear relationships between two quantitative variables can sometimes be changed into linear relationships by 

transforming one or both of the variables. Transformation is particularly effective when there is reason to think that 

the data are governed by some nonlinear mathematical model. 

• When theory or experience suggests that the relationship between two variables follows a power model of the form 

𝑦 =  𝑎𝑥𝑝, there are two transformations involving powers and roots that can linearize a curved pattern in a 

scatterplot.  

– Option 1: Raise the values of the explanatory variable x to the power p: look at a graph of (x
p
, y).  

– Option 2: Take the pth root of the values of the response variable y: look at a graph of (x, pth root of y). 

• Power:  if we use Ln(y) = a + bLn(x) to linearize the data, then a power function model is appropriate 

– Y = (e
a
)x

b
    

• Exponential:  if we use just Ln(y) = a + bx to linearize the data, then an exponential function model is appropriate 

– Y = ab
x
  

 

Homework:  Problems 33, 35, 37, 43, 47 

https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750338990001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750421779001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750419577001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750415345001
https://savi-cdn.macmillantech.com/brightcove/index.html?videoId=5750406980001
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Chapter 12:  Review 
 

Objectives:  Students will be able to:   

 Summarize the chapter 

 Define the vocabulary used 

 Know and be able to discuss all sectional knowledge objectives 

 Complete all sectional construction objectives 

 Successfully answer any of the review exercises 

 

 Identify the conditions necessary to do inference for regression. 

 Explain what is meant by the standard error about the least-squares line. 

 Given a set of data, check that the conditions for doing inference for regression are present. 

 Compute a confidence interval for the slope of the regression line. 

 Conduct a test of the hypothesis that the slope of the regression line is 0 (or that the correlation is 0) in the population. 

 

 

Vocabulary:  None new 

 

 


