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Chapter 13

Trends in Computer Technology

Introduction
Computer technology is advancing rapid-

ly, even explosively. To assess the impacts
of information systems, the current state of
this technology and where it is heading must
be understood. The capability that informa-
tion technology puts in the hands of the com-
puter user determines the nature of the ap-
plications that are developed.

Developmental trends are already shaping
the nature of the information-based services
that will be provided in the coming decade.
New services that make use of the growing
integration of telecommunication and infor-
mation technology are being designed and
implemented; and both industry and Gov-
ernment are looking at a wide range of inno-
vative products and services that will be
used by the in-home information system of
the future.

The nature of the technology as it evolves
will also influence the structure of the in-
dustry associated with it. Companies that
specialized only in components are begin-
ning to market computer systems; com-

panies that sold only general purpose com-
puter systems are beginning to market con-
sumer products that incorporate these
systems.

For the purposes of this study, emphasis
has been placed on what information sys-
tems can do rather than on the fundamental
nature of electronic technology. Many in-
teresting developments now in the labora-
tory, such as Josephson junctions, * may not
fundamentally change either the nature of
the systems that are designed or the pur-
poses to which they will be put, particularly
over the next 10 years. Other developments,
such as the microprocessor, are today revolu-
tionizing the ways in which computers are
used as well as the thinking about their
potential social impacts. Overall, the an-
ticipated changes from laboratory devel-
opments over the next several years will be
more of degree than of form.

*A Josephson junction is a microscopic-size electronic
logic device that operates at the temperature of liquid helium.
I t is very fast and uses very little power.

Conclusions
Several conclusions can be drawn from

OTA’s analysis of the trends in the develop-
ment of computer technology over the next ●

10 or 15 years. Spurred by both industrial
and Government research and development
(R&D) programs, information systems are
undergoing a revolution that will be mani-

Hardware

Computer electronics are experiencing an
extraordinary drop in price, increase in
power, and reduction in size.

In 1977, the Privacy Protection Study
fested-by a proliferation of new products and Commission estimated that the cost of com-
services affecting all sectors of American puting would drop by a factor of more than
society. 100 during the 20-year period from 1970 to

123
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1990. This means that the million dollar com-
puter of the 1960’s will cost less than a thou-
sand dollars in the late 1980’s.

Concomitantly, during this same period
calculating speed is expected to increase a
hundredfold. In 1970, the largest processors
performed 10 million operations per second,
today they perform 100 million, and by 1990
there will be a processor that will perform 1
billion. In addition to greater speed, new
designs can also greatly increase the power
of future computer systems.

The large computer that occupied one or
several rooms in the late 1960’s will fit in a
desk drawer by the late 1990’s, and a medi-
um-size computer will fit in a briefcase or
even a coat pocket. These trends do not nec-
essarily mean that in all cases the costs of
purchasing, programing, and operating a
large computer application system will de-
crease. Rather, more work will be done for
the equivalent number of dollars.

● There will be a great expansion in the
number of computers being used in busi-
ness, education, and the home.

This effect is already being seen. The
home computer boom, which was the first
big stimulus for the computer retailing
stores, has fallen off slightly, only to give
way to a new marketing thrust aimed at
small businesses. The hand calculator, which
has become a ubiquitous tool, is already be-
ing supplanted. A small hand-held computer
is now available in the consumer market, and
electronic calculators are being built into
wristwatches. Computers are also being
used as part of office automation.

● Computers will be used as components in
a wide range of consumer products.

With the advent of an integrated circuit
microprocessor that will sell in mass quan-
tities for $1 or less, the use of the computer
for controlling everyday devices in the home
and at work will become commonplace. Com-
puters are already being used or designed to
control such devices as clothes washers, sew-
ing machines, home thermostats, automobile

engines, sprinkler systems, typewriters, fil-
ing systems, electric lights, and cash regis-
ters.

While many applications will involve
simply substituting electronic for mechani-
cal control, the increased “intelligence” in-
corporated in the products will be used to
provide such additional features as energy
conservation or self-diagnosis of errors, and
to give more flexible control to the user.

● New products and services based on com-
puter and telecommunication technology
will become available.

In addition to adding computer control to
familiar products, the new computer technol-
ogy will be used to provide a new range of
products and services for the home and busi-
ness. The video game and home computer
are just the first of a long line of computer-
based information products and services
that will appear. (Electronic funds transfer
and electronic mail, two examples of in-
formation services, are examined in separate
OTA reports.)

● There will be a continuing, rapid increase
in the power of very large computer sys-
tems.

Advances in speed, efficiency, and micro-
electronics coupled with new design con-
cepts will produce computers in the 1980’s
that are far more powerful than the biggest
ones now available. This type of power is
useful for a limited but important set of com-
putational applications, e.g., improved sys-
tems for weather prediction. Furthermore,
systems that manage very large data bases
require very powerful computer processors,
particularly when sophisticated searches
and analyses must be made.

Software

● Software technology is expanding steadi-
ly, although not as rapidly as the hard-
ware.

Computer programs are sets of basic in-
structions that tell the computer the steps to
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take in doing a task. Programs can contain
millions of instructions, and their design is
as varied as the number of ways computers
are used. While computer scientists have
been successful in developing theoretical
models of computer hardware logic, efforts
to build an equivalent theory of programs
have not been rewarding to date. Thus, de-
veloping systematic techniques for creating,
testing, and monitoring computer software
has been a slow and tedious process. Some
experts maintain that programing is still
more of an art than a science.

The continuing R&D on programing lan-
guages and software engineering will pro-
vide a flow of improved techniques and soft-
ware tools, but the rate of improvement will
not match the explosive growth in hardware
capability.

● New software techniques will allow com-
puters to process a wider variety of data.

Traditionally, computers have processed
either numerical or alphabetic data struc-
tured in very rigid formats. However, soft-
ware for processing text, graphic images,
and digitized voice is developing rapidly in
addition to software for processing data
alone. The result will be new families of prod-
ucts and services affecting Government, in-
dustry, and the citizen at home.

● Software technology is the limiting factor
in controlling the rate at which new ap-
plications appear.

The use of the new specialized hardware
that is being designed is confined to very
restricted purposes, or is merely putting ex-
isting software ideas into hardware form for
increased efficiency. The software basis for
most new computer applications in the
1980’s exists now. There does not appear to
be much likelihood that a new concept of
computer design will change the way com-
puters are used in the next decade. Rather,
the changes will be in the scale of their use
and in who will be using them.

G The predominant cost of information sys-
tems will be for the software; the infor-

mation industry will become increasingly
labor intensive.

This conclusion follows directly from the
last two statements coupled with the labor
intensive nature of programing. This trend
will influence the marketing practices of
computer manufacturers, who will increas-
ingly find profit in the sales of complete
systems—combinations of hardware and
software—rather than hardware by itself.

● Software reliability, security, and audit-
ability will improve slowly.

Large systems, because they are complex
and cumbersome, tend to suffer from the
kinds of reliability problems that are not
solved by building more reliable hardware.
The problems of assuring that a system is
actually performing as intended and cannot
be compromised, accidentally or deliberate-
ly, are inherent in the complexity of software
design.

Furthermore, although computer software
experts are improving their understanding
of how to increase the reliability of pro-
grams, they are unable to keep pace with the
growth in the size and complexity of the
systems being designed. Recently, system
designers have become more aware of the
need to design secure and auditable applica-
tions, and users have become aware that
they can demand such capabilities from the
producers. Thus, although some improve-
ment is taking place, substantial progress
will depend on more R&D.

● New data base techniques will allow
massive data banks that serve multiple
uses.

Data bases will grow; some will contain
trillions of units of information. At the same
time, people will want to work with the data
in more varied ways. Today, sophisticated
programing is often required in order to han-
dle efficiently each different type of query a
user might want to make of the data base.

However, researchers are developing
methods to improve the efficient use of large
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data bases and to make them serve multiple
needs. This is being done through the devel-
opment of more powerful query languages,
new ways of organizing the data within the
machine, and new hardware designs.

Human-Computer  Inter face

People communicate with computers for
three basic reasons: to describe the task to
be done, to enter data for processing, and to
derive results. Improvements in this tech-
nology will result not only in less costly
systems, but also in a vast expansion of in-
formation systems capabilities and in their
more efficient use.

● There will be an increase in the direct use
of computers by nonexperts.

Improvements in programing languages
will allow users to communicate more easily
with the computer. Historically, programing
and system control languages have been
complicated and time-consuming to learn.
They often require understanding how a
computer operates. New, easy-to-learn but
powerful languages will increase the number
of people who will use computers directly
without recourse to an intermediary expert.
In addition, the proliferation of computer in-
troductory courses in high schools will in-
crease the number of people who have a basic
knowledge of computer systems.

This trend will allow many more simple
applications to be developed by users in-
dividually or in modest organizational set-
tings. However, in larger organizations, or
for applications that require integration with
other systems, it will mean that much of the
programing for modern small systems will
be done by end users in industry and in the
home who are not subject to control by cen-
tral data processing management. This may
lead to such problems as misuse, poorly
functioning systems, or incompatibility.

● More data will be captured by computers
and stored in machine-readable form.

The distribution of computing power
through the use of microprocessors linked

together over communication lines will in-
crease the amount of data captured at the
source and stored in computer-readable
form. Some types of information are cap-
tured deliberately, as in the case of the com-
puterized register in a retail store. Other
types, which are captured only as a byprod-
uct of automation, may be found to be useful
enough to keep. For example, the system
data collected by word processing systems
may be considered useful by managers in
monitoring secretarial efficiency. The pro-
liferation of capturing such data may raise
serious policy issues.

● Output will be organized to present in-
formation that is more directly useful to
the user.

It has been known from the earliest days
of computing that the form in which the
results of computations are presented can
determine, in great part, whether it is actual-
ly used or whether the answer being sought
is found. Advances in both the hardware and
programing for image display and speech are
being brought out of the laboratory and into
the commercial market.

Research in information display is discov-
ering how to filter significant information
from insignificant data and present it to the
user in the most efficient way. There is now a
new, burgeoning interest in the use of color
graphics display, a technology long consid-
ered the domain of the computer research
laboratory, but too expensive for general
use.

● There will be increased interface with in-
formation systems by consumers in their
homes and employees in their offices.

Many systems designed for entertain-
ment, education, information retrieval, and
computational services are beginning to be
offered through a combination of evolving
television sets and telephone instruments
because of easy-to-use software, data banks,
and the distribution medium provided by
cable television (CATV). As a result, there is
a possibility that society as a whole will be
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substantially affected, but to what extent is
presently unknown.

C o m m u n i c a t i o n

The rapidly increasing availability of
inexpensive digital data communication
through specialized networks such as Tele-
net and Tymnet, coupled with the trend of
manufacturers to design systems with elab-
orate communication hardware and software
built in, are motivating growth in the use of
distributed, communication-based systems.
New satellite-based data communication
services will further stimulate this trend.

s The use of distributed data bases and
distributed processing will grow rapidly.

Rather than centralizing data collection
and processing as in the past, the most effi-
cient procedure in the future will be to
localize these functions at the point where
the data are originally captured. Organiza-
tions will have computational capacity dis-

tributed among all of their offices. All
computer-based devices, even word proces-
sors, will be linked into the central system.

The problems in managing such a distrib-
uted system will be a major concern of large
organizations. In particular, procedures for
controlling access and for ensuring data
quality will be more difficult in a distributed
environment. However, dealing with them
effectively will be crucial to the successful
operation of communication-based systems.

s There will be increased availability of com-
puter services to the home and business
over communication lines.

Many homes will have small computers or
computer terminals, and those that do not
will likely contain telephones and television
sets that have been equipped with computer
control. All of these devices will provide
links from the home and office to a multitude
of information services provided over a vari-
ety of communication channels such as tele-
vision broadcast, telephone, or cable lines.

Processors
The 1970’s have seen continual dramatic

improvements in the characteristics of the
components from which computers are
made. It is expected that this trend will con-
tinue through the 1980’s, with computing
hardware becoming remarkably inexpensive
and efficient.

The decline in cost per logic function from
1960 projected to 1990 is shown in figure 8.
In 1960, the price of a logic gate ranged from
$1 to $10 per unit, depending on speed. By
1990, that price is expected to range from a
few thousandths of a cent to a few tenths of
a cent per gate. This continuing decline is
based in large part on the dramatic increase
in capability of semiconductor chips, as il-
lustrated in figure 9.

There has been a parallel increase in the
speed of processing. In 1960, the fastest
machine executed about 1 million instruc-

tions per second. By 1990, there probably
will be computers that will execute a billion
or more instructions per second, a thousand-
fold increase in speed.

This combination of increased speed and
decreased cost for logic components results
in a steady decline in the cost of computa-
tion. The drop in the costs of computing on
IBM systems that are roughly equivalent,
over the period 1952 through 1980, is shown
in figure 10.

These gains have all been due to progress
in integrated circuit technology, the process
by which electronic components are printed
on small chips of silicon. Using these chips
as components has resulted in a steady
shrinkage of the size of computers from
assemblages that filled several rooms to the
current desk-top versions. Mass production
techniques have replaced the hand-wiring of
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Figure 8.— Projections of Logic Cost per Gate
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Figure 9.— Increase in Capability of
Semiconductor Chips From 1956 to 1980
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Figure 10.— Drop in Average Computer System Cost
per 100,000 Calculations From 1952 to 1980
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a decade ago, speeding up the manufactur-
ing phase. Energy consumption, both to
operate the computer system directly and
for the necessary system cooling, has
dropped enormously.

The financial implications of these latter
trends are significant in that they are
stimulating a rapid growth in computer ap-
plications that will accelerate beyond their
current high rate in the 1980’s. Facility costs
have historically been a major expense to
users installing computers. Now, many sys-
tems take up only a desk top, require no spe-
cialized environment control, and plug into a
normal electrical wall socket. This flexibility
means that many computer systems can be
installed at any site, from the home to the
business, with little or no added cost for
preparing the physical site.
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Inexpensive very large-scale integration
(VLSI) based computer hardware will also
lead to lower maintenance costs in the
1980’s. Maintenance currently is estimated
to cost about 5 percent of the computer’s
purchase price per year for medium-size com-
puters. The figure is higher for smaller
machines. A reduction in these costs will
result from lower failure rates, easier main-
tenance by replacing larger modular units of
the system, and built-in hardware redun-
dancy and fault diagnosis.

Implications: These trends have several
implications for computer hardware. In the
first place, as illustrated in figure 10, there
has been and will continue to be a steady
drop in the cost of computing on general pur-
pose, medium- to large-scale computing sys-
tems.

Second, small inexpensive, personal desk-
top computers have appeared on the market
in the last few years. These “microcom-
puters, while modest by present standards,
are quite powerful relative to the standards
of only a decade or two ago. The price of
these systems will drop rapidly, and their
capacity will grow over the next decade.
These small systems will likely drive the
development of a true mass market for com-
puters, a market analogous to the current
one for hand calculators.

In addition to making the microcomputer
possible, the ability to mass-produce chips
and to custom design them at the same time,
using the automated production machines,
means that there will be a proliferation of
special-purpose computers that are custom-
made for specific applications. One of the
motivations for the development of the so-
called “general purpose” computer was that
a computer system was expensive and dif-
ficult to design and build. Thus, many dif-
ferent user markets had to be identified for a
single design in order to provide a sufficient
customer base to justify its production.

This view of the manufacturers was repro-
duced in miniature within each computer
center, which accumulated as many different

types of applications as possible in order to
justify acquiring a large computing machine,
and thereby benefit from economies of scale.

These days, however, it is feasible to build
special-purpose machines, because the spe-
cialized markets have grown and because the
cost of designing and marketing custom
tailored systems has dropped. As an exam-
ple, a variety of firms (some quite small) are
marketing so-called “array processors, ”
computers designed to calculate the solu-
tions to systems of mathematical equations
that display certain special characteristics.
These processors are designed to be con-
nected to a general purpose computer, and to
be called on only for the specific calculations
at which they excel. In the jobs for which
they are intended, these array processors,
which cost about as much as a large com-
puter, are hundreds of times more powerful
than the biggest computers available. The
market for this machine exemplifies the in-
creasing ability of small firms to enter the
computer hardware business and carve out a
niche for themselves.

Basic R&D in hardware design is picking
up again after a hiatus. It moved out of the
academic and pure research laboratory in the
1960’s due to the high costs of building hard-
ware and the lack of enthusiasm for new de-
sign concepts on the part of manufacturers.
Now, the costs and feasibility of experimen-
tal research have improved dramatically.
The result should be a proliferation in the
1980’s of small specialized computers, tai-
lored to particular needs. This trend will
reduce computing costs even more than
would result from the drop in component
costs alone.

In general, experts expect that a continu-
ing trend will be seen toward modular com-
puter architecture. Logical functions will be
distributed over the entire system. The cen-
tral processor will be a traffic director con-
trolling the flow of work among the various
units. There will be specialized computation
units like the array processor discussed
above, file management processors for han-
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dling data bases, communications control ponents will not need to be in the same room
units, specialized language processors, and or even the same city to be part of the
others. Because of widespread high-speed system.
digital communications, these various com-

Information Storage
A computer memory comes in a wide vari-

ety of sizes, speeds, and types. Any par-
ticular system uses an assortment of
memories to support its operation. Its most
significant design characteristics are
retrieval time and capacity.

Retrieval time is the time it takes to get a
segment of information from the memory.
The technology currently available provides
a range of times from 1 nanosecond (1
billionth of a second) to a minute or more.
Retrieval time includes the time both to find
and to read the information.

Capacity is the amount of information
that can be stored conveniently and eco-

nomically. It is measured in bits ( the
smallest fundamental unit of information),
or bytes, an 8-bit grouping roughly equiv-
alent in information content to a single
alphabetic character or two numerical digits.

There is a distinct tradeoff between speed
and capacity. Therefore, in connecting a
computer that performs millions of instruc-
tions in a second with a world that operates
in a much slower timeframe, a hierarchy of
memory types is used. The current selection
of memory technology available to system
designers is shown in figure 11, and the pro-
jected drop in cost for information storage
through 1990 is shown in figure 12.

Figure 11.— Cost and Access Time of Memory Technologies
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Figure 12. —Projections for Memory Cost
per Character
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There are two other important character-
istics of various memory systems that affect
their use in particular applications. These
are volatility and writability.

Volatility refers to the long-term stability
of the memory. Many storage systems lose
the information they contain when the power
source is removed or interrupted. Others
keep the information indefinitely until it is
changed.

Writability refers to the ability to insert
information in the memory. Memory is clas-
sified as read/write or read only, depending
on whether or not the computer can copy
new data back into the storage in about the
same time scale as information can be read.
Read only memories are written once and the
recording is permanent. In this discussion,
memory is roughly categorized as fast, in-
termediate, and mass storage.
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Fast Memory Storage

Fast memory storage constitutes the up-
per left-hand group in figure 11. It is the
most closely connected to the processor, and
hence its speed must be consistent with that
of the computer hardware. Because of the
relatively high cost of fast memory, it is
usually the smallest memory in the system.

For many years, core memories based on
the magnetic properties of an iron compound
were the principal technology used for fast
memory storage. However, this technology
seems to have reached its limit in cost,
speed, and size. Most new memories now are
designed around VLSI semiconductor tech-
nology.

Intermediate Memory Storage

Intermediate memory storage, which is
reasonably fast but inexpensive enough to
be used in large quantities, serves as a buffer
between the high-speed semiconductor mem-
ory and the very slow mass storage devices.
In the long term, bubble memory m a y
develop into the technology of choice for in-
termediate memory storage. Information is
stored as tiny magnetic domains that circu-
late along a printed track in a semiconductor
medium. Some bubble memory products are
already on the market, and new improved
ones are being announced continually.

One of the advantages of bubble memories
is that the domains are stable. Therefore,
when a bubble memory is used in a terminal,
for example, data can be entered and stored
in it for later transmission without needing
to keep the terminal hooked up continuously
to a power supply. The technology of bubble
memories is progressing rapidly. One manu-
facturer has already announced plans to
market a million-bit chip that will cost
around $2,000 in small quantities.

High-speed magnetic disks are still widely
used for intermediate memory, and will con-
tinue to be the most important technology
for this decade. Steady improvements will be
announced throughout the 1980’s. Some ex-
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perts predict that disks will eventually be
used in a more finely stratified memory
hierarchy, rather than being replaced by
bubble memories. This may depend on
whether progress in expanding the capacity
of bubble memories continues as rapidly as it
has.

Mass Memory Storage

Progress seems to be slower in the area of
very large storage devices. No radically new
technology has appeared that seems to
promise any breakthroughs. Magnetic tape
will continue to be used heavily over the next
decade.

Many new mass storage technologies–
e.g., video disk—are difficult and expensive
to write, but very cheap and easy to re-
produce and read. Erasing and rewriting are
often impossible. Costs per bit of storage for
archival applications are low enough to be
competitive with paper storage. Incremental
improvements over the next decade should
strengthen this advantage and stimulate a
trend toward permanent document storage
in electronic form.

Inexpensive Mass Storage

The rising market for small inexpensive
computer systems is producing a demand for
small, very cheap, bulk storage technology.
The technology is different from that pro-
vided for large systems. The size of bulk
storage needed is less, and there is more
tolerance for slow search times. Currently,
personal computers are supported by two
types of bulk storage, magnetic tape cas-
settes and “floppy” disks.

Tape readers are very cheap, as is the tape
itself. However, read time is quite slow, even
by personal computer standards. Floppy
disk hardware is more expensive, although
still within the requisite price range. The
disks themselves are cheap and easily
stored.

Some manufacturers, particularly those
marketing computer games, sell programs
permanently written on solid-state read only
memories (ROM). While relatively expensive
as a medium, ROM has the advantage of be-
ing difficult to copy, thus discouraging the
pirating of software. The ROM approach has
not been well accepted by the marketplace,
however.

Software
Computer software is also a form of

technology. Although it is not a tangible
product like a piece of hardware, software
shares many of the same characteristics.

‘ Much R&D carried out by computer scien-
tists concern software problems. It often
results in new concepts and basic techniques
for organizing data and sequencing instruc-
tions to enable a computer to accomplish a
particular task.

Very large programs are harder to ana-
lyze, design, and produce than are equally
large machines that run them. Consequent-
ly, the state-of-the-art in software lags
behind that of hardware.

Occasionally, a major breakthrough in
programing can motivate new machine de-
signs. For example, a wave of new small
processors has appeared on the market to
support signal processing applications.
These processors are based on the “fast
Fourier transform” algorithm, an important
discovery made a few years ago that allowed
the solutions to certain types of mathemati-
cal computations to be calculated 10 times
faster than previously.* Even greater speeds

*The Fourier transform itself is a pre-20th century mathe-
matical technique. The advance was a new way to perform
the numerous and tedious computations the technique re-
quires.
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have been achieved by using special proces-
sors to take advantage of this algorithm.

L imi ts

One area of research that will affect soft-
ware development in the 1980’s is fundamen-
tal research in computational complexity.
Until recently, fundamental theory in com-
puter science was concerned with computa-
bility–whether a computer could calculate
an answer to a problem. However, the class
of problems that the computer could theo-
retically solve was enormous. More recently,
researchers have been exploring the more
practical questions of how easily a problem
may be solved, how fast, and how much com-
puter power would be required. The answers
have been surprising. Many categories of
problems have been found to be almost im-
possible to solve, that is, the best program
possible on the fastest computer available
would take many years, even millions of
years, to calculate an answer. Such results
have already had practical application. For
example, they have led to the development
of new types of cryptographic codes with in-
teresting new properties. Future research
may lead to the ability to calculate theo-
retically the breakability of a code.

Over the next decade of ever increasing
computer power, some types of problems are
likely to remain intractable. Complexity
theory will help improve the understanding
of these limits of computers as they are now
designed. Furthermore, it may possibly
motivate some radical new concepts in com-
puter design.

Data Base Systems

There is a trend toward the use of large in-
tegrated data base systems that support
multiple applications. Researchers have
been developing methods for organizing data
so that it can be accessed in many ways, not
all of which may be predicted when the sys-
tem is designed. Some of the most general
data structures, such as relational data
bases, are not as yet efficient for very large

data bases, but are appearing in commercial
products for use with medium-sized sys-
tems. New developments in data handling
algorithms, and new hardware designs spe-
cifically tailored to the support of data ac-
cess systems, should provide continually im-
proving capabilities during the 1980’s.

Improved query languages will allow the
information user to interact directly with the
computer to obtain the needed data. The in-
tegration of better report generators* with
the data base system will allow the output to
be produced in a more directly usable form.
These advances will provide the system user
with access to the data base which is much
more direct than is now the case. Currently,
the normal practice is to work through an in-
termediary, both to frame the initial inquiry
and to interpret the results.

The capability to transfer information be-
tween data bases over communication net-
works will also be improved. This capability,
already well-developed in some specific sys-
tems, will allow more general exchange
among systems connected to commercial
data networks. Standard protocols and
forms will be agreed on. True distributed
data bases are systems in which the location
of any particular item of information in the
data base may be anywhere in a national or
even international network, and in which ac-
cess to that data is handled totally by the
system. These should start to appear com-
mercially in the 1980’s,

The increasing size of data bases, the
multiplicity of their uses, the wider remote
access to them, and their integration over
telecommunication lines will all present
problems in preserving the security and in-
tegrity of the information. It will be more
challenging to protect the privacy of per-
sonal data or the security of economically
valuable information on such distributed
systems.

* Report generators retrieve information needed by a man-
ager, perform moderate calculations on it, and organize it in a
readable and usable form.
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Languages

Languages are the means by which users
describe to the computer the kinds of opera-
tions they want performed by the system.
Machine language is the set of instructions
that is wired into the computer. Although
some machine language programing is still
done, it is very difficult and inefficient to use
due to the size and complexity of most appli-
cations. Modern systems on a medium-sized
computer may contain more than a million
machine language instructions.

Faced with these difficulties, programmers
turn to a higher level language to write most
software. As computers have grown larger
and more complex, and as the tasks de-
manded of them become more complicated,
there has been a continual trend toward the
use of languages designed to be more rep-
resentative of the way humans express prob-
lem-solving procedures.

In addition to increasing programing effi-
ciency, developers of higher level languages
have other goals. Some special languages are
tailored to produce efficient codes for par-
ticular classes of applications. Others have
been developed based on the perception that
programing a computer is a form of mental
problem-solving, and that the language as
the vehicle for that effort is an intellectual
tool that can directly help thought proc-
esses. Finally, there has been a trend to de-
velop languages that integrate users more
closely with the system, thus lowering the
degree of expertise required to program the
computer. By programing in these user
oriented languages, persons who are not
computer specialists can interact directly
with a system rather than through a profes-
sional programer intermediary.

The rapid expansion in the use of large
data base systems that serve many users
over communication networks is driving a
major development effort in query lan-
guages. They are the means by which a user
gains access to a data base, describes the
desired information and specifies the format
in which it is to be presented.

A principal driving force toward further
language development is economics. Hard-
ware costs are decreasing while labor costs
are increasing. Developing languages that
will increase the productivity of programmers
has become a high priority. Ultimately, some
researchers envision automatic programing
in which users specify the problem to be
solved in a language close to that used in
their environment—engineering, law, medi-
cine, and so on. The computer, using this
problem statement, would write its own pro-
gram.

Full development of such automatic pro-
graming systems is far in the future, al-
though simple systems for preparing man-
agement reports and models derived from
data bases are already in use. More short-
term effort is being concentrated on de-
veloping tools that help the programer use
the computer as an active agent assisting in
the creation of a system.

Progress is expected to be slow. It will be
impeded by the sheer difficulty of matching
the essential ambiguity of human thought
and language with the absolute rigidity of
computer language. It is also economically
difficult to implement radical new languages
that require substantial retraining of pro-
grammers. Finally, there is a reluctance to
write programs in languages that are not
widely used and known, for the usefulness of
a program so written may be unnecessarily
restricted.

Software Engineering

For most of the history of computers, pro-
graming has been considered an art rather
than a form of controlled design. Emphasis
was on the ingenuity and elegance of the
product, rather than on more mundane
measures of utility. Creativity will always
have a place in good programing, but its em-
phasis conflicts with managerial imperatives
for economy, control, and predictability. In
particular, when the development of a major
system requires the coordination of hun-
dreds of programmers writing millions of lines
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of code, the project must be managed in such
a way as to guarantee a usable product, on
time, and at a reasonable cost.

The relatively new discipline of software
engineering has been attempting the dif-
ficult task of developing techniques both for
programing and for managing the program-
ing of large software systems. The operating
system and support software of a large
multiprocessor computer system is extraor-
dinarily complex. However, the economic im-
perative will force work in this area and
assure the quick adoption of new results.

Until the present time, efforts have been
geared to developing both techniques for
breaking a large proposed system into suc-
cessively smaller logical subunits that can be
assigned to programing teams, and ways in
which to manage the work of the programmers
and the communications among them. These
and related techniques will gradually become
commonplace over the next 5 to 10 years as
they are learned by the next generation of
programing professionals and managers.

Input-Output Technology
The principal means of communication

with a computer has traditionally been
through a form of typed input and alpha-
numeric printed output. Although this type
of communication will continue to dominate
in the near future, it is inadequate for many
new applications. Advances in technology
for human-computer interaction will change
the way in which computers are used by
many people.

Graphics

Graphical display of information is be-
coming more economically viable, and the
technology, both hardware and software, is
improving in its capability. In the last few
years, researchers have developed efficient
techniques for removing hidden lines in
order to display solid objects and for combin-
i n g  h a l f - t o n e ,  s h a d e d  i m a g e  p r o d u c t i o n  w i t h
c o l o r .  S o m e  c u r r e n t  r e s e a r c h  i s  f o c u s e d  o n
d e v e l o p i n g  t e c h n i q u e s  t h a t  m o d e l  v a r i o u s
s u r f a c e  r e f l e c t i v i t i e s  a n d  t e x t u r e s  w i t h  r e -
spect to different types of light sources.

While work is proceeding on improving
the speed of graphical computations to allow
the terminal to display very high resolution
pictures fast enough to depict motion, such a
capability may remain very expensive over

the next few years for any but the most sim-
ple types of pictures.

Sharp cost breaks are expected for dis-
plays with lower image quality. The use of
bit-mapped frame buffers, which store slow
computer graphics output and play it back
at normal speed over a display terminal, will
grow as the costs of memories drop.

Some research is being pursued on holo-
graphic output of three-dimensional images.
However, holographic display is not ex-
pected to become widely used in the next
decade.

Computer graphics technology is already
finding widespread commercial use for
creating animated films. It competes favor-
ably with traditional manual techniques. The
uses range from pure and commercial art to
the production of educational films. Com-
puter languages and graphics software have
been developed to allow artists and de-
signers to interact directly with the com-
puter, generally through the display screen,
to create their images.

In computer-aided design, the user is in-
teractively coupled to a display screen with a
graphical data base and analytical programs
stored on a computer. Designers use the
computer and the display to develop their
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designs on a screen. For example, an ar-
chitect designing a building on the graphics
display can have an instantaneous computa-
tion of cost, and a civil engineer can do stress
calculations while designing a bridge. Com-
puter-aided design has emerged from its in-
fancy. Steady improvements in software and
decreasing computing costs will likely make
it the methodology of choice for most engi-
neering design in the 1980’s. Even today, in-
tegrated circuits and printed circuit boards
are preferentially designed by these tech-
niques.

Graphical output of computer data can
transmit information that is difficult or even
impossible to derive from a printout list of
numbers. Whether calculating stresses in an
airplane wing, the water flow in a flood plain,
or the molecular structure of an enzyme, the
numerical output of the computer calcula-
tions must be translated into a picture
before any sense can be made from the
results.

Voice Communication

Voice communication with computers is
on the verge of becoming commercially suc-
cessful. The advances have been both in
developing better and cheaper computa-
tional techniques for generating and rec-
ognizing speech and in learning more about
the ways in which such systems could be
used. This new understanding has lowered
the estimates of what would constitute a
commercially useful level of performance.
Capabilities far short of a human level of per-
formance can markedly enhance communica-
tion between human and computer. Some ex-
perts even expect a voice-driven typewriter
to be on the market before the end of the
decade.

There are two basic problems in speech
synthesis—first, creating a voice tone carry-
ing a phoneme (a fundamental linguistic ele-
ment of speech), and second, stringing these
phonemes together to make a sentence or
phrase. Although neither problem has been
solved to the ultimate point of producing

natural human-sounding sentences, the tech-
nology is improving rapidly. It has already
reached the point of commercial utility.

Several companies sell chips in the $10
range to synthesize speech sounds. Texas
Instruments offers a mass-produced elec-
tronic toy, Speak and Spell® , to help chil-
dren learn to spell.

One important application of speech is a
reader for use by the blind that converts
typed text into spoken words. While current-
ly very expensive, these devices should be-
come more economical in the near future.

Speech recognition is a more difficult
problem, since the system must deal with an
input having great variability. The voice and
style of speech varies widely among indi-
viduals; the computer recognize is poten-
tially confronted by a wider array of poten-
tial vocabulary to identify; and it must
analyze a multiplicity of grammatical struc-
tures. Again, entrepreneurs have found that
even the very limited capabilities now possi-
ble are marketable.

So-called “continuous speech” recogni-
tion, understanding natural speech, is still in
the research laboratory. While large-scale
commercial systems are not expected in the
short term, the strong market already de-
veloping for limited range speech recogni-
tion systems will motivate R&D and en-
courage the rapid commercialization of re-
search results as they appear.

The best performance to date in a research
laboratory environment has been shown by a
system that can recognize sentences 91 per-
cent of the time from multiple speakers
using a vocabulary of 1,011 words. Major re-
search efforts are proceeding at IBM and at
a few university laboratories. Commercial
devices with small vocabularies are now
being marketed.

Image  Recogn i t i on

Image recognition presents another form
of the problem of recognizing patterns of
data. The state-of-the-art is at a similar
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point. Simple self-contained patterns not in a
confusing context can be recognized. De-
vices on the market read standard type-
writer and even handprinted characters.
Point-of-sale scanners in stores read and rec-
ognize the universal product code on pack-
ages drawn across the unit at various speeds
and orientations. However, analyzing a more
general picture for a variety of elements is a

more complicated task, one which, like
speech, may depend upon some “under-
standing” of the context of the pattern.

Slow but steady advances in pattern rec-
ognition technology are occurring. The sharp
drop in cost for the requisite technology is
increasing the range of potential applica-
tions.

Data Communication
The ability to move data quickly over long

distances through the use of new digital
communication technology has had a sig-
nificant impact on the design and use of in-
formation processing systems. Designers
now have the opportunity to build systems
with greater power than was previously pos-
sible, enhancing their ability to process in-
formation and provide it to the user in a
timely manner. More importantly, however,
telecommunication has brought the user
closer to the computer by allowing direct
interaction with the processing system. As a
result, the use of information processing
technology has become an integral part of
the day-to-day work of many organizations
whose operations have become totally de-
pendent on a computer system.

only technology that relates directly to
the development of computer-based informa-
tion systems is discussed here. (For a de-
tailed analysis of communication tech-
nology, see the OTA assessment report en-
titled, An Assessment of Telecommunica-
tion Technology and Public Policy.

Digital Communication
Technology

The steady improvement of telecom-
munication service over the last quarter cen-
tury has benefited the design of computer
systems by decreasing their cost and im-
proving their reliability. Significant applica-
tions using communications date back to the
early 1960’s. However, the cost and com-

plexity of putting together a communi-
cation-based computer system restricted its
use to applications, such as reservation
systems, that had an inherent need for re-
mote data entry and display.

Existing communication carriers and new
enterprises are beginning to offer new data
communication services. These services are
designed to provide inexpensive high-speed
communication capacity specifically design-
ed for use by computer systems. With these
new services available, a host of new com-
munication-based applications will appear
over the next decade.

Traditional communication systems have
been tailored to carrying voice. The char-
acteristics of voice communication are quite
different from those of data communication
between computers or between computers
and people. The voice telephone network,
through switching, provides a temporary
line connecting two users. The charges are
based on the length of the line provided and
the length of time it is made available.

Data communication tends to come in
very high-speed bursts, with long periods of
silence between transmissions. To perform
this type of communication on a traditional
telephone network is inefficient, as the line is
unused for most of the time. One approach
has been to design a network with multiple
path connections. Packets of information,
along with a destination address, are sent
over any instantaneously available path, and
the user is charged for the quantity of in-
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formation transmitted and for the connec-
tion with the network. One payoff in sharing
traffic from a larger community to obtain
better line usage is lower user costs. Sec-
ondary benefits include error-free per-
formance and higher reliability. This type of
communication facility is called packet
switching, and is available as a commercial
service. Thus, a librarian in Washington,
D. C., with a terminal can dial a local number
to access the Washington entry to a national
data communication network. Through that
network, the librarian can access a
bibliographic data base in Los Angeles, and
do so at a low cost.

Digital Communication as
Part of the System

Viewed in the context of computer system
operations, data communications are no dif-
ferent from any other application. However,
they do introduce new capabilities and prob-
lems to the design, implementation, and op-
eration of information systems.

Early implementations of the data com-
munication programs were designed to take
advantage of processor cycles that could not
be used productively by other applications.
However, the growth in the communication
w o r k l o a d ,  c o m b i n e d  w i t h  o t h e r  n e w  t a s k s
t h a t  m a y  h a v e  b e e n  l o a d e d  o n t o  t h e  p r o c -
e s s o r ,  c a n  s a t u r a t e  i t  a n d  c r e a t e  a  n e e d  t o
m o v e  t h e  c o m m u n i c a t i o n  m a n a g e m e n t  f r o m
t h e  c e n t r a l  c o m p u t e r  t o  a  p e r i p h e r a l  p r o c -
e s s o r .

Fully programmable front-end processors
support the trend of moving communication
processing away from the central computer,
In some cases these devices have been spe-
cifically designed for communication proc-
essing. In other cases, general purpose mini-
computers are being used as front ends.
Either way, the availability of inexpensive
logic and memory components has contrib-
uted to the further distribution of the com-
munication function away from the central
processor.

Security Capabilities
Computers have handled sensitive data

and programs for many years; however, it is
only recently that the need to secure them
has become a serious concern to system
designers and operators. During the social
unrest of the 1960’s, concern arose over the
physical security of computer systems. They
were expensive and visible symbols and, con-
sequently, attractive targets for sabotage.
Later, concerns over privacy and an aware-
ness of increasing incidents of financial com-
puter crime motivated the managers to take
a more sophisticated look at protecting their
systems and data.

Classifications of Computer
Security

Security experts distinguish between
three types of security: physical, procedural
and technical.

Physical security refers to techniques that
physically isolate a computer system from
access by unauthorized persons. It also in-
cludes protection of the facility from exter-
nal dangers such as earthquake, fire, flood,
or power failure.

Procedural security is the set of rules by
which a system operator manages the sys-
tem personnel and the flow of work in the or-
ganization. It can include such measures as
preemployment screening of staff, work
assignments that minimize opportunities to
act in inappropriate ways, auditing pro-
cedures, and controls on the flow of work
through the system.

Technical security refers to the software
and hardware controls set up within the sys-
tem itself. Techniques used to provide
security may include cryptographic en-
coding of data, complicated access and iden-
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tification procedures, and hardware which is
dedicated to the auditing function.

Some security experts claim that too
much attention on technological fixes has
distracted system operators from more
traditional but effective measures they could
be instituting. However, the increased pro-
liferation of small systems and the trend
toward communication-based systems are
making technical security more important.
The techniques of physical and procedural
security are well-understood and translate
relatively easily from the noncomputer
world into that of the system operator. Tech-
nical security, a newer area of research, is
less understood, but is related directly to the
problems of system design.

Computer scientists have proved that it is
theoretically impossible to achieve perfect
security inside the program itself. That is, it
cannot be demonstrated that any particular
combination of hardware and programing is
proof against some new unexpected type of
attack. Improving the security of a com-
puter system involves balancing the costs of
protection against the expectation of loss
resulting from the threats and vulner-
abilities. While it cannot provide a final
answer, R&D in the field of computer secu-
rity can substantially decrease protection
costs.

Risk analysis, the process of weighing all
these factors in a decision model, is a dif-
ficult job. The precise factors are unknown,
and it is difficult to determine whether all
possible alternatives have been covered. Re-
search can develop techniques for perform-
ing risk analyses with greater precision, and
the Government has new research and
standards activities in this area. While the
standards are directed at Federal systems,
they will provide useful guidance to the pri-
vate sector.

Technological instruments for security
fall into three categories, according to the in-
tent of the designer: prevention, detection
and auditing. Prevention means keeping
unauthorized persons from having access to

the system, and keeping authorized persons
from using the system wrongly. Detection
means catching an unauthorized procedure
when it is attempted and preventing its com-
pletion. Auditing means the determination
of whether unauthorized acts have occurred.
A particular security technique is usually di-
rected toward one of these goals.

Specific Techniques of Security

Authentication: The first objective of
security is to assure that only authorized
personnel can access the system. Identificat-
ion is the process of establishing a claim of
identity to the system, either with a name or
an account number. Authentication is the
process of verifying the claim.

The simplest and oldest procedure is to
use a password or number that is known
only to the individual authorized to use the
system. The personal identification numbers
assigned to bank customers for use on
ATMs are examples of such codes.

The security provided by password
schemes is limited, although more elaborate
versions offering some improvements have
been developed. However, the security of
any password scheme depends fundamen-
tally on the ability and willingness of the
user to keep the code secret.

Physical identification techniques, which
depend on measuring certain personal phys-
ical characteristics, are being developed for
use as authenticators in computer system
access. To be useful, any such system must
be able to discriminate between persons, but
at the same time be insensitive to changes in
the characteristics of a particular individual
over time.

The system operator, when selecting an
authenticating technology, has to make a
choice in balancing two types of errors—
classifying a fraudulent identity as correct
(type I) and classifying a proper user as
fraudulent (type II). These two types of
errors have costs associated with them, and
are usually at opposite ends of a tradeoff
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curve for any specific technology. The type I
error can be minimized only at the cost of
maximizing the type I I error, and vice versa.

Fingerprints: The technology exists for
reading and encoding fingerprints with mini-
mum delay, but the devices are expensive
(over $50,000). Although the pattern is com-
plex, fingerprints can be encoded in a com-
puter using less than 100 characters by stor-
ing only certain key data points. This stor-
age efficiency means that a complete set of
fingerprints for every person in the United
States could be stored easily in a com-
mercially available bulk memory.

The cost of directly reading fingerprints,
however, seems to suggest that it will not
become a widely used method of authentica-
tion, at least in the near future. Its use will
be restricted to very high security require-
ments, and to applications where finger-
prints themselves represent significant data,
such as in police work.

Hand Geometry: A new and surprisingly
effective form of physical identification is
the geometry of the hand. Individual finger
lengths vary from one person to another.
This variance is sufficiently significant and
unique to be the basis for a relatively inex-
pensive (around $3,000) identification de-
vice. It is based on the use of a high intensity
light shining on a pattern of photocells. It is
sensitive both to external geometry and to
the translucence of the flesh near the finger-
tips. Thus, it is quite difficult to deceive it
with any artificial device.

Voice Recognition: Research on the tech-
niques for voice analysis and voice synthesis
has resulted in methods for distinguishing
individuals by their speech. In these sys-
tems, a random list of words is shown to the
individual, who then speaks them into a
microphone. By having the computer gen-
erate a new list each time, the system makes
it impossible for an imposter to use a tape
recorder to fool the system.

The system has high interpersonal dis-
crimination, but seems to be weaker on
intrapersonal differences. It may reject

authorized persons suffering from colds,
hoarseness, or even emotional tension.

Voice recognition systems are not yet
commercially available, although at least one
firm, Texas Instruments, has installed a
home-developed system for use in their
facilities.

Since information collection is relatively
cheap, requiring only a standard micro-
phone, amplification, and signal conversion
hardware, the limitations of the technology
seem to be in the computational techniques.
As software improves, and as the cost of
computer hardware drops, voice recognition
could become a popular low-cost authentica-
tion technique.

Signature Verification: Passive signature
verification uses pattern-recognition tech-
niques to analyze and encode a signature on
a check or form. It is a difficult task, because
a signature can vary depending on an indi-
vidual’s mental and physical state, the type
of writing implement used, and because
forgers can be quite skillful. One company
has announced a product for providing pas-
sive signature verification for bulk applica-
tion, particularly the processing of checks. It
is not clear whether such technology is
operationally effective in identifying for-
geries, and whether it could be reduced in
cost sufficiently to be used at the point of
sale.

Dynamic signature verification systems
track the actual path of the pen point as the
individual creates a signature. Sensitive in-
struments measure variables such as the
pen’s speed and acceleration, the amount of
time the point remains on the paper, and the
changing pressure on the point. Several
organizations, including IBM, are working
on dynamic identification; however, no prod-
ucts are as yet commercially available. Some
experts judge this to be a promising tech-
nology.

Much R&D is aimed at finding a more
reliable substitute for the currently used
magnetic cards and passwords to identify
and authenticate individuals. To date only a
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few products have come on the market, and
those have been designed for use in applica-
tions with very high security requirements.
The cost limitation seems to depend on the
characteristics of the sensor, since the
microprocessor costs have dropped so low.
No doubt a growing demand could motivate
a flurry of new products in the early 1980’s.

The amount of data required to store com-
puter representation of the pattern for any
of these candidate technologies is relatively
small—a few hundred characters. Thus any
of them, if they become widely implemented,
could become the basis for a quasi-universal
identification code used by all private and
Government organizations.

E n c r y p t i o n

In the past, cryptography was principally
a tool for military and diplomatic com-
munication. Now, however, modern data
communication systems increasingly are
transmitting private information of high
value, and the need to protect these com-
munications from interception and manip-
ulation has prompted an explosion of in-
terest in civilian encryption.

A standard for encryption technology, the
Data Encryption Standard (DES), has been
established by the National Bureau of
Standards for Federal use. It is apparently
also being widely adopted in the private sec-
tor, since several commercial manufacturers
are producing devices based on it. While
some experts have questioned the robust-
ness of DES, it seems to have been accepted
generally as an inexpensive technology that
is at least effective for low- or middle-level
security needs.

Another set of techniques that has re-
ceived some attention lately has been labeled
“public key” encryption. The idea behind
these codes arose from basic research in com-
putational complexity, a field of computer
science dealing with possible theoretical
limits on the ability of even the most power-
ful computers to compute certain mathe-
matical solutions. A public key code uses one

key to encrypt and another to decrypt a
message. Knowledge of the encryption key is
no help in deriving the decryption key, even
though their mathematical relationship is
known. Thus, the security of the code does
not depend on the security of either the en-
coding key or of the secrecy of the mathe-
matical relationships. Since one of the major
problems in the use of cryptography is con-
trol of the key itself, a system in which the
decoding key need not be known even to the
data sender is promising for many applica-
tions.

Public key codes also promise to be useful
in electronic message systems, since they
can be used for authenticating messages in
the absence of signatures. Several applica-
tions of this sort have been proposed. How-
ever, public key codes are in their infancy,
and it is not known with certainty whether
unanticipated problems will arise as they are
used.

Encryption has uses other than merely
securing communications. Used internally in
a computer system, it can isolate sets of data
from unauthorized users. It can also allow
users to enter data but not to read it, or to
read but not modify data. It can even sep-
arate the activities of various connected
computer processors.

A u t h o r i z a t i o n

Most large-scale information systems are
designed to serve several users simul-
taneously. The data bases in the machine
often contain clusters of information that
serve multiple needs. It is necessary, then, to
control the access of users who are author-
ized to be on the machine, but may not be
authorized to have access to specific parts of
the data.

For each user, the system must keep track
of which parts of the file can be accessed and
manipulated, and what forms of access are
held (read the data, enter new data, and so
on). The system also must control the giving
of permissions. Can one user, who is au-
thorized to see a file, give access permission
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to another user? There are many situations
in which this is a legitimate and even nec-
essary procedure, yet it complicates enor-
mously the problems of access control. Re-
searchers are developing ways to model
these assignments mathematically and
avoid unexpected loopholes in system access
control.

The continued growth in the size of in-
formation systems and in the numbers of
people allowed to access them will continue
to put pressure on system designers by com-
plicating the authorization process.

L o g g i n g

Logging is the process of auditing the ac-
cesses made to a data base by all users. Sys-
tems for keeping a complete or partial record
of all access to the data have received more
attention since privacy has become an issue.
The system operator needs to account for all
accesses made to files of personal data. Since
the log itself is a file that contains potential-
ly sensitive personal information, the need to
protect it may be even greater than that for
the original data base. For this reason, some
experts suggest the use of a separate small
machine to monitor accesses to the data
base.

The system operator can then examine the
log for unusual patterns of file access or
other significant actions of the users that
may indicate that unauthorized use is being
made of the system. When it is possible to
code certain unusual patterns of use, the log-
ging system itself can be programed to
watch for those events. It will then either
send a warning to the system operator, or
call on a special security surveillance pro-
gram that collects as much detailed informa-
tion as possible about the transaction.

Operating Systems

The operating system of a computer, the
set of programs that control its work, is the
fundamental piece of software on which all
other application programs depend. Conse-
quently, the integrity of the operating

system is a necessary prerequisite for any
other software security. Although no system
can be designed to be perfectly secure, there
is much that can be done to construct highly
secure systems.

R&D is ongoing in this area, and results
will be slowly incorporated into existing
systems. However, progress will be hindered
by the difficulty in adapting current op-
erating system programs. These contain mil-
lions of instructions, and have been modified
and expanded over several years by many
programmers. The systems are difficult to
change, as are the habits of their users.

Some computer installations still use
operating systems written nearly 20 years
ago. Computer operators fear that disrup-
tion and trauma would result from adopting
radically different operating systems, and
manufacturers resist compromising invest-
ments amounting to billions of dollars that
they have made in existing programs. Thus,
the most acceptable new techniques over the
short term will be those that can be adapted
to existing systems. However, it is the very
size, complexity, and growth history of these
current systems that create their greatest
weaknesses—the logical holes and flaws
through which a determined outsider can
gain access.

Data Base Security

As data bases grow larger and are design-
ed to serve multiple purposes, the likelihood
increases that system operators will want to
grant selective access. The problem is dif-
ficult. In an employee data base, for exam-
ple, it may be desired to allow the personnel
department access to some records, the fi-
nance department to others, and the medical
department to still others.

One of the major problems is that of
authorization determining which user can do
what. Another related issue is how to struc-
ture the data base to allow such authoriza-
tions to be enforced. The question of which
controls are even possible is, in itself, a com-
plicated one. Research in data structures is
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developing new techniques which will prob-
ably come into use rapidly as new data base
systems come on the market.

Encryption is one technique that will be
used increasingly in cases where different
groups of data and their users can be easily
partitioned in terms of access control. It will
be less useful when the data are highly in-
tegrated, and when it is not known during
the design stage where boundaries will even-
tually be drawn.

Years ago, some hope was placed in the
use of so-called “aggregated files, ” par-
ticularly when used for research with sen-
sitive personal data. These files supposedly
eliminate problems associated with main-
taining personally identifiable data by strip-

ping off identifiers and lumping them to-
gether in statistical clusters. It has been
shown, however, that aggregating data sta-
tistically does not always assure that a
clever inquirer cannot reverse the process
and derive substantial personal information.
In the same way, merely stripping identifiers
off records of personal information may not
preserve the integrity of the information, for
a surprisingly small amount of descriptive
information can serve to identify an individ-
ual uniquely. R&D is being conducted on
ways to transform data bases collected for
social research purposes so that the individ-
ual information is completely obscured, but
statistically relevant calculations can still be
done.


