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Learning Objectives
At the end of this chapter, students will be able to:
= understand that sometimes there may be subsetsin the
dataworth exploring separately.
= describe how unusual data points affect the regression
model and the correlation coefficient.
= create aresidual plot and look for patternsin the plot.
Wewill look at:
= pattern changes in scatterplots; the dangers of
extrapolation; the possible effects of outliers, high
leverage, and influential points; the problem of
regression of summary data; and the mistake of inferring
causation.

I ssues and Problems with Regression
= Subsets and curves
= Dangers of extrapolation

= Possible effects of outliers, high leverage, and
influential points

= Problems with regression of summary data
= Mistakes of inferring causation

The y-inter cept
Sometimes the y-intercept is not realistic / not possible. Here

we have negative blood alcohol content, which makes no

sense...

But the negative value is
appropriate for the
equation of the
regression line.

There is a lot of scatter in
the data and the line is
just an estimate.

Blood Alcohol Contant in m

\umber of Beess

Residuals

The I|stances from each point to the least-squares regression line

give us potentially useful information about the contribution of 1
individual data points to the overall pattern of scatter.

Biocd Alsabel Content 25 3 furection of Numoe of Bears
These distances are
called “residuals.”
Points above the
line have a positive
residual.

g mi

The sum of these
residuals is always 0.

Points below the line have
a negative residual.

A

Predicted y

} residual,e=y-y

Observed y

Blood Alcohol Content in

Nunber of 3eers

What else can residualstell us?

= Because alinear regression model is not always appropriate for
the data, you should assess the appropriateness of the model by
defining residuals and examining residual plots. Histograms
(and other graphs) of residuals can reveal “Subsets” of data that
will enhance our understanding of the original data.

= May lead us to analyzing the “subsets” separately.

Histogram of residuals Scatter plot of residuals

I :

Scatter plotscan be deceiving...

= When working with alinear model, we must have
datathat islinear.

= ALWAY S check theresidual plot for a pattern
when you are trying to verify linearity!
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Scatter plotscan be deceiving...

The table ar the right shows the number of seniors whao graduated from a Year q uniber
- St Graduated
small cellege during the later halt of the last century. Data was not =T =
available for all of the years, especially those longer ago. i..!lj 3 _____ I
3 5 97 ]
1. Make a scatterplot and describe the wends you see in the data, :”“ 31
1982 ] NI
Craduations a4 small Moes 1 T
college 1968 30
S0 1970 i
g D00 1972 T
1976 21
400 198 | iTh
| 1984 | !
1957 )
| ]
19y ]
1954 i3
“invisible” T 1 =43
N 1970 1990 1966 |
squiggle 1998 420
Year | 2000 <51

Read the “Penguin Case” and
analyze the scatterplots, p. 201-202

Getting the “Bends”

The scatterplot of residuals against Duration of emperor
penguin dives holds asurprise. The Linearity Assumption
says we should not see a pattern, but instead thereis a bend.

= Even though it means checking the Straight Enough Condition
after you find the regression, it’s always good to check your
scatterplot of theresiduals for bends that you might have
overlooked in the original scatterplot.
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Sifting Residual from Groups

= Itisagood ideato look at both a histogram of the residuals
and a scatterplot of the residuas vs. predicted valuesin the
regression predicting Caloriesfrom Sugar content in
ceredls:
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= The small modes in the histogram are marked with
different colors and symbols in the residual plot above.
What do you see?

Sifting Residual from Groups

= Anexamination of residuals often leads usto
discover groups of observations that are different
from the rest.

= When we discover that there is more than one group
in aregression, we may decide to analyzethe
groups separ ately, using a different model for each

group.

Hard to see curves...

* Sometimes the scatterplot looks “straight
enough”, but a non-linear relationship only comes
to light after you look at the residual plot.
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Getting the “Bends”

= Noregression anaysis is complete without a display
of the residualsto check that the linear model is
reasonable.

= Because the residuals are what is “left over” after the
model describes the relationship, they often reveal
subtleties that were not clear from aplot of the original
data.

= Sometimes the subtleties we see are additional details
that help confirm or refine our understanding.

= Sometimes they reveal violations of regression
conditions that require our attention.

Getting the “Bends”

= Linear regression only works for linear models. (That
sounds obvious, but when you fit a regression, you can’t
takeit for granted.)

= A curved relationship between two variables might not
be apparent when looking at a scatterplot alone, but will
be moreobviousin aplot of theresiduals.

* Remember, we want to sce nething in aplot of the
residuals.

Subsets

= Here’s an important unstated condition for fitting
models: All the data must come from the same
group.

= When we discover that there is more than one group
in aregression, neither modeling the groups together
nor modeling them apart is necessarily correct. You
must determine what makes the most sense. In the
following example, we see that modeling them apart
makes sense.

Subsets

= Thefigure shows regression lines fit to calories and
sugar for each of the three cereal shelvesina
supermarket:

Calories

Caution: Extrapolation Ahead!

« When we make predictions with aregression line
that are far outside the range of our explanatory
(x) values, we are using extrapolation. In other
words, extrapolation is the use of aregression
linefor prediction outside a known range of x
values,

& Extrapolations are often not accurate

» Associations for variables can be trusted only for
the range of vaues for which data have been
collected (known as interpolation)

& Note: even a very strong relationship may
not hold outside the data’s range

Caution: gt o O e
Beware of :
Extrapolation!

Do the graphs
make sense? :>
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Thereisquite some variation in BAC for
the same number of beersdrunk. A
person’s blood volume is a factor in the
equation that we have overlooked.

" the number of
beers/weight of a
person in pounds.

Note how much smaller thevariation
is. An individual’s weight was indeed
influencingour responsevariable

" “blood alcohol content.”

Bacterial growth rate changes over timein closed cultures:
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If you only observed bacterial growth in test tubes during a small subset of the

time shown here, you could get almost any regression line imaginable.
Extrapolation = big mistake

Caution: Beware of Extrapolation!

e Sarah’s height was 100 -

plotted against her age
95 *

e Can you predict her £ .
height at age 42 é 904 .
months? 2 .

85

» Canyou predict her
height at age 30 years 3
(360 months)’) 30 35 40 45 50 55 60 65

: age (months)

Age (months) | 36 48 51 54 57 60

Height (cm) 8 | 90 | 91 | 93 | 94 | 95

Caution: Beware of Extrapolation!

* Regressionline: 19
y=7195+.383x 170
 height at age 42 months?
y=88cm.
* height at age 30 years?
y=209.8cm. 9
&i gh]e-ésseraetdlacgtg?gé? be " ;;(l 90 150 210 270 330 390

o
2

=
s

height (cm)

>

age (months)

Making predictions: Interpolation

The equation of the least-squares regression allows you to predict
y for any x within therange studied. Thisis called inter polating.

Bod Al:ohol Comznt 25 3 tuncon of humber of Beers

Nobody in the study drank 6.5
beers, but by finding the value of §
from the regression line for x = 6.5,
we would expect a blood alcohol
content of 0.094 mg/ml.

7 =0.0144 x + 0.0008

y=0.0144* 6.5+ 0.0008
. §=0.936+0.0008=0.0944mg/ mi

Dised Alcohol Content in mgimi

Number of Beers

Predicting the Future: Extrapolation

1 ASSIGNED GUESTIONS 1 FIGURED You Coulh
PLOT MY WESULTS, FIND

F‘JXIFC'(:A';:?&:»“-M g with prosisisaion o UNIVERSAL PRESS SYRDICATE Al ighis weaivin]
« Extrapolation isthe use of aregression line for predictions
outside the range of x-values used to obtain the line.

« Extrapolations can get us in trouble.

* When the x-variable is Time, extrapolation becomes an
attempt to peer into the future. People have always wanted to
see into the future...
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Predicting the Future: Extrapolation

» The model should only be trusted for the span
of x-values it represents.

» Extrapolations assume that past trends will
continue into the far future.

» An example of extrapolation in the news...
Women may run faster than men in 2156

Extrapolation

= Thefarther our x-value is from the mean of x, the lesswe
trust our predicted value.

Once we venture into new x territory, our predicted value is
an extrapolation.

Extrapolations are dubious because they require the
additional—and very questionable assumption that
nothing about the relationship between x and y changes
even at extreme values of x.

Knowing that extrapolation is dangerous doesn’t stop
people. The temptation to see into the future is hard to resist.
Here’s some more realistic advice: |f you must extrapolate
into the future, at least don’t believe that the prediction
will cometrue.

Extrapolation

= Hereisatimeplot of the Energy Information Administration
(EIA) predictions and actual prices of oil barrel prices. How
did forecasters do?
+- Price in 2005 Dollars
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= They seemed to have missed a sharp run-up in oil pricesin
the past few years.

Fxtrapolating from current tronds is s tempt
casters make this mistake, and sometimes the errors are striking. In the mid-1970s,
murged and long lines at gas stations v prvmon. In 1970, o
about $17 a barsel (in 2005 dollars)—abou: what it had cost for 20 vears or so, But
then, within just a few vears, the price surged to over 530. Ir 1975, a survey of
15 top econometric forecasting models (built by groups that included Nobel
prize=winning economizts) found predictions for 1985 oi s that ranged from
S300 to over 5700 a barrel (in 2005 dollars). How close were these fonecass?
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Outliers, Leverage and Influence

Outliers

= Data points that stand away from the others/
diverge in abig way from the overall pattern .

= Outlying points can strongly influence a
regression. Even asingle point far from the body
of the data can dominate the analysis.

= Outliers can be extraordinary by having large
residuals or by having high leverage.

Outliers, Leverage and Influence

Outliers

There are four ways that a data point might be
considered an outlier.

= It could have an extreme x-value compared to
other data points.

= It could have an extreme y-value compared to
other data points.

It could have extreme x and y values.

= [t might be distant from the rest of the data, even
without extreme x or y values.
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Outliers, Leverage and Influence

= Extremex-value = Extremey-value
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Outliers, Leverage and Influence

I nfluential Point

= anoutlier that greatly affects the dope of the regression line. One
way to test the influence of an outlier isto compute the regression
equation with and without the outlier.
Thistype of analysisisillustrated below. The scatter plots are
identical, except that the plot on the right includes an outlier. The
slopeis flatter when the outlier is present (-3.32 vs. -4.10), so this
outlier would be considered an influential point.

Without Outlier With Duthier

=
wl * ‘\Q‘. o] B2 e
L g -2

Outliers, Leverage and Influence

I nfluential Point

= The scatterplots below compare regression statistics for another
data set with and without an outlier. Here, the chart on the right
hasasingle outlier, located at the high end of the x-axis (where
x = 24). As aresult of that single outlier, the slope of the
regression line changes greatly, from -2.5 to -1.6; so the outlier
would be considered an influential point.

Without Dutlier With Dutlier
w0 xo
wl®
-"]‘H‘__ ., : _: .
IR e o] T2
] et w e
& i * T—
- . -
“
o —
u 3 w 8 o@m .
Regression equation: § = 52.34 - L1 Hegression equatton § = 8499 - 1.6x
Fooe: by Sope: by
Coefficent of determinaricn: A2 = 0,46 Coefficent of determination: BY = 0,52

ComfTckent of detevimination: RS = 0.54 Coefficient of determination: RY = 0,55
Outliers, Leverag . .i',"f"'" T
' e -
Influential Point I .Y
- Sometimes, an influential point ... oL, .' N C

will cause the coefficient of determination to be blgger
sometimes, smaller. In the first example above, the
coefficient of determination is smaller when the
influential point is present (0.94 vs. 0.55). In the second
example, it isbigger (0.46 vs. 0.52).

Without Dutlier With Dutlier
w0 xo
+ wlre
-"] H‘__ ., : —-— %
I ol T2
] et w e
@ 5 @ + ———
" . 0 * 3
“ i
b 20l
v : w 8 @ . o : v B @ o
Hegression equation; § = 52,54 - 1.1x Hegression equation: § = /.59 - 1tx
Sooes by = 2.3 Sope: by = 1.6

Coeflicient of deleTinaric r Coefficlent of ;.—_.-.u-ln.uk-u

Outliers, Leverage and Influence

I nfluential Point

If your data set includes an influential point, here are
some things to consider:

= Aninfluential point may represent bad data, possibly
the result of measurement error. If possible, check the
validity of the data point.

= Compare the decisions that would be made based on
regression equations defined with and without the
influential point. If the equations lead to contrary
decisions, use caution.

Outliers, Leverage and Influence

Test your understanding of thislesson...

In the context of regression analysis, which of the following
statements are true?

1) When the data set includes an influential point, the data set is
nonlinear.

1) Influential points always reduce the coefficient of determination.
111) All outliers areinfluential data points.

(A) lonly Data setswith influential points can be linear or
(B) Il only nonlinear. In this lesson, we went over an example
(C) 1"l only inwhich an influential point increased the

coefficient of determination. With respect to
regression, outliers are influential only if they have
abig effect on the regression equation. Sometimes,
outliersdo not have big effects. For example, when
the data set is very large, asingle outlier may not
have abig effect on the regression equation.
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Outliers, Leverage and Influence

Outliers, Leverage and Influence

I nfluential Point

= A point isinfluential if omitting it from the
analysis gives avery different model (changes
the slope of the line)

= High leverage points can aso be influential, but
do not need to be

= Not dl outliers and leverage points are
influential
* Fit the regression line with and without to
determine the influence

I nfluential Point

= Aleverage point that does goes against the
overall pattern of the datais an influential point.

= However, points that are at the edges of our
data’s range of x-values that go against the
overall pattern will aso be influential.

= Outliers whose x-value liesin the center of the
range of x-values will NOT be influential; they
do not affect the linear model much. However,
such points WILL weaken the correlation (r).

Outliers, Leverage and Influence

Outliers, Leverage and Influence

I nfluential Point

= Influential pointsare pointswith high leverage.
They highly influence the slope of the regression line
and the correlation coefficient.

= Influential points can be more easily seenin
scatterplots of the original data or by finding a
regression model with and without the points.

= The surest way to verify that a point isinfluential is
to find the regression line with and without the
suspect point. If the line moves more than a small
amount when the point is deleted, the point is
influential (for the LSRL).

Leverage

= Data points whose x-values are far from the mean of x
are said to exert leverage on alinear model.

= Pointsthat are extraordinary in their x-value can
especialy influence aregression moddl. We say that
they have high leverage.

= Can have large effect on the line—high lever age points
pull the regression line close to them, sometimes
completely determining the slope and intercept.

= With high enough leverage, their residuals can appear
deceptively small. (p. 205)

Outliers, Leverage and Influence

Types of Unusual Points

Leverage

= Leveragepoints can either confirm the pattern of data, or
they may go against the pattern.

= If they confirm the pattern, the |r| valueis increased by the
leverage point’s presence.

= In other words, if the range of x-values for which a pattern
appliesis widened/extended, the correlation will increase.

= Imagine afulcrum (for a see-saw) in the scatterplot, located
at the central x-values... a leverage point is a point far out
on the see-saw.

= Leverage points can have a big effect on r or on our linear
model... Just as a small person can have a big effect on a
see-saw if they are seated far enough from the fulcrum.

1) High Leverage pointswith small residuals

= These points confirm the pattern, but are extreme values.
The slope and intercept are mostly unaffected, but the r2
value will increase—don’t be misled that the model is
now stronger.

RNBriones
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Types of Unusual Points

2) Outliers—Not high leverage, not influential
and large residual
= Does not affect the slope, but aren’t consistent with

pattern. Will change the intercept. Don’t throw away. X
valueis near center of mean of x-values.

Types of Unusual Points

3) Influential Points—also high leverage and
probably residual

= These are most troublesome. They aren’t consistent with
model and if the point isremoved the slope of line
dramatically changes—it changes the model. Don’t
throw it out without thinking.
0 J!
LS "

sF“F

- 1

4 +

Types of Unusual Points

= Typicaly, apoint that isan outlier in the x-direction will
exert influence on the line. “Points tug at theregression line
in an attempt to make their residuals smaller. But the
regression line pivots around the mean-mean point. Points
closeto that fulcrum (left to right) can't make their residuals
much smaller, hence they do not change the slope of theline
much. Points far away (in the x-direction) can exert alot of
leverage—changes in the slope can make their residuals
much smaller.”

0 » ° near pivol point small leverage (short lever)

o e - o Poiit 5;

£ sl ™ 5 o o~ . - st

oo = o i S — =

68 g =

=0 % . . N far fror amod pont; farge ‘everage
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FIGURE 710

+ +
75 -1

Soe See

0 the Clown, known for his
nivs " Without Boro, the o

Ev Her can dominate #w cocred
check the Cratlier Condition.

Outliers, Leverage and Influence

= Theextraordinarily large shoe size gives the data point
high leverage. Wherever the IQ is, the line will follow!

Outliers, Leverage and Influence

= When we investigate an unusual point, we often learn
more about the situation than we could have learned
from the model alone.

= You cannot simply delete unusual points from the
data. Y ou can, however, fit amoded with and without
these points as long as you examine and discuss the
two regression models to understand how they differ.
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Outliers, Leverage and Influence

Warning:

¢ Influential points can hidein plots of residuals.

* Pointswith high leverage pull the line close to them, so
they often have small residuals.

* You’ll see influential points more easily in scatterplots of
the original data or by finding a regression model with and
without the points.

= When apoint with high leverage lines up with the rest of
the data, it doesn’t influence the slope but it does increase
the R2.

= Removing apoint that is an x-outlier (high leverage) but
not amode! outlier can actually decrease your R2.

|
[F =
N/ JUST CHECKING 1oy
o wheaws an = "0+ - 'P.
thes the point ;
E Vel d have a large =87 -
residual or & influertial ¥

Fach of Hhses ws

1) Not high leverage, not influential, large residual
2) High leverage, not influential, small residual
3) High leverage, influential, not large residual

é*“Bewarethe Lurking Variable! #*

<A Turking variable: avariable that is not included
in the study but still potentially affects the
relationship among the variables in a study

¢ Alurking variable can falsely suggest a strong
relationship between x and y or it can hide a
relationship that isreally there

« Sometimes the relationship between two variables
isinfluenced by other variables that we did not
measure or even think about

Lurking Variables and Causation

With observational data, as opposed to designed experiments,
thereis not way to be surethat alurking variableis not the cause
of any apparent association.

= Thelurking variable is somethird variable (not the explanatory or
predictor variable) that is driving both variables you have
observed.

= A lurking variableis sometimes referred to as common
response. It’s a variable that drives two other variables, creating
the impression of an association between them. For countries,
pick any measure of technological modernity (# of TVs per
capita) and life expectancy. You'll clearly see an association—
countries with fewer TVs have lower life expectancy. Such
lurking variables as general economic well-being and standard of
living probably explain both. We don't think that havinga TV
increases your lifespan.

é* Bewarethe Lurking VarlableI 6‘\#

4\ //\v(/ﬁ\

NI

* There’s this guy who's going to clean the windows of
a mental asylum. A patient follows him shouts to him
"I gotta secret, | gotta secret...," he ignores the
patient. Again the patient follows him, but he ignores
his cries. By the time he's nearly finished the
building, he’s really curious about what the patients
secret is, so he decides to ask the patient. The
patient pulls a matchbox out of his pocket, opens it
and puts it on a table. Out crawls this little spider.
The patient says "spider go left," and the spider
walks to it's left a bit. Then he says "spider go right,"
the spider walks to its right a little bit.

é* Bewarethe Lurking Variable! *

« He says "spider turn around, walk forward then go
right," and sure enough the spider turns around,
walks forward, and then goes right a bit. The window
cleaner is amazed "Wow! He says, that's amazing!"
“No, that's not my secret,” says the patient, “watch.”
He picks up the spider in his hand and pulls all its
legs off then puts it back on the table. "Spider go
right," the spider doesn't move, "spider go left," the
spider doesn't move, "Spider, turn around" again the
spider doesn't move. "There!" he says, "that's my
secret, if you pull all the spider’s legs off they go
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Lurking variables How to spot the presence of the lurking
« Describe the association. variable?
« What isthe lurking variablein these examples?
« How could you answer if you didn’t know anything about the * Becauselurking variables are often
topic? unrecognized and unmeasured, detecting their

& Strong positive association between the effect isa challenge.

number of firefightersat afire siteand the . ; ; ;
amount of damagea fire does (l;fl::wyt/ilmu;kmg variables change systematically

& Plot both the response variable and the
regression residuals against the time order of
the observations whenever possible. An

& Negative association between moderate
amounts of wine drinking and death rates
from heart disease in developed nations

U 27 @ i understanding of the background of the data
afiresite vs. the amount of g g
S — damagea fire does then allows you to guess what lurking variables
death rates from heart disease mlght be pre%nt
in developed nations
Example: Discrimination in Medical Treatment? Example: TV and Life Expectancy

* Studies show that men who complain of chest o ber of e
pain are more likely to get detailed testsand y t'\geaS{retsgnum er o
aggressive treatment such as bypass surgery EVISion SELS per person x|

th ith simil laints, | and the averagelife
an arewomen with similar complaints. Is expectancy y for the

this as@o.uat]or.w be@we’(:,n gender and treatment world’s nations. There is a

due to discrimination’ high correlation: nations

& Not necessarily. Men and women develop heart problems with many TV sets have
at different ages—women are on the average between 10 ; . .
and 15 yearsolder than men. Aggressivetreatmentsare higher life expectancies.
more risky for older patients, so doctor’s may hesitate to ¢ Could welengthen the lives = A &
recommend them. Lurking variables—the patients age of lein Rwanda b “Ias pew stk wa ik wod pavarty sid
and condition—may explain the relationship between ﬁi%?)ci)gg them TV sets¥7 i e D S SRR

gender and doctors’ decisions.

Example: TV and Life Expectancy A Last Lurking Variable Example

¢ A study showed that there
wasa strong correlation
between the number of
firefightersat afireand the
property damagethat the
fire causes.

¢ So maybe we should send less
firefightersto fight fires?

6" WRONG! If thefireis severe and/or already
large, we should send morefirefightersto
fight thefire.

No. Rich nations have more TV sets than
poor nations. Rich nations also have longer
life expectancies because they offer better
nutrition, clean water, and better health
care. Clearly, thereis no cause and effect
relationship between TV sets and length of
life.
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é* Causation vs. Association * )
Correlation Does NOT I mply
» Some studies want to find the existence of : I
causation. . Causation !
Examples of causation: i &\B Even very strong correlations
& Increased drinking of alcohol causes a
decrease in coordination. may not correspgnd t(_) areal
& Smoking and Lung Cancer. causal relationship.
Examples of association: = —
& High SAT scores are associated with a high ¥ ".\‘r"'?\! ey
Freshman year GPA. o ) g
& Smoking and Lung Cancer. e
&% Evidence of Causation é* Reasons Two Variables May Be
Related (Correlated)
» A properly conducted experiment establishesthe « Explanatory variable causes change in response
connection variable
* Other considerations. « Responsevariable causes change in explanatory
v' A reasonable explanation for a cause and effect variable
exists

« Explanatory may have some cause, but isnot the
sole cause of changesin theresponsevariable

Confounding variables may exist

Both variables may result from a common cause
such as, both variables changing over time

» Thecorrelation may be merely a coincidence

v The connection happensin repeated trials

v The connection happensunder varying
conditions

v’ Potential confounding factorsareruled out
v" Alleged cause precedesthe effect in time

Explanatory Causes Response Response Causes Explanatory
< Explanatory: pollen count from grasses « Explanatory: Hotel advertising dollars
» Response: percentage of people suffering ¢ Response: percentage Occupancy rate

from allergy symptoms
« Positive correlation? — more advertising

« Explanatory: amount of food eaten leadsto increased occupancy rate?
* Response: hunger level & Actual correlation is negative: lower

occupancy leads to more advertising
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Explanatory is NOT Sole Contributor ¢” Association does not imply Causation é*

* An association between two variables x and

 Explanatory: Consumption of barbecued y can reflect many types of relationship
foods among X, y, and one or more lurking

» Response: percentage | ncidence of stomach variables.
cancer « An association between an explanatory

variable (predictor) x and aresponse
variabley, even if it isvery strong, isnot by
itself good evidence that changesin x
actually cause changesin y.

& Barbecued foods are known to contain
carcinogens, but other lifestyle choices
may also contribute

Lurking Variables and Causation
¢ How to show Causation? €* =& Zisthe lurking variable

» Theonly way to get absolutely conclusive evidence

of cause and effect or that x causes changesinyis @ C/ O O '\_)—{_/
to do an experiment in which we change x in an (dashed line indicates \ / /
environment which we completely control, this association, arrow ’
. . indicated causation)
keepslurking variables under control
. o (a) Causation (b) Common response  (c) Confuunding
* When experiments cannot be done, finding the

explanation for an observed association is often « Even avery strong association between two variables is
difficult and can even be controversial NOT by itself agood evidence that there is a cause-and-

effect link between the variables.
» The main question of establishing causation: How can a
direct causal link between x and y be established?

Explaining Association: Direct Causation Explaining Association: Direct Causation
o Cause-and-effect pmmm— X = mom’s adult height
E les: y = daughter’s adult height
Xamples. . @ ' @ « Experiments have shown that the mom’s adult height is an
= Amount of fertilizer and appropriate predictor for a daughter’s adult height. We have
yield of corn association AND causation.
= Weight of acar and its x = mother’s body mass index (BMI)
MPG y = daughter’s body mass index (BMI)
= Dosage of adrug and the Causation + Body part is determined by heredity. (based on a study).
survival rate of the mice Daughtersinherit half their genesfrom their mothers. There
(a) isthereforea direct causal link between the BMI of mothers
& Wealready know x and y are associated. The arrow and daught.ers ) o .
shows causation between the two variables, i.e., “x * CAUTION: Even when direct causation is present, itis
causesy.” rarglaﬁla complete explanation of an association between two
variables.
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Lurking Variables and Causation

Causation

= Does smoking cause cancer?

= Did chemical weapons exposure cause health problems
in Gulf War vets?

= Will increasing the speed limit increase traffic
fatalities?

= Will bringing storks into an area increase the birth
rate?

= Will lowering the drinking age limit in California
affect the university dorm drinking parties?

= High temperatures in the summer lead to higher
electricity use (fans, air conditioning, etc)

Lurking Variables and Causation

Causation

Example:

= Brothers and sisters heights are highly correlated.
However atall brother doesn't cause atall sister.

= A more likely cause: common genetics

= Even though there may no be a causal relationship
between two variables, it can still be useful to predict a
sister's height from her brother's height.

Lurking Variables and Causation

Common Response

= Refersto the possihility that a changein alurking
variable is causing changes in both our explanatory
variable and our response variable.

Example:

= It has been observed that children with more cavities
tend to have larger vocabularies. However it is hard to
see how more cavities might lead to larger
vocabularies (or vice versa). L itien N

= However in thiscase, both variables are @ (y/
associated with age. \ / Zczaeb

@Age

Explaining Association: Common Response

» Bothx andy changein response ("5 7 )
to changesin z, the lurking ; 2
variable \ /

» There may not be direct causal /
link between x and y.

e The |urking variable distort the Common rasponss
truerelation between x and y. (b)

 Lurking variables can create ==
nonsense correlations! N\

[ —)
U ¢ .
& x andy show an association ﬂf j .
butitisreally thelurking U o o
variable z doing the work. —

Explaining Association: Common Response

x = a high school senior’s SAT score
y = the student’s first-year collegegrade point average

* Studentswho are smart and who have learned a lot
tend to have both high SAT scores and high college
grades. The positive correlation is explained by this
common response (lurking variable) to students’
ability and knowledge. Bright students would tend
to do well on both.

Explaining Association: Common Response

x = monthly flow of money into stock mutual funds
y = monthly rate of return for the stock market

* Thereisastrong positive correlation between how much
money individuals add to mutual funds each month and how
well the stock market does the same month.

¢ |sthe new money driving the market up?

« Thecorrelation may be explained in part by common
response to underlying investor sentiment: when optimism
reigns, individuals send money to funds and large
institutions also invest more.

¢ Theingtitutions would drive up prices even if individuals did
nothing. In addition, what causation thereis may operatein
the other direction: when the market is doing well,
individuals rush to add money to their mutual funds.
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ining Association: Common Response

x = Divorce among men
y = Percent abusing alcohol

¢ Both variableschange due to common cause
« Both may result from an unhappy marriage.

Explaining Association: Common Response
© Both Variables are Changing Over Time

& Both divorces and suicides have incr eased
dramatically since 1900.

& Aredivorces causing suicides?

& Aresuicides causing divor ces???

& Thepopulation hasincreased dramatically
since 1900 (causing both to increase).

& Better to investigate: Hastherate of divorce
or the rate of suicide changed over time?

Explaining Association: Confounding

« Twovariables (whether
explanatory or lurking) are

confounded when their effects ®~?—* @

- -

on aresponse variable cannot
be distinguished from each
other.
& Again, x andy show an @

association, but in this case, we
are unable to determinewhether
xiscausingyor if ziscausingy. (c)

Confounding

Lurking Variables and Causation

Confounding

= Two variables are confounded when you can’t tell which
of them (or whether it’s the combination) had an affect.

= Refersto the possibility that either the changein our
explanatory variable is causing changes in the response

= variable OR that achange in alurking variableis causing
changesin the response variable.

= You might want to test afertilizer on your lawn. Suppose
you spread it on half the lawn to see if the grass will ook
better there. If you spread it on the sunny half, leaving the
shady half unfertilized, you won’t know whether the
greener grass resulted from fertilizer or sunshine (or the
two together).

Explaining Association: Confounding

X = whether a person regularly attendsreligious services
y = how long the per son lives

¢ Many studies have found that people who are activein
their religion live longer than nonreligious people.

« But peoplewho attend church or mosque or synagogue
also take better care of themselvesthan non-attenders.
They are lesslikely to smoke, more likely to exercise,
and lesslikely to be overweight.

* Theeffectsof these good habits are confounded with
the direct effects of attending religious services.

Explaining Association: Confounding

X = Meditation
y =Aging (measur able aging factor)

« General concern for one’s well being may be
confounded with decision to try meditation

RNBriones
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Explaining Association: Confounding

X = the number of yearsof education a worker has
y = the worker’s income

« Itislikely that more education is a cause of higher
income—many highly paid professions require advanced
education.

« However, confounding is also present. People who have
high ability and come from prosperous homes are more
likely to get many years of education than peoplewho are
lessable or poorer.

* Of course, people who start out able and rich are more
likely to have high earnings even without much education.
We can’t say how much of the higher income of well-
educated peopleis actually caused by their education.

Lurking Variables and Causation

Confounding il e

Example: Strength of molded parts @ T

x:timeinmold  y: strength of part | / ength
‘\ ?

= In astudy, higher strength was associated \‘@nperature

with longer mold times.

= The way the experiment was performed was to have all
the samplesat 10 seconds in the mold donefirst, then
the samples at 20 seconds, then 30 seconds, and so on.

= They also saw a strong relationship between strength
and the order done. The time in the mold and the order
done were confounded.

= It ended up that the mold got war mer as more batches
were done and higher temperature increases strength.

Lurking Variables and Causation

Lurking Variables and Causation

Confounding

= Suppose you want to compare laundry detergent A vs
detergent B. Y ou wash abunch of loads using A and B.
But you always put A in washer #1 and always put B in
#2. Now you're confounded. You don’t know if it's the
detergent or the washing machine that made one load
cleaner than the other.

= A store’s special promotion may increase video rentals
but the marketing folks cannot be sure that’s what did it
if the weather was particularly bad during the trial
period. Bad weather may have kept people indoors and
induced them to rent more videos anyway. Any actual
effect of the special promotion is confounded by the
weather.

Common response

= When more kids eat ice cream, more Kids drown. It’s
the warmer weather that's causing an increase in both.
They are both responded to summer.

= Student who are smart and who have learned alot
tend to have both high SAT scores and high college
grades. The positive correlation is explained by the
common response to students’ [ _7"1 'g\\ AR
ability and knowledge. ‘ A Il IR ‘5.:; ..i )

Ny 48 i (=)

“ 'w" ’?"m' I

Lurking Variables and Causation

Lurking Variables and Causation

= There have been many studies showing a strong
positive association between hours spent in religious
activities (going to church, attending religious classes,
praying, etc) and life expectancy. NOT
CAUSATION. Thereis confounding—on average,
people who attend religious activities also take better
care of themselves than non-church attendants. They
arealso less likely to smoke, more likely to exercise
and less likely to be overweight. These effects of
good habits (lurking variables) are confounded with
the direct effects of attending religious activities.

= Measure the number of television sets per person x and the
average life expectancy y for the world’s nations.

= Thereis ahigh positive correlation: nations with many TV
sets have higher life expectancies. Could we lengthen the
lives of people in Rwandaby shippingthem TV sets?

= The scatterplot shows =0+ R L
that the average life 2 i i S8
expectancy for a Rl B il
country isrelated tothe & | w S
number of televisions £ T,
per person in that TR D
country. } | ;

n2? 0e [+ )] o8
1Vsherson
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Lurking Variables and Causation

Lurking Variables and Causation

= Sincetelevisions are cheaper than doctors, send TVsto
countrieswith low life expectanciesin order to extend
lifetimes. Right?
= How about considering alurking variable? That makes
more sense...
* Countrieswith higher standards of living have both
longer life expectancies and more doctors (and TVs!).
¢ If higher living standards cause changesin these other
variables, improving living standards might be expected
to prolong lives and increase the numbers of doctors and
TVs.
= Thevariables x and y have a common response variable z, per
capitaincome. While, nations with higher per capitaincome
have more TV sets than do poor nations, they also tend to have
better nutrition, cleaner water, and better health care.

Does smoking cause lung cancer?

= Inorder to know that smoking causes w)
cancer, we would have to design an
experiment where we can change the
explanatory variable (smoking or not)
in a controlled environment.

v’ Can we ethically make people smoke, drink,
doillicit drugs, etc.?

v Arethere other types of cause and effect
relationships similar to this scenario?

Lurking Variables and Causation

Does smoking cause lung cancer?

= Proving smoking causeslung cancer
v Association between smoking and lung cancer is
very strong
v Thisassociation is consistent in many studies
SMany studies of different kinds of peoplein
many countrieslink smokingto lung
cancer. That reducesthe chancethat a
lurking variable specific to one group or
one study explainsthe association.
v High doses are associated with stronger responses
&That is, peoplewho smoke more often tend
to get lung cancer more often

Lurking Variables and Causation

Does smoking cause lung cancer?

= Proving smoking causeslung cancer
v The alleged cause precedesthe effect in time
& Lung cancer developsafter years of
smoking. It kills more men than any other
form of cancer. Lung cancer wasrare
among women until women began to
smoke.
v The alleged cause is plausible
& Experimentswith animalsshow that tars
from cigarette smoke do cause cancer.
v Still, in some cases, a person might get lung
cancer from pollution, working in a factory, etc.

Lurking Variables and Causation

Does smoking cause lung cancer?

= Causation: smoking causes lung cancer. .,.)

= Common response: people who have a
genetic predisposition to lung cancer
also have a genetic predisposition to smoking.

= Confounding: people who drink too much, don't
exercise, eat unhealthy foods, etc. are more likely to get
lung cancer as aresult of their lifestyle. Such people
may be more likely to be smokers as well.

Lurking Variables and Causation

Car weight and gas mileage

= Causation: Physics says the more weight, the more
energy you need to move an object, therefore implying
worse gas mileage.

= Common response: Thetype of car (van, sports, SUV,
etc) influences the weight, plus other factors that affect
the gas mileage of the car.

= Confounding: While weight has a causative effect, its
actual effect can not be accurately ascertained since
weight is confounded with a number of factors, such as
engine size or horsepower.
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+ Some other examples
» Rainfall amounts and plant growth

= Explanatory variable — rainfzll

* Response variablz - plant growth

* Possible lurking variable — amount of sunlight
# Exercise and cholesterol levels

= Explanatory variaole — amount of exercise

= [lesponse varablz — cholesterol level

= Possible lurking variable — diet

Examples

* Children who walch many hours of TV get lower
grades in school on average than those who
walch less TV

« Does this mean that TV causes poor grades?
» Whzt are potential confounding variables?

+ People who use artificial sweeteners in place of
sugar tend to be heavier than people who use
sugar

« Does this mean that sweetenars cause waight gain?
* What is probably happening here?

More examples of Causation errors...

a Thenumber of firefighters at afire vs. the amount
of damage in dollars

b) The number of hours students work vs. their grades

¢) Thenumber of hours of TV watched by young
children and the length of their attention span

Establishing Causation

» Theonly compelling method: Designed experiment
(Chapters 12-13)

« Hot disputes:
& Doesgun control reduce violent crime?
& Doesliving near power lines cause cancer?
& Does smoking cause lung cancer?

& Doesthe use of fossil fuel causing global
warming?

Beware of Correlations based on Averaged Datal

» Many regression and correlation studies
work with averages or other measures that
combineinformation from many individuals
& Notewhen researchers use such techniques.

Resist the temptation to apply the results of such
studiesto individuals.

» Correlations based on averages are usually
too high when applied to individuals.

& Note exactly what variableswere measuredin a
statistical study.

Working with Summary Values

- Be cautious when working with data values that are
summaries, such as mean and medians.

« Thesevalues have less variability and therefore
inflate the strength of the relationship (correlation).
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Working With Summary Values

= Scatterplots of statistics summarized over groups
tend to show less variability than we would see if
we measured the same variable on individuals.

= This is because the summary statistics
themselves vary less than the data on the
individuals do.

Working With Summary Values

= Scatterplots of statistics summarized over groups tend
to show LESS variability than we would see if we
measured the same variable on individuals.

= For example, consider plotting the height and weights
of students in a certain grade.

= Then imagine that instead of plotting a point for each
individual student, we find the average weight for each
height and plot the heights vs. the average weights.

= This second scatterplot is likely to have a lot less
scatter and a higher R2 value.

= Why? Because means vary less than individual values
do.

= Sort of similar to what we saw with Simpson’s paradox;
sometimes lumping data together (in this case by using
summary stats) we LOSE information.

Working With Summary Values (cont.)

= There is a strong, positive, linear association
between weight (in pounds) and height (in
inches) for men:

20 + L
up 4
200 + i

Welgh: (1)

Height fn)

Working With Summary Values (cont.)

= Means vary less than individual values.
= Scatterplots of summary statistics show less
scatter than the baseline data on individuals.
= This can give a false impression of how well a
line summarizes the data.
= There is no simple correction for this
phenomenon.
= Once we have summary data, there’s no
simple way to get the original values back.

Working With Summary Values (cont.)

= If instead of data on individuals we only had the
mean weight for each height value, we would see

an even stronger association:
280 +

2 +
2
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— Meanfin = 0.808MeanMid + 13.6; r2 = 0.98
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All Data Points )
When you make a linear model:
Collection 2 _Scatter Piot | ¥
120 * Make sure the relationship is straight.
100 °c 8g , °° oo oo o ° » Beware of extrapolating.
8 s 8 . Lo
S o L © R * Beware of especially extrapolating into the future.
= 20 eoo * Be on guard for different groups in your regression.
2 o e Look for outliers.
o 0o ° | e Beware of high_ Ieverage points, and especially of
€ 6 o 75 d0 8 s o5 10 105 j  thosethatareinfluential .
Mid [~ e« Consider comparing two regressions.
E 4 ° 8° 80 o ©°_ 00%go ° e » Treat outliers honestly.
% 4 ° Boe ° » Beware of lurking variables.
m -8 o0 o . . -
75 s ess0es 100 10s * Watch out when dealing with data that are summaries.
Mid
—Fin = 0.0500Mid + 72; 1 = 0.00052

RNBriones Concord High



