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The study of genetics, genes, and chromosomal inheritance was initiated by Thomas Morgan in 1910,
when the first visible mutations were identified in fruit flies. The field expanded upon the work initiated
by Herman Muller in 1926 when he used X-rays to develop the first balancer chromosomes. Today, bal-
ancers are still invaluable to maintain mutations and transgenes but the arsenal of tools has expanded
vastly and numerous new methods have been developed, many relying on the availability of the genome
sequence and transposable elements. Forward genetic screens based on chemical mutagenesis or trans-
posable elements have resulted in the unbiased identification of many novel players involved in pro-
cesses probed by specific phenotypic assays. Reverse genetic approaches have relied on the availability
of a carefully selected set of transposon insertions spread throughout the genome to allow the manipu-
lation of the region in the vicinity of each insertion. Lastly, the ability to transform Drosophila with single
copy transgenes using transposons or site-specific integration using the UC31 integrase has allowed
numerous manipulations, including the ability to create and integrate genomic rescue constructs, gener-
ate duplications, RNAi knock-out technology, binary expression systems like the GAL4/UAS system as
well as other methods. Here, we will discuss the most useful methodologies to interrogate the fruit fly
genome in vivo focusing on chemical mutagenesis, transposons and transgenes. Genome engineering
approaches based on nucleases and RNAi technology are discussed in following chapters.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

Drosophila melanogaster is an important model organisms long
used to answer questions related to basic biology and human
disease [84]. The sequencing of its entire genome [2] was the foun-
dation for the development of a plethora of recent genetic technol-
ogies previously impossible to achieve [123,131,125,112,124].
These technologies have dramatically changed the landscape by
which we approach biological questions in fruit flies. It is now pos-
sible to mutate, modify, and tag virtually every fly gene. Here we
will discuss three technological approaches that have been instru-
mental towards scientific discovery using genome interrogation in
the fruit fly. These are chemical mutagenesis, transposons and
transgenes.
First, because we anticipate that there will be a renewed inter-
est in unbiased mutagenic approaches, we will cover forward ge-
netic screens using chemical mutagens, i.e., ethylmethane
sulfonate (EMS) mutagenesis [16]. EMS screens have been used
in numerous forward genetic screens based on a variety of pheno-
typic assays [113]. We provide outlines of typical one (F1), two (F2)
and three (F3) generation screens and define recent developments
that have made these screens more powerful. The section will end
with strategies to map the mutant lesions and assign phenotypes
to the appropriate gene.

Next, we will summarize transposon technologies. Transposons
or transposable elements (TEs), historically dominated by the P
element transposon, have been instrumental to the advancement
of experimental fly biology [44]. To broaden the number of genes
that can be manipulated by transposons, TEs with different inser-
tional specificities, such as piggyBac [39], Minos [63], and Tol2
[122], have been introduced [6]. We then discuss the different TE
collections generated by individual labs and the Gene Disruption
Project [7,6]. We expand on recent additions to the latter collection
based on the Minos mediated integration cassette, better known as
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MiMIC [130]. We outline how transposons are used in genetic
screens and how they are mapped. In this section, we also explain
how TEs can be used to generate large deletions with the help of
the Flp recombinase [85,99,98,21], or modified by recombinase
mediated cassette exchange (RMCE) [5] or site-specific integration
[37,15], both catalyzed by the UC31 integrase.

Finally, we discuss transgenic methods based on random trans-
position or site-specific integration mediated by the UC31 integr-
ase at defined attP sites distributed over the entire genome
[37,15,127,67,117]. We focus on the latter system since it is highly
efficient and dampens position effects [37,15]. attP sites have been
tested and optimized for specific purposes, including genomic res-
cue of available mutations [28,127,126,129,117], genome-wide ef-
forts to generate reagents for RNAi knockdown [26,77,76,78],
interrogation of genomic regulatory elements [89,46,47,66], and
gain-of function analysis through overexpression using different
binary activation systems [14,102].

This review will not cover ends-in [94] or ends-out [35] gene
targeting methods based on in vivo remobilization, nor will it cover
custom nuclease-mediated genome editing (i.e., Zn finger, TALEN
or CRISPR) [12,62,36]. Moreover, RNAi technologies based on dou-
ble stranded RNA [50] or microRNA backbones (i.e., short hairpin
RNAi or shRNAi) [38] will only briefly be discussed in the context
of chemical and transposon mutagenesis. Gene targeting and RNAi
strategies will be covered in depth in the following chapters:
Genome Engineering Using Nucleases [148], and RNAi Screens
[149].
2. Chemical interrogation

2.1. Ethylmethane sulfonate

Forward genetic screens based on chemically induced muta-
tions are the least biased way to identify new players in many bio-
logical processes [113]. The most commonly used chemical
mutagen is ethylmethane sulfonate (EMS) [57,113], which pro-
duces random DNA mutations through nucleotide substitution
[16]. EMS is an alkylating agent that targets guanine and primarily
produces point mutations. EMS is most commonly used in flies be-
cause it is effective and less toxic than most other chemical muta-
gens. The dose–response, germ cell sensitivity and effects of sperm
storage in females have been well characterized [3]. In recent years
EMS screens have reduced in popularity and this is largely due to
the perception that mapping EMS-induced mutations is arduous
[16]. Yet when gauged on cost, efficiency, scope, and lack of bias,
EMS screens are still the most efficient of all screening technolo-
gies. Other advantages of EMS screens are their potential to be sat-
urating and their ability to be performed in nearly any Drosophila
lab [113].

On the contrary, genetically encoded RNAi is targeted to candi-
date regions of the mRNA (i.e., biased), and often results in partial
knock-down and off-targeting effects as well [70]. Many transpo-
sons have inherent insertional specificity that commonly ignore
significant portions of genes and genomes (i.e., they are biased),
and 80% of the available TE insertions are weak loss of function al-
leles, possibly due to internal elements that can act as leaky pro-
moters activating gene transcription downstream of the
interruptive transposon insertion [56] (see also Section 3).

Hence, EMS is the preferred mutagen for true unbiased geno-
typic probing of the genome and phenotypic screening of your
favorite phenotype. EMS is often used at a concentration of
25 mM [16], though lower concentrations (e.g., 10 mM) result in
fewer second site hits [142]. Hexamethylphosphoramide (HMPA),
an alternative chemical mutagen, introduces small deletions via
cross-linking, but it is not commonly used [72]. X-rays and gamma
rays have previously been used extensively as they induce genomic
rearrangements, including inversions, deletions and duplications.
However irradiation produces many fewer mutations than EMS
and is therefore not so popular anymore. N-ethyl-N-nitrosourea
(ENU), though frequently used in other organisms, is not favored
in Drosophila, probably because it is too toxic [3]. Other mutagens
are discussed elsewhere [3]. In the next few sections, we discuss
the phenotypic assays used to identify EMS-induced mutations as
well as the three commonly used types of EMS screens: the single
(F1), two (F2), and three (F3) generation screens.

2.2. Phenotypic assays

The phenotypic assay used in any forward unbiased EMS screen
is paramount to its success, an often underappreciated fact. In most
cases the goal of the screen is to isolate as many mutations in as
many different genes as possible that affect the phenotype of inter-
est, ideally identifying at least two alleles for each gene. Although
we recommend using low concentrations of EMS (e.g., 10 mM) to
reduce the number of second site mutations (which can hinder
mapping and cloud interpretation at later stages), this will raise
the number of flies to be screened although it is already often in
the many thousands to tens of thousands range. Hence, primary
screening assays should be quick and easy to perform, enabling
one to screen hundreds or even thousands of chromosomes per
week. In a well-designed screen, the primary phenotypic assay
should be followed by secondary screens. These can be more te-
dious than the primary screen assay as typically no more than 1–
2% of flies from the primary screen will be retained.

Simple phenotypic assays are the most powerful because they
are easy to perform and can be completed quickly. A classical
example is the assay developed to identify flies that are impaired
in phototaxis [10]. One hundred mutagenized flies are loaded into
a countercurrent phototaxis tool, tapped down toward the dark
side of the apparatus, and then allowed to walk towards a light
source. Flies that walk to the light source are separated from those
that do not, and the process is repeated six times. When combined
with an electroretinogram-based secondary screen, this assay pre-
viously permitted the isolation of genes that affect synaptic trans-
mission [132]. Another powerful assay is based on flight
capabilities. One hundred mutagenized flies are added to a cylinder
coated with oil. Flies that were unable to fly fell to the bottom of
the container and were collected for analysis of mutations affecting
flight muscles [51]. Given the plethora of genetic tools that are cur-
rently available [131], more sophisticated screens can be designed
that allow for equally simple phenotypic probing. They can be
based on the localization of a GFP in a specific cell or cellular com-
partment. For example, by expressing a CD8-GFP-Shaker fusion
protein at the Drosophila neuromuscular junction [145], third in-
star larva were rapidly screened through the cuticle for morpho-
logical defects of the NMJ [1].

2.3. Single (F1) generation EMS screens

The simplest and fastest EMS screens are single (F1) generation
screens. These screens can be used to isolate, (1) behaviorally
defective flies that carry visible X chromosome-linked mutations
[10], (2) dominant suppressors and enhancers of existing muta-
tions [107], or (3) new mutations on single chromosome arms
via clonal analysis [116,75].

To isolate viable mutations on the X-chromosome, mutagenized
males are crossed to attached X chromosome females [59], yielding
male progeny with a paternally-derived X-chromosome. Flies with
visible mutations or defective behaviors can be easily isolated [10].

In suppressor and enhancer screens, one typically starts with a
known mutation that causes a subtle phenotype but which can
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easily be enhanced or suppressed. A classical example was per-
formed by using a temperature sensitive mutation of sevenless
[107]. Normal development of the R7 photoreceptor occurred at
24 �C but not at higher temperatures. Loss of a single copy of an-
other gene could then enhance the phenotype, observed during
an F1 screen. The screen was very successful and permitted isola-
tion of seven genes required in photoreceptor development. Simi-
lar screens can be used to identify suppressors.

Currently, most F1 screens are performed for the autosomal
chromosome arms (2L, 2R, 3L, 3R) that carry an FRT site in close
proximity of the respective centromeres [140] (Fig. 1). Isogenized
males carrying the appropriate FRT-containing chromosome arm
are mutagenized with EMS and crossed to females carrying the
same FRT chromosome and a transgene driving FLP recombinase
[34] in a tissue of interest. Subsequent FLP-mediated mitotic
recombination results in the exchange of entire chromosome arms
during cell division. This permits the generation of homozygous
mutant tissue in an otherwise heterozygous animal, therefore lim-
iting the effect of a potentially detrimental mutant phenotype at
early developmental stages. The progeny of mutagenized males
can be directly screened for a phenotype in the next generation.
Desired mutations are isolated and immediately balanced to gen-
erate stable stocks. F1 screens are typically based on organ or
cell-specific FLP expression driven by tissue-specific regulatory
elements [75] or through the binary GAL4/UAS system [17], i.e.,
an organ- or tissue-specific GAL4 driving a UAS-FLP transgene
[116]. The most widely used tissue is the eye since it is large, easily
scorable, and excellent drivers like eyeless-FLP are available [75].
To obtain clones of sufficient size, it is important to use a driver ex-
pressed early in development. The eyeless regulatory elements ful-
fill this requirement since the gene is already expressed in
embryos. The size of the mutant clone can be enlarged by using
a cell lethal mutation or a Minute (i.e., a mutation often in ribo-
somal proteins affecting protein translation and therefore general
cell health) on the homologous chromosome so that wild type
clones are unable to propagate equally well [75]. The large clones
in the eye allow to screen for defects during eye development
[75], tissue overgrowth [48], bristle development [119], synaptic
transmission [132] and neuronal wiring [68]. Other tissues can
be analyzed using this technology as well, e.g., the Ubx-Flp trans-
gene generates clones in all the imaginal discs among other tissues
[45].

The FLP/FRT F1 screens are fast but require that heterozygous
animals can be used to breed. Hence, the screen cannot be intru-
sive. Another disadvantage of F1 screens is that not all induced
mutations breed true as DNA repair can occur in germ cells and
the somatic mutations are therefore not always inherited [3]. The
advantages are that F1 screens are fast and comprehensive if the
primary assay is simple. A high throughput and simple assay is ex-
tremely important for powerful screens and isogenization of the
chromosome of interest prior to mutagenesis is paramount [16].
Fig. 1. Outline of a mitotic F1 screen for chromosome 2L. Mutagenized (M) males
containing a chromosome 2 with an FRT site on arm 2L are crossed to females
containing the same FRT carrying chromosome but with an additional dominant eye
color marker, white+ (W), and recessive cell lethal (cl). In addition, the females carry
a transgene that drives the FLP protein under the control of eyeless promoter (ey).
This cross is the parental (P) generation. In the next generation (F1), the FLP
generates mitotic clones exclusively in the eye. Due to the presence of a recessive
cell lethal, homozygous WT clones die, and many ommatidia become homozygous
mutant, facilitating phenotypic analyses based on morphology or an electrophys-
iological assay like the electroretinogram (ERG). Flies are recovered, and propagated
for stock keeping and further analysis.
2.4. Two (F2) generation EMS screens

Two (F2) generation screens are often designed to generate spe-
cific mutations and are thus more targeted than screens examining
whole chromosomes or chromosome arms. The exception is the X-
chromosome. Males only carry a single copy and hence F2 screens
have been used to isolate viable behavioral mutations on the X-
chromosome [54]. For the latter, mutagenized males are crossed
to attached X females and single male progeny are backcrossed
to attached X females to expand the flies carrying the mutagenized
chromosome. The male progeny is then scored for behavioral phe-
notypes like diurnal rhythmicity [54], learning and memory [27],
or defects in vision based on ERGs [83,43].
In many F2 screens, the purpose is to isolate new EMS induced
mutations that fail to complement genes uncovered by a deletion
[139,138] or another mutation, to isolate other alleles of a gene
and to initiate structure function analyses (Fig. 2). Males are
mutagenized and crossed to females that carry a second or third
chromosome balancer. Single males are then crossed to a stock car-
rying a mutation or a deletion (and a balancer) in which the gene of
interest is uncovered. Failure to complement the deletion or the
mutation permits identification of specific alleles of a gene that
are located within the deletion [139,138,60,24]. The inclusion of
easily scorable markers (e.g., Tubby) can facilitate the screening
process tremendously. Through complementation tests and
sequencing of the gene of interest new alleles can be identified.
This allows an unbiased recovery of new alleles that permit a struc-
ture function analysis [61].
2.5. Three (F3) generation EMS screens

Three (F3) generation screens are the foundation of some of the
most probing experiments in developmental biology and neurosci-
ence [80,113,9]. They remain a very powerful, if somewhat under-
appreciated, tool. With the advent of whole genome sequencing
(WGS), they are likely to resurge in popularity since mutations



Fig. 2. Outline of a lethal phenotype F2 screen for chromosome 3. Mutagenized (M)
males are crossed to balanced third chromosome Tubby females. In the next
generation, balanced mutants are crossed to a balanced third chromosome
deficiency to isolate mutations that fail to complement the deficiency. In the
second generation (F2), progeny are scored for prepupal lethality. The balancer is
marked with Tubby, hence the short Tubby females and pupae. The inclusion of the
Tubby (Tb) marker facilitates this process since scoring can be performed
immediately by looking at the pupae in the vial. The green vial carries the mutation
of interest.

Fig. 3. Outline of a lethal phenotype F3 screen for the X chromosome. Mutagenized
(M) males containing chromosome X with an FRT site are crossed to balanced X
chromosome females. Mutant balanced females are backcrossed to balanced males
to generate stocks. Stocks are used to establish X chromosome lethality. Balanced
lethal mutant females are crossed to males containing the same FRT chromosome
and a dominant body color marker, yellow+ (Y). In addition, males have a transgene
that drives the FLP protein under the control of an imaginal disc regulatory element
(Ubx). In the next generation (F3), the FLP generates mitotic clones exclusively in
the imaginal discs that can be analyzed for a morphological phenotype (e.g., bristle
phenotype).
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can be identified more easily. Recently, an extensive large-scale F3
mosaic screen was performed for the X chromosome [142] (Fig. 3).
Isogenized males carrying an y w FRT chromosome were mutage-
nized with lower EMS concentrations than are typically recom-
mended (10 mM versus 25–50 mM) [16] and crossed to balanced
females. Individual mutant balanced female progeny were crossed
back to balanced males to establish stocks. Chromosomes that car-
ried homozygous lethal mutations were retained and screened in
different assays by creating mutant clones in the eye or thorax.
Mutations in numerous genes not previously identified or charac-
terized on the X chromosome were discovered (Bellen, unpub-
lished data).
2.6. Mapping of EMS mutations

Mapping EMS mutations has historically been tedious. This is
no longer the case since mapping can now be done on a large scale.
Mapping a few dozen genes from an EMS screen should be within
reach of almost any fly lab. Depending on the chromosomal loca-
tion, alleles are mapped by a variant of meiotic mapping (for the
2nd and 3rd chromosome) [143] or a variant of duplication map-
ping (for the X chromosome) [23,129].

Meiotic mapping is very easy to perform with a set of defined P
element insertions [143] (Fig. 4). To map a mutation located on a
known chromosome arm, two rounds of meiotic mapping are per-
formed. In a first mapping round (i.e., rough mapping), the locus
can be mapped to a 400 kb interval using 10–15 defined P elements
whose mapping position is known. Stocks for rough mapping of
mutations on the second and third chromosomes have been care-
fully selected so that they show strong expression of the transgenic
white+ marker (see also Section 3.2), resulting in a red adult eye
which facilitates screening when scoring large populations. Map-
ping kits for each autosomal chromosome arm (i.e., 2L, 2R, 3L
and 3R) are available from the BDSC (http://flystocks.bio.indi-
ana.edu/Browse/misc-browse/Baylor-kits.htm). A second round of
mapping permits pinpointing the mutation to a physical interval
of less than 100 kb [143], but this mapping resolution is no longer
required as one can use next generation sequencing approaches to
analyze the data of the 400 kb interval.

Although meiotic mapping with P elements is feasible for the X
chromosome, it becomes more complicated for lethal mutations
since they cannot be recovered in males. This problem is easily cir-
cumvented by duplication mapping. Two independent duplication
kits have been generated for the X chromosome [129,23]. One
duplication kit was generated by sophisticated chromosomal engi-
neering of an attached X–Y chromosome [23] (Fig. 5A), while the
second duplication kit was generated by site-specific integration
of an overlapping set of P[acman] clones into an attP site located
on the third chromosome [129] (Fig. 5B) (see also Section 4.3).
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Fig. 4. Meitoic mutation mapping using P element insertions. A balanced
unmapped lethal mutation (M1), located on chromosome arm 2L, is crossed to a
mapped viable P element insertion marked by the dominant eye color marker
white+ (W). Next, female balanced mutant progeny are crossed to males containing
a second lethal mutation (M2) belonging to the same complementation group
maintained over a conditionally lethal balancer chromosome (i.e., temperature
induced lethality). During early development of the progeny of this cross, a heat
shock removes all unwanted progeny containing the conditionally lethal balancer
chromosome. The transheterozygous M1/M2 flies die as well. Since recombination
between the unmapped lethal mutation (M1) and the mapped viable P element
insertion can occur in the female germ line, the ratio of white� flies compared to the
total number of flies in the resulting progeny is a measure of the genetic distance
between the unmapped mutation and the mapped P element insertion. Performing
this crossing scheme with �10 mapped P elements located on the same chromo-
some arm allows mapping to within 100 kb–1 Mb depending on the region of the
chromosome where the mutation maps. One can then proceed with WGS for
mutation identification.

Fig. 5. Mutation mapping using duplication complementation. (A) Nested duplica-
tion mapping. A nested set of duplicated segments is generated from the same
progenitor (e.g., 1). Different progenitors (i.e., 1, 2 and 3) then result in overlapping
sets of nest duplications that cover majority of the X chromosome. Mutations can
then be mapped by the large segments in a first round of genetic mapping and fine
mapped by a nested set of duplications in a second round of genetic mapping. (B)
Transgenic duplication mapping. The CHORI-321 P[acman] library contains DNA
clones (CH321) that have an average insert size of 83 kb. A minimum tiling path
(indicated in green) of 408 overlapping P[acman] clones for the entire 22 megabase
X chromosome of Drosophila was selected and integrated in the same docking site
on chromosome arm 3L, using the UC31 integrase. This transgenic duplication kit
can be used to map uncharacterized X chromosome mutations. Illustrated is a small
portion of the transgenic duplication kit surrounding the Netrin-A and Netrin-B
genes.
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The two duplication collections complement each other well. Using
the large duplications (attached-XY) [23], mutations can be
mapped to a 1 Mb region. Subsequent use of smaller duplications,
deficiencies, and the tiled P[acman] array of duplications [129], al-
lows one to easily narrow this interval to less than 50 kb. Sanger
sequencing of overlapping PCR products ultimately reveals the
gene of interest [143]. This strategy has proven to be efficient in
mapping loci derived from an ongoing, large-scale X chromosome
mutagenesis effort. However, the majority of mutations of this
screen were mapped using WGS after rough mapping to an area
of about 1–1.5 Mb, thereby greatly accelerating the gene identifica-
tion process (Bellen, unpublished data).
3. Transposon interrogation

3.1. Transposons

TEs are insertional mutagens that can be easily mapped using a
variety of molecular methods (see also Section 3.2). The most com-
monly used TE in the fly field is the P element, followed by piggy-
Bac, and Minos [100]. Wild type P elements are composed of two
31-mer terminal inverted repeats, P transposase (the enzyme re-
quired to catalyze transposition), as well as other sequences essen-
tial for transposition [20] (Fig. 6A). Physical separation of the P
transposon backbone from the P transposase has permitted the
development of a binary transformation system [97] (Fig. 6B),
allowing controlled transposition of engineered transposons into
the host genome using enzyme provided in trans, e.g., as a helper
plasmid during microinjection or as a transgene through a genetic
crossing scheme [124]. Although proven to be incredibly useful, P
elements also have drawbacks. The integration sites of P elements
are strongly biased toward origin of replication sites [108] and the
50 ends of genes [6]. This insertional specificity reduces the effec-
tiveness of mutagenesis screens and limits the number of inser-
tions that can be used to create gene- or protein-traps [18,93,65].
Additionally, many insertions do not or only partially affect the
genes near which they are inserted [79,56]. The latter is also a very
important benefit in reverse genetic strategies. The lack of pheno-
type permits one to assess the loss of function associated with an
imprecise excision of the P element that affects or removes the
nearby gene without having to worry too much about second site
mutations present on many chromosomes.

The features of P elements have lead to the exploration of the
use of other TE such as piggyBac [39] and Minos [63] (Fig. 7). Unlike
P elements, piggyBac preferentially targets TTAA sequences
whereas Minos, a Tc1/Mariner-like transposon, inserts at random
[108]. The major drawback of piggyBacs, unlike P elements and
Minos, is that they do not excise imprecisely [137], and hence do
not permit the creation of other mutations in the gene of interest.
Both piggyBac and Minos have been used to generate genome-wide
TE collections. The Tol2 TE has also been demonstrated to mobilize
in flies [122] but has not been used in any genome wide applica-



Fig. 6. Transposon interrogation. (A) Transposon transformation systems and
transposons. An active natural transposon. Active natural transposons are mobile
elements that consist of two inverted terminal repeats (black) that flank an open
reading frame encoding a transposase. Both features are required for transposition.
Transposition results in a duplication of the insertion site (white box). (B) The
binary transformation system. The transposon inverted repeats and transposase can
be physically separated, resulting in the binary vector/helper transposon transfor-
mation system that allows the regulated transposition of transgenes into the
genome. Only when both components are provided together can productive
transposition occur.

Fig. 7. Transposons. Genetic constitution of a key member of different transposon
superfamilies used for genetic analysis in Drosophila. Transposon superfamily, size
of the duplicated genome insertion site (white box, #), size of the inverted repeat
(black triangle, #), and nucleotide constitution of the recognition site (black
triangle, Rec) are indicated for the P element, piggyBac, Minos, and Tol2.
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tion. To be useful for genome wide screens, a transposon has to be
integrated into the genome first using its corresponding transpos-
ase, before it can be used as ammunition for subsequent remobili-
zation mutagenesis (Fig. 8).

The transposition rates of the various transposable elements
vary widely. For P elements, the transposition rate typically ranges
from 10% to 65%, depending on the P element construct that is used
and the level of transposase [7]. For piggyBacs, the transposition
rate is also dependent on the nature of the element and the trans-
posase source; it varies widely from 50% to 100% [40,118]. How-
ever, in our hands piggyBac transposition occurred at much lower
frequencies, in the 5–10% range. For Minos, the transposition rate
is typically 5–10% (Bellen, unpublished data), although higher rates
have also been recorded previously [130,69]. High transposition
rates are not necessarily beneficial, as they are associated with
greater degrees of second site mutations [58]. Therefore the Gene
Disruption Project has saved a very substantial number of inser-
tions that are homozygous viable.

3.2. Dominant transposon markers

Identification of novel integration events upon the hopping or
integration of a TE is dependent on the incorporation of dominant
genetic markers [124] (Fig. 9). The most popular markers are those
easily identified under a regular stereoscope. They include white+, a
dominant eye color marker that leads to red eye pigmentation [91],
and yellow+, a dominant body color marker that turns the yellowish
body of a yellow mutant into one more tan in color [86]. Other
commonly used markers are those in which fluorescent proteins
have been fused to an artificial eye-specific promoter (e.g., 3xP3)
[11,41]. These markers are relatively easy to score but require a
dissection microscope equipped with a UV light source and appro-
priate fluorescent filters.

3.3. Genome-wide transposon insertions

Details about the different TEs and TE markers, as well as the
specific features of the more commonly used transposons (P elements,
piggyBac, and Minos), are available through the Gene Disruption
Project (GDP; http://flypush.imgen.bcm.tmc.edu/pscreen/) [6].
This project started in 1992 with the primary goal of generating
at least one transposon insertion for every fly gene
[6,7,110,130,111]. Initially, the project focused on P elements engi-
neered by members of the community and gathered P element and
piggyBac collections generated by others [7,6,110]. However, the
GDP subsequently built a transposon collection using the EY P ele-
ment which contains a UAS site, thus permitting ectopic expres-
sion of the gene near which the transposon is inserted [7]. By
2004 the diminishing returns of generating additional P element
insertions to tag new genes became cost prohibitive. Indeed, to-
wards the end of the project, for every 100 new insertions gener-
ated and sequenced, only 2 P elements could be identified in
genes not already tagged. Currently, about 52% of all annotated
Drosophila genes contain a P element insertion, and it is unlikely
that this figure will change. All TE strains generated by the GDP
are available through public stock centers, namely the Blooming-
ton Drosophila Stock Center (BDSC) (http://flystocks.bio.indi-
ana.edu/Browse/in/GDPtop.htm).

As an alternative to P elements, the GDP explored other TEs,
including MiET, a Minos derived transposon [69]. A small pilot
study suggested that MiET inserted at random in the genome
[69], an aspect later confirmed with a larger screen of �12,000
insertions, indicating that very few loci were refractory to insertion
[6]. Therefore, a new version of the Minos transposon, the Minos-
mediated integration cassette (MiMIC) was designed. MiMIC incor-
porates two inverted attP sites for recombinase-mediated cassette
exchange (RMCE) (see also Section 3.7), allowing a broad array of
versatile applications after a transposon insertion is identified
[130,74]. Currently more than 12,000 MiMIC insertion strains have
been generated and sequenced, half of which are available from the
BDSC (http://flypush.imgen.bcm.tmc.edu/pscreen/). This collection
consists of insertions that tag about 3200 genes so far. Other
important collections based on P elements and piggyBac have also
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Fig. 8. Transposon mutagenesis. (A) The initial ammunition chromosome is often
generated by microinjection of a plasmid containing the engineered transposon. (B)
Subsequent transposon hopping is done by genetic crosses, bringing transposon and
transposase together in the same fly. In the next generation, novel insertion sites
are identified and the transposase segregated away.

Fig. 9. Commonly used dominant genetic markers. A commonly used marker is the
dominant visible eye color marker white+, which is highly under the influence of
nearby genomic position effects, i.e., eye color can vary dependent on the transgene
insertion site, resulting in yellowish, light orange, orange, dark orange, or WT red
eye color pigmentation. Other markers often used are the dominant visible body
color marker yellow+, and the dominant fluorescent markers driven by an artificial
eye promoter, i.e., blue (BFP), cyan (CFP), green (GFP), yellow (YFP) or red
fluorescent protein (RFP).
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been generated—for example, versions carrying FRT recombination
sites [118,85,99,98]. These transposons have been used for gen-
ome-wide applications, including the development of molecularly
mapped deletion and duplication kits [23]) (see also Section 3.6).

3.4. Transposon mutagenesis

Three basic TE-based approaches can be used to screen for
mutations affecting specific biological processes. In the first ap-
proach a collection of TE insertions is created and subsequently
screened for phenotypes, as shown for P elements [49] and piggyB-
acs [103]. The TE insertions are then mapped (see also Section 3.5)
and molecular lesions assessed. This strategy is labor intensive and
relatively inefficient compared to EMS screens. For example, while
EMS can induce hundreds of mutations on each chromosome, the
goal of TE hopping is often to obtain a single new insertion per
chromosome. Thus, TE screens will sample less than 1% of the
mutations generated in an EMS screen. Additionally, most TEs do
not insert at random. P elements preferentially insert near the
transcription start site and have hot spots, genes hit very fre-
quently, thereby diminishing returns [6]. piggyBacs also have a
slight preference for the transcription start site. Hence, the choice
of TE may strongly bias the screen. Other weaknesses of this strat-
egy include the fact that many TE insertions only cause a partial
loss of function. This is especially true for P elements that insert
in regulatory regions, typically within 200 nucleotides of the tran-
scription start site [108,6]. Finally, the main advantage of TEs—the
ability to quickly map TEs using inverse PCR—does not always re-
sult in the identification of the gene of interest. Indeed, the intro-
duction of transposases, as well as the accumulation of spurious
lethals in the genetic background of some stocks, may lead to an
elevated level of second site mutations not due to the TE insertion
itself [58]. Consequently, rescue with a genomic fragment
[129,126,117] or failure to complement a deletion [21] should be
considered in the early phases of mapping project to ascertain
whether the phenotype corresponds to the presumable TE
insertion.

A second TE-based strategy uses a select number of TE insertion
stocks already present in private collections or at the BDSC (http://
www.flystocks.bio.indiana.edu/). Currently, TE insertions in about
11,000 genes have been created by the GDP and are available from
the BDSC [7,6,130]. These stocks can be screened for specific phe-
notypes. Numerous screens have used this strategy for bristle
number variation [79], synaptic transmission [58], hypoxia toler-
ance [4], and olfactory behavior [121], among others. Once inter-
esting phenotypes have been identified, one needs to ascertain
that the TE insertion causes the phenotype, preferably by doing
three experiments: precise excision of the TE and reversion of
the phenotype [44], failure to complement the phenotype with a
deficiency [21], and rescue with a P[acman] transgene encompass-
ing the genomic fragment [127,126,129,117]. Importantly, one
need not screen all the stocks available. Rather, they can screen
just a specific subtype, e.g., lethal insertions. As mentioned above,
many P element insertions are hypomorphic and located in regula-
tory elements [56]. Consequently, only 18% (�2000) of all currently
available TE insertion strains are homozygous lethal. The mutage-
nicity of different TEs, however, varies widely: the BG P element,
which includes two gene terminating cassettes (i.e., a gene and a
polyA trap) [65], only causes 8% lethality; the KG P element, which
contains Su(Hw) sites engineered to interfere with gene function
by buffering neighboring enhancers [96], causes 22% lethality;
and the EY P element [7], which does not include any additional
gene interruptive elements apart from the transposon itself, causes

http://www.flystocks.bio.indiana.edu/
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Fig. 10. Insertion site determination. Transposon insertions sites can be molecu-
larly determined by inverse PCR or splinkerette PCR. In both cases, DNA is isolated
and cut with a frequently cutting restriction enzyme. Next, using inverse PCR, self-
ligated DNA is used as a PCR template. Alternatively, splinkerette adapters are
ligated to the cut DNA, and ligated DNA is used as a PCR template in the splinkerette
PCR procedure. In both cases, DNA sequence of the PCR fragments are determined to
retrieve the transposon insertion site.

Fig. 11. Transposon induced deletion. The DrosDel deletions are generated by
white+ marker reconstitution. In a first step, part of the white+ markers of two
transposon insertions (P{RS5} and P{RS3}) is reduced to invisible but complemen-
tary white+ halves. In a next step, both invisible white+ halves are reconstituted into
a full length phenotypically visible white+ marker, after FLP-mediated mitotic
recombination.
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16% lethality. MiMIC [130] has the highest mutagenic index, with
28% of the insertions associated with lethality. Thus, the number
of stocks to screen varies depending if one is interested in viable
or lethal mutations.

The third screening strategy uses P element collections in which
neighboring genes can be overexpressed using UAS sites present in
the TE, i.e., notably the EP [95] and EY P elements [7]. By integrat-
ing a UAS site in the TE, one can perform screens in which a ubiq-
uitous or tissue-specific GAL4 driver is used to overexpress a gene
near the P element insertion [95]. This approach has been used suc-
cessfully [114,71], but relatively few novel genes have been discov-
ered based on this strategy. Indeed it has proven difficult to
associate the gain of function phenotypes with the phenotypes
associated with knock-down or loss-of-function alleles needed to
interpret the data [146]. Indeed, the main caveats of this type of
screen are that overexpression may lead to numerous false posi-
tives and that gain-of-function phenotypes in many tissues do
not correlate with gene loss.

3.5. Insertion site determination

A major advantage of TEs is that they are genetically encoded
and can therefore easily be mapped to the genome using a variety
of molecular methods. These methods are based on two alternative
but partially overlapping procedures: inverse PCR [147] and
splinkerette PCR [92] (Fig. 10). In inverse PCR genomic DNA is iso-
lated, digested with a restriction enzyme, and self-ligated. A subse-
quent PCR reaction using primers that go out of the transposon
backbone (hence the name ‘‘inverse PCR’’) and over the unknown
genomic fragment is used to determine the sequence, and ulti-
mately the location, of the transposon insertion site. Alternatively,
with splinkerette PCR common adapters are ligated to the un-
known site after digestion of the genomic DNA. PCR is then con-
ducted using one primer in the known adapter and another
primer in the transposon backbone. Often a second, nested, PCR
is required to amplify enough material for Sanger sequencing.
Although both inverse PCR and splinkerette PCR have been suc-
cessful for Drosophila, inverse PCR has been used to determine
the genomic location of hundreds of thousands of TE insertion
sites, illustrating the feasibility and ease of the technology [6,130].

3.6. Transposon induced deletions

Deletions are some of the most valuable reagents in the fly com-
munity [21,22]. They serve as a reference for null alleles and are
frequently used to map genes due to their failure to complement
encompassing mutations. Several strategies have been designed
to generate deletions in the fly genome [123]. Currently the meth-
odology employed most often is that based on the FLP/FRT system
(Fig. 11). When two nearby mapped TEs—each containing an FRT
site in identical orientation—are brought in trans, a precise deletion
can be generated in the presence of the FLP recombinase. Two
independently generated genome-wide transposon collections
contain FRT sites [118]. One set was obtained by hopping a previ-
ously tested FRT-containing P element [33], generating several
thousand new insertions sites. These TEs were then used to create
hundreds of defined deficiencies, commonly known as the DrosDel
project (http://www.drosdel.org.uk/) [99,98]. The other FRT trans-
poson collection was generated with both P element and piggyBac
[118] and resulted in hundreds of deficiencies (http://www.
flystocks.bio.indiana.edu/Browse/df/dfextract.php?num=all&sym-
bol=exeldef) [85]. These two deficiency sets formed the basis of a
collection that was compiled at the BDSC (http://flystocks.bio.
indiana.edu/Browse/df/dftop.htm) [21,22]. These deficiencies per-
mit mutation mapping via complementation tests, and their
coverage represents true null alleles for 98% of all fly genes.
3.7. In vivo transposon upgrading

Since transposons are genetically encoded, they can be engi-
neered to encompass elements that allow future upgrades either
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through microinjection or through genetic crosses. For example, P
elements permit transposon conversion (i.e., in vivo replacement of
the DNA internal to the terminal inverted repeats). This is achieved
by providing a transposase source in the presence of the original
acceptor P element and a donor DNA P element, each containing
a different dominant marker. The transposase enzyme promotes
the excision of acceptor sequences and its subsequent replacement
with donor sequences, precisely swapping the content of the P ele-
ments [31,104]. In doing so, a P element containing one property
(e.g., LacZ) can be upgraded with a novel P element containing a
second, more sophisticated, property (e.g., the GAL4 binary trans-
activator). This property is so far unique to P elements and has
not yet been reported for other transposons.

An alternate (and less labor intensive) strategy is to include two
recombination (e.g., FRT site) (see also Section 3.6) or integration
sites (e.g., attP) in the transposon backbone. Two transposon plat-
forms have been engineered for limitless transposon upgrading.
The first uses MiMIC transposon insertions and upgrades the locus
through recombinase mediated cassette exchange [130,74] via the
UC31 integrase [37,15] (Fig. 12A). The exchange replaces the exist-
ing MiMIC gene trap cassette located in 50UTR or coding intron
with a correction cassette that reverts lethality. Alternatively, Mi-
MIC insertions located in a 50UTR intron can be upgraded with a
novel gene trap that incorporates new properties under the form
of a fluorescent marker (e.g., Cherry red fluorescent protein), a bin-
ary factor (e.g., GAL4 or QF), or a recombinase (e.g., FLP) for subse-
quent manipulations. Most interestingly, MiMIC insertions located
in coding intronic insertions can be upgraded with artificial exons
flanked by an upstream splice acceptor site and a downstream
splice donor site. The exons can encode protein tags (i.e., fluores-
cent markers, peptide affinity tags, or a combination of both) for
microscopy visualization or protein purification.

The second upgradable TE platform uses P element or piggyBac
insertions and upgrades the locus via site-specific transgenesis
(Fig. 12B). These platforms are InSITE (Integrase Swappable In Vivo
Targeting Element) [32] and G-MARET (GAL4-based mosaic-induc-
ible and reporter-exchangeable enhancer trap) [141]. Both have
been used to upgrade GAL4-containing enhancer trap insertions
to novel binary factors such as LexA and QF. Interestingly, InSITE
was engineered to allow in vivo exchange by simple genetic crosses
avoiding microinjection experiments [32]. The FLP recombinase re-
leases the modification construct from one location (i.e., the donor
transposon), which then integrates into the acceptor transposon
using the UC31 integrase. Finally, the Cre recombinase is used to
remove the undesired portion of the acceptor transposon (e.g.,
GAL4), leaving the novel property behind (e.g., LexA).
Fig. 12. In vivo transposon upgrading. (A) The MiMIC transposon insertions are
upgraded by UC31 integrase catalyzed recombinase mediated cassette exchange.
(B) InSITE (shown) and G-MARET (not shown) transposons are upgraded by UC31
integrase catalyzed site-specific integration followed by deletion of unnecessary
genetic material.
4. Transgene libraries to assess gene function

4.1. Transgenes and transgenic libraries

In the past, transgenesis in Drosophila solely relied on the P ele-
ment transposon [124]. Unfortunately, the insertion site of trans-
posons cannot be controlled (see also Section 3.1), resulting in
variable position effects caused by the surrounding genome, mak-
ing it difficult to compare differently mutagenized transgenes
(Fig. 13). On the contrary, the site-specific integration of trans-
genes via the use of a site-specific integrase eliminates this issue.
More specifically, the UC31 integrase allows for site-specific inte-
gration of attB containing transgenes at defined attP docking sites
in the genome. Since all constructs can be integrated at the same
genomic location, the influence of position effects on the inte-
grated transgene is neutralized. The UC31 system additionally al-
lows for the integration of small to very large fragments. Hence,
the UC31 system is ideally suited to compare transgenes obtained
from genome-wide libraries generated for specific purposes.
Hence, due to these advantages, this overview will focus on those
libraries generated using vectors compatible with the UC31 site-
specific integrase system. Currently, UC31-based libraries are
available for several genome-wide interrogation paradigms: geno-
mic rescue [126,28,117], RNAi [26,76,78], regulatory element
interrogation [46,89,66,47], and cDNA overexpression [14,102].
These are outlined below.
4.2. Genomic rescue and recombineering

Genomic rescue refers to the use of genomic DNA fragments to
revert or ‘‘rescue’’ phenotypes associated with a given mutation
(Fig. 14). Upon evidence of phenotype recovery one can manipulate
the rescue construct for various downstream applications. For
example, rescue constructs can be tagged to help identify cells in
which the gene of interest is expressed or determine the subcellu-
lar protein distribution. One can also create numerous mutations
in the rescue construct to initiate structure function analysis, test-
ing protein variants in a null mutant background.

The scope of genomic rescue expanded significantly with the
development of the P[acman] transgenesis platform (P/UC31 arti-
ficial chromosome for manipulation) [127]. P[acman] combines
three powerful technologies: recombineering [105], conditionally
amplifiable BACs [135], and UC31 site-specific integration
[37,15]. First, recombineering, which allows the incorporation of
virtually any genetic alteration, was used in the P[acman] system
to retrieve DNA fragments up to 102 kb in size from existing BAC
libraries via a single gap-repair [42] (https://bacpac.chori.org/). A
double gap-repair procedure, wherein two pieces of overlapping
BACs were joined together, allowed for the generation of a
133 kb fragment, reconstituting the Tenascin major gene [127].
Second, DNA fragments recovered from a BAC are maintained at
low-copy number in a conditionally amplifiable plasmid, ensuring
the stability of large constructs under normal conditions. Addition
of a simple sugar solution induces plasmid replication and results
in high copy number, which facilitates cloning and DNA prepara-
tion [135]. Third, the UC31 integrase allows the integration of
P[acman] vectors into defined attP docking sites located in the fly
genome [127,37,15,67]. While the UC31 integrase is able to inte-
grate plasmids up to at least 146 kb in vivo [127,144], recently
we were able to integrate large BACs derived from previously gen-
erated libraries [42] with an upper size limit of 212 kb. These inte-
grations followed appropriate BAC retrofitting [53] and included
the necessary elements for P[acman] transgenesis (OriV conditional
origin of replication for conditional plasmid copy number amplifi-
cation, attB site for site-specific integration using the UC31 integr-
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Fig. 13. Transgenesis platforms. P element transposase catalyzed transgenesis
results in uncontrolled transgene integration and variable position effects, while
UC31 integrase catalyzed transgenesis results in site-specific integration and the
neutralization of position effects.

Fig. 14. Genomic rescue transgenes and recombineering. Genomic transgene
fragments can be chosen from three genomic DNA libraries: CH322 clones with
an average insert size of 21 kb (green), FlyFos clones with an average insert size of
36 kb (yellow), or CH321 clones with an average insert size of 83 kb (orange).
Shown is a region surrounding the gene ken and barbie (ken). Subsequently,
recombineering can be used to modify the genomic rescue fragment, to include
insertions (e.g., fluorescent tags for protein visualization, and binary factors for host
gene cellular visualization) or point mutations.
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ase, and the white+ dominant eye color transgenesis marker) [127]
(Venken, unpublished data).

P[acman] methodology has been used to create three genome-
wide Drosophila P[acman] BAC DNA libraries: the CHORI-322
P[acman] library (average insert size of 21 kb), the CHORI-321
P[acman] library (average insert size of 83 kb in P[acman]
(http://www.pacmanfly.org/) [126]), and the FlyFos library [28]
(average insert size of 36 kb in a fosmid instead of the P[acman]
backbone) (http://transgeneome.mpi-cbg.de/). The three libraries
have been end sequenced and annotated onto the reference fly
genome. While the FlyFos library provides a 3.3-fold genome cov-
erage, the CHORI-321 and CHORI-322 libraries represent a 12-fold
coverage and allow rescue of more than 95% of annotated fly genes.
Thus, the libraries largely eliminate the need for gap-repair for
genomic rescue. Compared to gap-repair, which requires addi-
tional cloning steps and allows defined genomic fragments to be
analyzed, clones used in the libraries were randomly generated
and often contain several genes. Although this may appear to be
a weakness of the libraries, small gene duplications up to 100 kb
rarely cause phenotypes [129] and larger clones are more likely
to include all the necessary regulatory elements of a gene. The
functionality of the three libraries was tested by integrating
numerous clones into attP docking sites and showing that they
rescue phenotypes associated with known mutations in the corre-
sponding region of interest.

The amplifiable nature of P[acman] and FlyFos clones greatly
facilitates recombineering. Prior to amplification, tags and muta-
tions are introduced at low-copy number and fixed within a bacte-
rial colony. These methods have already been used with P[acman]
and FlyFos to (1) introduce deletions of regulatory elements for
structure/function analysis [87,88,29,19], (2) incorporate protein
tags for visualization of expression or acute protein inactivation
[128,126,28,73,134,133], and (3) integrate binary factors (e.g.,
GAL4 or QF) for cellular labeling [115]. Hence, tagged clones can
be used to determine the expression patterns of numerous unchar-
acterized genes or label specific cell populations.

4.3. Transgenic duplication kit

The X chromosome of D. melanogaster contains 22 Mb of
euchromatic DNA, encompassing approximately 2300 protein-
coding genes [2]. Mutations in essential genes or those involved
in male fertility are often tedious to map unless a duplication is
present on another chromosome that can be brought in through
simple genetic crosses. Recently, two groups independently
generated a set of duplications to expedite the mapping of X chro-
mosome mutations (see also Section 2.6) (Fig. 5B). One group made
use of the available P[acman] libraries [129]. In doing so, a minimal
tiling path of 408 overlapping clones was integrated into a single
attP docking site located on the 3rd chromosome [37,15].
Currently, 96% of the X chromosome is covered by the P[acman]
duplications and contained in 382 fly strains. Approximately 100
clones were tested for rescue, and 92% rescued existing mutations
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Fig. 15. Genome-wide enhancer bashing. Thousands of enhancer fragments were
fused to GAL4 and assayed for gene expression patterns. The GMR09E06 enhancer
fragment of the even skipped (eve) is shown as an example. Expression patterns are
shown for the embryo, larval brain and ventral nerve cord, and the adult brain.
Images were obtained from the Janelia Farm Research Campus website summariz-
ing the project (http://www.janelia.org/gal4-gen1).
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as well as entire deficiencies previously generated with the FLP/FRT
system [85,99,98]. Interestingly, this group demonstrated that
most genes are tolerated at twice the normal dosage, and the
duplication collection enabled more precise mapping of two re-
gions involved in diplo-lethality. The second group to generate
an X chromosome duplication kit did so by genetic means, incorpo-
rating relatively large duplications of the X chromosome onto the Y
(attached-XY). Due to the size of the duplications, this kit allows
quick but rough mapping and currently covers 90% of the X chro-
mosome [23]. Both duplication collections are available at the
BDSC: http://flystocks.bio.indiana.edu/Browse/dp/BDSC-Dps.php.

4.4. Genome-wide RNAi

There are currently two genome-wide RNAi libraries for Dro-
sophila (http://stockcenter.vdrc.at/)—both created in the lab of
Barry Dickson. These libraries use RNAi technology to knock down
genes, aiding functional analysis. The first library, the GD library,
was generated using P element transposons [26]. However, since
P element insertion sites cannot be controlled, a second library—
KK—was created using the UC31 system. Other genome-wide RNAi
resources are currently being generated to complement these two
libraries. These include an independent collection based on long
dsRNA as well as a collection based on short hairpins using a miR-
NA backbone [76,78]. These and other RNAi reagents are discussed
in detail in a subsequent chapter [149].

4.5. Genome-wide enhancer bashing

The GAL4/UAS system has been extremely useful for interroga-
tion of regulatory gene elements [17]. Notably, many of the driver
lines used in GAL4/UAS experiments were isolated by hopping P
element enhancer detector elements [81] carrying the binary
GAL4 transactivator [17]. Since P elements tend to integrate into
the regulatory elements of genes, the neutral promoter driving
GAL4 or lacZ expression comes under the control of endogenous
enhancers [8,136,13,17]. As such, many enhancer detector inser-
tion strains display expression patterns that correspond to that
of a nearby gene. However, expression can often not be limited
to a small subset of cells or cell populations. This lack of cellular
specificity is an issue if one desires to remove, functionally inacti-
vate, or manipulate a few cells in a complex circuit (e.g., neurons).

To isolate the individual components of a gene’s complex regu-
latory environment, it typically suffices to isolate smaller DNA
fragments and bring them in front of a neutral promoter—the so-
called enhancer bashing strategy. As position effects may influence
the analysis of different regulatory regions, it is advantageous to
integrate the different constructs into the same ‘‘neutral’’ site.
Hence, a large set of UC31 attP docking sites were analyzed for po-
sition effects [67], and one, attP2, with virtually no leaky expres-
sion, was selected to integrate the majority of the transgenic
GAL4 library [89] (Fig. 15).

The initial GAL4 collection is biased towards genes expressed in
the nervous system [89], and the resulting fly strains (�7000) have
been screened for expression in a variety of tissues. Expression pat-
terns were first established in the adult brain and ventral nerve
cord [46], where novel neuronal cell types were identified and
brain asymmetry revealed. Interestingly, many lines expressed
GAL4 in a pattern broader than anticipated, especially since regu-
latory elements of only 3 kb were used. In a second study, a subset
of 5000 transgenic lines was used to document expression patterns
in the embryonic central nervous system at two different embry-
onic stages (i.e., stages 9–11, and stage 16) [66]. The expression
data will be valuable for determining the morphology and function
of all neurons in the embryonic CNS. Finally, the lines were tested
for expression patterns in third-instar imaginal discs, specifically
the eye, antenna, leg, wing, haltere, and genital discs [47]. In this
study, DNA sequence motifs provided information about candidate
transcription factors that may regulate enhancers. All the expres-
sion data obtained from these studies is available through Janelia
Farm Research Campus (http://flweb.janelia.org/cgi-bin/flew.cgi).
A second collection GAL4 collection, the VT collection, has also
been generated using the same technology [89]. Expression data
for these lines have been obtained for embryos [55] and the adult
brain (http://stockcenter.vdrc.at/control/vtlibrary). To perform
independent manipulations of different cell types, several of the
fragments have been fused to an orthogonal binary activation sys-
tem that consists of the transcriptional activator LexA that binds to
LexO operators. Numerous LexA driven lines and reporters have
been generated [141,25,90,106,32].

One of the driving goals of the GAL4 collection was to identify
small subsets of labeled neurons. This was only partly achieved,
and the same libraries have since been fused to the recently opti-
mized split GAL4 system [64,90]. In the split GAL4 system, the
GAL4 transcription factor is split into two hemidrivers, one con-
taining the DNA binding domain and the other containing the acti-
vation domain. Each hemidriver is driven by separate regulatory
elements. Since each hemidriver cannot activate expression of
the reporter, expression is not observed. However, the location
where the expression domains overlap, the two halves of GAL4
can heterodimerize, and reconstitute a functional activator that
can activate the expression of a reporter gene. Thus, expression
patterns can be narrowed to a small overlapping cell population
shared between two much larger expression domains. Other inter-
sectional strategies follow along a similar vein and involve combin-
ing two sets of overlapping hemi-drivers, e.g., the split LexA system
[120].
4.6. Genome-wide overexpression and in vivo transgene upgrading

A final set of genome-wide reagents based on the UC31 integr-
ase was recently initiated—the UAS ORFeome, a transgene collec-
tion aimed to represent at least one cDNA isoform of each
Drosophila gene [14]. This library, which represents a large collec-
tion of genes regulating proliferation, cell cycle, and cell size,
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greatly facilitates large scale overexpression studies by using any
GAL4 driver of interest to drive expression of the UAS-linked open
reading frames of target genes. By using misexpression of genes,
problems arising from genetic redundancy are prevented and novel
gene functions can be uncovered. To date, 1149 UAS-ORF fly lines
have been created. As proof of principle, researchers cloned 655
growth-regulating genes in two variants—one with the open read-
ing frame and a native stop codon, the other an open reading frame
with a C-terminal 3xHA tag prior to the stop codon for affinity
purification studies. Interestingly, to streamline the creation of
transgenic flies, pools of plasmids were injected into embryos. Each
plasmid, in addition to a single cDNA, contains a unique barcode
serving as the plasmid identifier after retrieval of transgenic flies
from the pooled injections.

The versatility of the ORF collection was greatly expanded with
the development of an in vivo swapping technique (Fig. 16). Based
on mitotic recombination (i.e., using the FLP recombinase), this
system enables the rapid exchange of promoters and epitope tags
through simple crosses. Promoters, N- or C-terminal tags, and pol-
yadenylation signals can be exchanged at will. In vivo swapping
was validated by changing promoters (e.g., UAS into LexO) and
C-terminal protein tags (e.g., 3xHA into EGFP). To confirm the use-
fulness of this library for screening purposes, Wingless (Wg) path-
way components were screened for a variety of phenotypic outputs
[102]. Three serine/threonine kinases were identified as regulators
of Wg signaling. One of these, Nek2, optimizes the Wg pathway re-
sponse by direct phosphorylation of Dishevelled. While the ORF
collection is likely to be a very valuable resource for studying
growth regulation in vivo, similar caveats associated with EP and
EY screens should be kept in mind (see also Section 3.4).

5. Future directions

One of the striking features of technology development is that
relatively few methods are truly innovative and powerful on their
own. Although exceptions such as the development of P element
transgenesis [97,109], PCR [101] and monoclonal antibodies [52]
come to mind, very often seemingly less important technical inno-
vations can be combined to create very powerful toolsets. For
example, P element-mediated enhancer detection [81] was shown
to be a powerful methodology to identify new genes and their
Fig. 16. In vivo transgene upgrading through mitotic recombination. N-terminal
in vivo swapping, catalyzed by the FLP recombinase, results in exchange of the UAS
promoter with novel promoter elements (e.g., LexO). Desired recombination events
can be identified by exchange of the white+ marker with the yellow+ marker. C-
terminal in vivo swapping, catalyzed by the FLP recombinase, results in exchange of
the HA tag and the 30UTR with the fluorescent EGFP tag and potentially a different
30UTR. Desired recombination events can be screened by the simultaneous
occurrence of the white+ and yellow+ markers.
expression patterns. Having a ‘‘neutral and weak’’ promoter con-
trolling LacZ expression in a transposon permitted the detection
of innumerable gene expression patterns [8,13,136]. However, it
only became a major forerunner when combined with GAL4/UAS
technology. This binary system from yeast had been shown to be
efficient in flies [30] and mice [82], but only when the LacZ of
the enhancer detector system was replaced with GAL4 and a
UAS-LacZ transgene was inserted in the genome, did both technol-
ogies (enhancer detection and GAL4/UAS binary system) develop
their full potential. The GAL4/UAS methodology [17] ultimately is
the most used technology in flies.

Although numerous methods are available to tackle scientific
questions, often too little time is spent in weighing the quality,
depth, and caveats of various approaches. Very often quick techno-
logical paradigms are available but they often have major limita-
tions that are ignored. For example, RNAi against a given gene
may be determined to cause a phenotype, but the data should be
corroborated with mutations that are already publicly available.
In addition, efficiency and specificity of RNAi should be tested.
Similarly, when new mutations are isolated with chemical muta-
genesis screens, it is important to either isolate another allele in
the same complementation group or to characterize RNAis that
cause the same or very similar phenotypes. Alternatively, a geno-
mic rescue construct carrying the gene of interested should be
tested. Indeed, the number of polymorphisms in some stocks is
staggering, and many stocks that we tested carry mutations in
two essential genes [129]. Although these second site mutations
can easily be outcrossed, this often seems to be a concern solely
to behavioral biologists. Given the arsenal of tools that are avail-
able [131,112], this trend should be reversed.

In summary, we believe that given the very broad tool box that
is currently available in the Drosophila community, and in particu-
lar the innumerable combinations and permutations that can be
engineered, the future of Drosophila to study novel and well estab-
lished biological processes is extremely promising. However, we
also feel that the toolsets need to be used with caution and that
the users need to know the strengths and weaknesses of these re-
sources. This chapter should provide a starting point for research-
ers using these tools.
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