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ABSTRACT 
Aim/Purpose Providing both formative and summative assessment that allows students to 

learn from their mistakes is difficult in large classes. This paper describes an 
automated assessment system suitable for courses with even 100 or more stu-
dents.   

Background Assessment is a vital part of  any course of  study. Ideally students should be 
given formative assessment with feedback during the course so students and 
tutors can identify weaknesses and focus on what needs improvement before 
summative assessment, which results in a grade. This paper describes and auto-
mated assessment system that lessens the burden of  providing formative as-
sessment in large classes.  

Methodology We used Checkpoint, a web-based automated assessment system, to grade as-
signments in a number of  different computer science courses. 

Contribution The students come from diverse backgrounds, with a wide range of  ages, previ-
ous qualifications and technical skills, and our approach allows the students to 
work at their own pace according to their individual needs, submitting their so-
lutions as many times as they wish up to a deadline, using feedback provided by 
the system to help identify and correct their mistakes before trying again. 

Findings Use of  automated assessment allows us to achieve the goals of  both summative 
and formative assessment: we allow students to learn from their mistakes with-
out incurring a penalty, while at the same time awarding them a grade to validate 
their efforts. The students have an overwhelmingly positive view about our use 
of  automated assessment, and their comments support our views on the as-
sessment process. 

Recommendations  
for Practitioners 

Because of  the increasing number of  students in today’s courses, we recom-
mend using automated assessment wherever possible.  
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INTRODUCTION 
Assessment is a vital part of  any course of  study. It is primarily seen as a way of  validating that the 
student has mastered the course material. Summative assessment enables tutors to measure the student’s 
performance against some standard benchmark. End-of-course examinations are used to determine 
whether or not a student has met the learning objectives at the end of  a course, while in-course as-
signments are used to measure student progress prior to the end of  the course. These assignments 
are handed in by specified deadlines to be graded before being returned to the student with com-
ments from the tutor. 

By contrast, formative assessment is assessment which does not result in a grade affecting the outcome 
of  the course. Instead, it helps students and tutors identify learning deficiencies, both for the individ-
ual as well as for the group as a whole. This can help focus a student’s attention onto topics which 
are imperfectly understood, and it can also provide the tutor with feedback which can be used to 
modify subsequent learning activities. This can help clarify topics which are poorly understood by the 
class as a whole. This is particularly important when dealing with diverse groups of  students, as we 
do: students with widely varying ages, social and educational backgrounds and technical skills. 

The ideal assessment would combine both approaches: one which is summative, but which includes a 
feedback loop of  criticism and improvement. For example, a student might present a piece of  work 
in a tutorial setting for a formative evaluation, and then subsequently rework it in the light of  the 
feedback received before submitting a final version for summative grading by the tutor. 

However, large class sizes have become increasingly common in higher education over recent years. 
Lecture classes of  over 100 students are not unusual, which poses a problem for staff  involved in 
assessing in-course work if  grading is done manually. It can be a formidable task to grade 100 pieces 
of  work and provide useful feedback to each student. If  the workload is to be kept to a manageable 
level, the amount of  work submitted by students must be minimised or more staff  must be involved 
in the grading process. Feedback to students is often delayed as a result of  the time spent grading 
their work, and where large numbers of  staff  are involved there can be inconsistencies in the stand-
ards applied when awarding grades or providing feedback. 

In this paper, we describe our experience of  using automated assessment on five computer science 
courses taught at the authors’ institution, and how this experience has affected the way we think 
about the assessment process. The courses we describe here belong to a B.Sc. programme in Infor-
mation Systems Management. The programme is intended to equip students with the skills needed 
for jobs in modern high-tech environments and provides a more rounded and holistic experience 
than traditional degrees in subjects like Computer Science. It involves roughly equal measures of  
mathematics (including statistics and economics), computer science (including object-oriented pro-
gramming and web application development), and business management skills. The emphasis is on 
solution building, and the course is rounded off  by a final project which involves investigating inno-
vative solutions to real problems faced by local companies. 

The students are generally mature students in their late 20s or early 30s, many of  whom already have 
jobs in the high-tech sector but are looking for opportunities for career advancement. Many of  them 
also have families and children. The classes are, therefore, held on three evenings each week as well as 
on Friday mornings to accommodate their needs, and the students need to be highly motivated to 
succeed. Some already have degrees in other subjects, while others have no previous formal qualifica-
tions. Other students are progressing in a conventional manner from school matriculation to a degree 
course. Some students have a technical background, others do not. Because of  this diversity within 
the student cohorts, assessment outcomes can vary widely. We encourage the students to work in 
groups where stronger students can assist the weaker, but the only way the weaker students can really 
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learn is to make sure they have sufficient practical work to ensure that they can properly assimilate 
the skills being taught. 

By using automated assessment, we are able to assess student progress using a ‘little and often’ pat-
tern, where the students produce many small pieces of  work during the course of  their studies. It is 
especially valuable in subjects like ours where students need to learn from practice; and in particular, 
to learn from their own mistakes. In these contexts it allows students to perform as much practical 
work as possible in the time available. Students benefit from instant feedback, consistent and impar-
tial grading, and the ability to progress at their own pace. They will thus be able to gain more from 
assessment as part of  the learning process as a whole. Staff  benefit from a reduced marking work-
load, but they can also use information from the automated marking system to focus on student 
weaknesses and misconceptions and thus improve their teaching. 

THE GOALS OF ASSESSMENT 
As a result of  our experiences, we have come to regard assessment in a new light. The conventional 
approach to assessing students typically involves setting assignments during the course, followed by a 
written end-of-course examination. The assignments are intended not just as a quantitative measure 
of  student progress, but also (in theory) to provide students with timely feedback that they can use to 
identify their own weaknesses and remedy them in time for the exam. Staff  can also use assignments 
to identify and correct misconceptions on the part of  the students. Unfortunately this idealistic view 
of  the assessment process is only possible in rare cases. For example, in the Oxford tutorial model 
(Palfreyman, 2008) the students meet individually or in small groups with a tutor each week. The tu-
tor then sets work based on the needs of  the individual students which is then presented and dis-
cussed the following week. 

In most institutions today large class sizes are the norm, and the student/staff  ratio means that the 
Oxford tutorial model is unfortunately impractical. The time available for staff  to grade assignments 
is severely limited, which means that there will normally only be one or at most two assignments per 
semester. The assignments are typically set with deadlines towards the end of  the semester, with 
grades made available only just before the final exam. This means that the students have little or no 
feedback on their progress during most of  the course, and the feedback they do receive may be too 
late for learning difficulties to be resolved in time for the exam. And of  course there is no opportuni-
ty to put things right, to learn from the mistakes that were made and correct and resubmit the work. 
One of  the best ways to learn is to learn from the mistakes we make, but this requires the opportuni-
ty to identify and correct those mistakes: to try again, in other words. 

One solution to this is to provide additional formative assessment tasks which can give the students 
more practice in the skills needed for the summative assignments and exams. The problem here is 
that again, staff  have little time to grade these exercises and provide feedback. Another problem is 
that less-motivated students will not bother with unassessed formative exercises because they do not 
contribute directly to the final grade for the course. 

Sometimes formative exercises are provided during ‘tutorial’ or ‘lab’ classes, with the tutor watching 
how the students tackle problems and advising them how to progress, before revealing the solutions 
later. However, this approach has problems with classes from diverse backgrounds, with a range of  
knowledge, ability, and maturity levels, by preventing students from progressing at their own pace. 
Good students may find the exercises insufficiently challenging, and may, therefore, become bored, 
while weak students might find they are unable to complete the exercises in the time available and 
become disillusioned as a result. All of  this can have a serious impact on motivation, and thus on 
attendance and engagement. 

Automated assessment, where work is graded automatically by computer, provides a solution to these 
problems. In topics such as computing and mathematics, it is relatively easy to assess ‘correctness’ 
along different dimensions; in other subjects (e.g., literature) this is not currently feasible, although 
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some preliminary work has been carried out and advances are being made (Shermis, 2014). For ex-
ample, in a computer science programming course it is possible to automatically determine answers 
to questions such as: 

a) Does this piece of  program code compile? 
b) Does this piece of  code produce the correct output results for various inputs? 
c) Is this piece of  code efficient in terms of  execution time for different inputs? 
d) Does this piece of  code use some required approach (e.g., is it a recursive solution)? 
e) Is this piece of  code elegant according to some measure (e.g., number of  lines of  code)? 

By summing correctness across a number of  different axes, it is possible to provide more nuanced 
assessments than a simple ‘right’ or ‘wrong’ decision. 

Automated assessment solves the problem of  staff  time for grading. It also ensures that grading is 
impartial and consistent. Because grading is effectively instantaneous, assessment can be carried out 
on a ‘little and often’ basis, with assignments every week or two throughout the semester. Students 
can work at their own pace, subject only to the final submission deadlines imposed by the grading 
system. It also makes it feasible to allow students to correct any mistakes they made and resubmit the 
work prior to the deadline, thus giving the benefits of  formative assessment within the framework of  
a summative assignment. This of  course means that the assessment system must provide detailed 
feedback on how and why the grades were awarded as they were so that students can learn from their 
mistakes and correct any misconceptions they may have. 

AUTOMATED ASSESSMENT WITH CHECKPOINT 
We have been using automated assessment since 2013 on five computer science courses on our de-
gree programme: 

• Introduction to Programming in C# 
• Object Oriented Programming in Java 
• Development, Design and Management of  Databases 
• Algorithms and Data Structures 
• Computer Architecture and Operating Systems 

In-course assessment worth 30% of  the total grade is conducted using Checkpoint (English, 2006), a 
web-based automated assessment system developed by the first author, which has been used by the 
authors at three different institutions in the UK and Israel since 2005. The remaining 70% of  the 
grade comes from a traditional end-of-course written examination. The passing grade for the course 
is 60%, so there is an incentive to complete the assignments; however, an exam grade of  at least 60% 
is also required, so a good assignment grade does not make it any easier to pass the course. There are 
normally three or four assignments for each course, where each assignment consists of  between 5 
and 12 questions of  varying difficulty and automatically-enforced submission deadlines that are two 
or three weeks apart. For the more advanced students, there are normally extra formative assign-
ments (that is, the assignment grade has a weighting of  zero when used to calculate the final grade) 
so that those who finish the assignments early have the option to do something extra to stretch 
themselves a little. 

Checkpoint supports many different question types, including conventional fixed-response (e.g., multi-
ple choice) questions, where the student has to choose the correct answer(s) from a list. However, in 
the courses described here, the assignment questions are all of  the free-text variety; that is, a question 
provides one or more text entry fields for the student to type in an answer. Figure 1 shows a sample 
question from a programming course. The submitted answer is embedded in a test program, com-
piled and then executed using test data which is usually randomly generated within certain parame-
ters. The grade is displayed immediately, together with automatically-generated feedback. 
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Checkpoint allows a variety of  optional restrictions on submissions, including a limit on the total 
number of  attempts, a final deadline after which submissions will no longer be accepted, a cut-off  
date after which reduced grades will be awarded, and a limit on the number of  attempts which can be 
submitted in any 24-hour period. However, use of  these restrictions in the past did not show any 
significant benefit from their use and served only to increase the pressure on the students, so on our 
courses we decided to allow the students to submit an unlimited number of  attempts for each exer-
cise up to the deadline, which also means they do not have to complete an entire exercise at one sit-
ting. The effect of  this is that students normally answer one question at a time, correcting the answer 
until they get it right, and only then moving on to the next one, working at their own pace. 

Lab classes are often used as Checkpoint ‘help sessions’, where the students can get individual assis-
tance from the tutor with a particular problem, and they can work collaboratively to understand and 
solve their problems. To deter plagiarism, the questions are randomized in various ways, so that the 
students cannot just copy each other’s’ answers. Questions within an exercise can be shuffled into a 
random order. Question groups can be defined, where a specified number of  questions will be cho-
sen at random from a larger set of  available questions. Questions can also be parameterised by insert-
ing one or more items chosen at random from a set of  possible values. For example, questions in-
volving numerical data can be individualized by making random choices from specific ranges of  val-
ues. Each student thus has an individual set of  similar but not identical questions. 

Typically, at the end of  the course, most of  the students have managed to achieve full marks for the 
assignments. This means that the assignment results do not serve to differentiate between students by 
ability; however, we feel that the learning that results from correcting answers and resubmitting is the 
primary goal of  the in-course assessment process, and we leave it to the final exam, with its 60% pass 
mark, to provide differentiated outcomes. 

 
From a staff  viewpoint, one of  the benefits of  an automated assessment system is the ability to track 
student progress, particularly when a ‘little and often’ assessment regime is used. Checkpoint provides 
reporting facilities which allow tutors to ‘drill down’ to any desired level of  detail: a table of  results 
for the whole course, results for a particular exercise for all students, results for a particular student 
for all exercises, results for each attempt by an individual student for a particular exercise, and ulti-
mately a copy of  an individual attempt for an exercise by a particular student. There are also tables 

Figure 1: Sample question from a programming course, with feedback 
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which give the number of  attempts for individual questions for either the whole cohort or for a par-
ticular student, which helps tutors identify which questions are causing the most difficulty. 

Checkpoint’s grading is done by embedding the solutions into one or more files and then executing a 
series of  marking scripts to evaluate them according to any desired criteria. Each script consists of  a 
sequence of  commands that can be used to process the files in any desired way to generate an associ-
ated number of  marks. Several different dimensions of  ‘correctness’ can thus be measured inde-
pendently, and the results can be combined to give a more nuanced assessment than a simple ‘right or 
wrong’ approach (Rosenthal & Suppes, 2013).  Checkpoint does not impose any limitations on how 
correctness is measured; it simply acts as a framework to allow free-text answers to be submitted and 
tested. Apart from behavioural correctness, answers can be judged on other factors such as style or 
efficiency. For example, Figure 2 shows a programming question which uses four marking scripts to 
check whether the submission compiles, whether it works with some randomly-chosen test data, 
whether the solution is an efficient one, and whether it uses a particular language feature. Anything 
that we can devise a way to measure can be used for automatic assessment. 

 
The approach to assessment described here depends crucially on the quality of  the feedback generat-
ed by the system (Keuning, Jeuring, & Heeren, 2018). The marking scripts not only generate marks, 
but also output, which will be displayed as feedback to the student. It is, therefore, up to the author 
of  the question to determine what feedback should be given in particular cases. This means that 
when creating new questions, authors need to put considerable effort into identifying common errors 
and provide helpful feedback when they are detected. This is not trivial; creating questions that pro-
vide accurate feedback for different mistakes takes a great deal of  effort, much more so than in a 
manually-assessed assignment, and questions normally need further refining to improve the feedback 
in the light of  practical experience. However, once good questions have been developed, they can be 
stored in a ‘question bank’ where they can be reused as-is or used as the basis for developing new 
questions.  

 

Figure 2: Sample question from a programming course, with an efficiency test 
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STUDENT REACTIONS 
A detailed empirical analysis of  student reactions to Checkpoint was already published in an earlier 
paper (English & English, 2015) to which interested readers should refer. It described the results of  a 
survey of  141 students on four of  the computer science courses described above. The questionnaire 
comprised 15 Likert scale responses, with values from 1 (strongly agree) to 5 (strongly disagree), as 
well as five open questions inviting more general (‘free-text’) responses. The students’ reaction to 
Checkpoint was overwhelmingly positive. In particular, the proposition ‘I liked being able to submit 
multiple attempts’ produced an average response of  1.06, or near-unanimous strong agreement. 

The responses to the open questions tended to emphasize the benefits of  multiple attempts, learning 
from mistakes using the feedback provided, the ability to work at their own pace from anywhere, and 
the overall motivating effect of  Checkpoint assignments. Several students noted that when an at-
tempt failed, Checkpoint provided feedback that helped them to identify the problem and allowed 
them to resubmit. This is something that is very hard to achieve if  marking is done manually. Check-
point is evaluating each answer against a comprehensive list of  criteria and providing feedback as it 
does so; a human marker would find it very difficult to be as thorough as this for even a single sub-
mission. 

From the authors’ point of  view, Checkpoint’s effect on student engagement is quite dramatic com-
pared to similar courses that the authors have taught in the past using a manual assessment regime. 
Plagiarism is drastically reduced, partly due to question randomization, which ensures that the stu-
dents do not all get exactly the same questions as each other. However, it is also due to the fact that 
the pressure to get the answers right the first time has been removed, so that students can relax and 
work at their own pace, correcting mistakes and trying again. Checkpoint provides detailed feedback 
that tells them what has happened to lose them marks, and they then have to discover why and cor-
rect it. The assignments thus become a personal struggle between the student and Checkpoint, where 
to copy an answer from someone else would seem like an admission of  defeat. 

CONCLUSIONS 
We strongly believe that assessment should not merely be concerned with the measurement of  at-
tainment, but should encourage and assist the learning process. The goal of  assessment should not 
be purely summative, where a student is graded on his or her understanding of  the course material at 
a particular moment in time (and conversely penalized for a lack of  understanding). It should also be 
formative, where feedback is given to help the student identify misunderstandings and to improve 
their grasp of  the material. Feedback provided as part of  a summative assessment comes too late to 
help the student improve (since the grade has already been awarded), while students often tend to 
avoid formative assignments that increase their workload without any direct reward in terms of  their 
grades. 

The ideal solution is summative assessment that provides feedback to help students improve, but 
where resubmission is possible to demonstrate that there has in fact been an improvement. In a 
manual assessment regime, the grading workload normally renders this option impractical. However, 
in an automated assessment system it is a perfectly natural approach. We have demonstrated that by 
using Checkpoint to assess our courses, we have achieved the goals of  both summative and forma-
tive assessment: by combining the two approaches we have allowed students to learn from their mis-
takes without incurring a penalty, while at the same time awarding a grade to validate their efforts. 

Students have expressed satisfaction with automated assessment in the past (Rosenthal, Suppes, & 
Ben-Zvi, 2013), feeling that the instant feedback that it provides, as well as consistency of  marking, is 
an advantage over manual marking. The results of  our earlier survey of  the courses discussed in this 
paper (English & English 2015) certainly reinforce that view. Student feedback on using Checkpoint 
was very positive, emphasizing the benefits of  multiple attempts and a quick turnaround time for 
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submissions, as well as the ability to work at their own pace and in their own time. Many students 
also said that Checkpoint gave them confidence in learning and the motivation to practise. This feed-
back and resubmission cycle is something that would be impossible to achieve in a manual grading 
system. It also illustrates how learning best takes place: by being given the opportunity to make mis-
takes and then to learn from them and correct them. 

The tutors are also satisfied, not only because of  the reduction in the time spent marking, but also 
because of  the ability to monitor student progress in detail week by week throughout the course. 
Students do not have identical questions, which reduces plagiarism, but in addition they do not feel 
that they have to get a correct answer the first time they try, and there is a greater sense of  engage-
ment and achievement as they can tackle their problems one step at a time. 

Checkpoint is a versatile assessment framework that allows students to learn from and correct their 
own mistakes. Students are very positive about the beneficial effect of  this on their learning experi-
ence. They can progress according to their own pace, and the tutor can track student progress in real 
time, either as a group or individually, to identify common mistakes or misconceptions, as well as to 
see what the ‘hard’ topics are based on the information that Checkpoint provides. Unlike conven-
tional assessment, most students get full marks for their assignments in the end, but to achieve this 
they put in an enormous amount of  effort, and they learn a great deal by doing so. And in our opin-
ion, this is surely the primary purpose of  assessment: to encourage learning and to validate it, not to 
penalize students for a lack of  learning while the course is still in progress. 
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