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Abstract—Most environmental-epidemiological researches 

emphasize modeling as the causal link of different events (e.g., 

hospital admission, death, disease emergency). There has been a 

particular concern in the use of the Generalized Linear Models 

(GLMs) in the field of epidemiology. However, recent studies in 

this field highlighted the use of non-parametric techniques, 

especially the Generalized Additive Models (GAMs). The aim of 

this work is to compare performance of both methods in the field 

of epidemiology. Comparison is done in terms of sharpening the 

relation between the predictors and the response variable as well 

as in predicting outbreaks. The most suitable method is then 

adopted to elucidate the impact of bioclimatic factors on the 

emergence of the zoonotic cutaneous leishmaniasis (ZCL) disease 

in Central Tunisia. Monthly epidemiologic and bioclimatic data 

from July 2009 to June 2016 are used in this study. Akaike 

information criterion, R-squared and F-statistic are used to 

compare model performance, while the root mean square error is 

used for checking predictive accuracy for both models. Our 

results show the potential of GAM model to provide a better 

assessment of the nonlinear relations and to give a high 

predictive accuracy compared to GLMs. The results also stress 

the inaccurate estimation of risk factors when linear trends are 

used to model nonlinear structured data. 

Keywords—Generalized linear model; generalized additive 

model; zoonotic cutaneous leishmaniasis; Central Tunisia 

I. INTRODUCTION 

In the last decade, there has been an increasing interest for 
the use of nonparametric modeling techniques in the field of 
epidemiology, especially the generalized additive models 
(GAMs) [1]. In fact, they became of great concern for modern 
analytics in several fields of scientific researches. However, 
researchers are still faithful to the use of parametric techniques 
such as the generalized linear models (GLM) [2]. This can be 
explained by their robustness and the reliability of the results 

provided. Since their emergence, both approaches have been 
extensively applied in diverse domain such as environment, 
signal processing, ecology and particularly in epidemiology 
[3]-[5]. This can be explained by their ability to describe the 
real dynamics existing in the data and to the straightforward 
way of interpreting and representing the results using graphical 
ways. 

In fact, GLMs are parametric models that allow for non-
linearity through the use of high order polynomial. The 
specification of these techniques over the traditional linear 
models is that the mean of the dependent variable is expressed 
by a linear combination of the independent variables through a 
link function. Also, the GLMs offer the possibility of using 
different families of probability distributions for the data in 
order to whiten the error structures and thereby allow a better 
fitting for complex relationships between a response and a set 
of independent variables. 

The GAMs were first implemented by Hastie and 
Tibshirani [6] based on the backfitting algorithm. In this case, 
GAMs are purely nonparametric. However, to give more 
flexibility to the GAM approach, the alternative approach of 
the backfitting algorithm was developed and was based on 
penalized likelihood estimation. In this way, GAMs are 
considered as semiparametric method and offered the ability of 
including parametric as well as nonparametric terms. GAMs 
[7] are a smooth extension of the GLMs and thus, inherit from 
them the flexibility in modeling complex shapes, the use of 
various family distributions and the link functions. 

Previous studies that have evaluated the performance of 
both statistical methods for determining the causal link 
between a set of explanatory variables on a response variable 
were based on simulated data or only limited for comparisons 
without interpreting results [8], [9]. Although GAMs are 
theoretically flexible on modeling tasks when compared to 
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GLMs, few studies give evidence conclusions based on real 
data. 

In this paper, a case study of zoonotic cutaneous 
leishmaniasis (ZCL) is used as an illustrative example for 
environmental-epidemiological researches. In fact, ZCL is a 
neglected tropical disease and is considered as a public health 
concern in the regions of the Maghreb countries and the 
Eastern part of the Mediterranean regions, including Tunisia 
[10]. Infected female sandflies transmit the disease to humans 
living in rural areas, where pollution and unawareness of 
people are highly present. The life cycle of the ZCL is highly 
related to bioclimatic and environment change [11]. In Tunisia, 
the disease first emerged in 1982 in the region of Sidi Bouzid, 
central Tunisia [12]. Recent studies showed that the epidemic 
of ZCL occurs every 4 to 7 years in that region [13], [14]. 

Few works studied the modeling of the impact of climate 
factors on transmission of leishmaniasis infection. Talmoudi et 
al. [4] used the generalized additive (mixed) models to assess 
the relationship between environmental and bioclimatic factors 
and ZCL occurrence in central Tunisia. They found that 
rainfall, temperature, relative humidity and rodent's density are 
the main factors influencing the incidence of the disease. 
Toumi et al. [14] used GAM and generalized estimating 
equations to give seasonal distributions of the ZCL disease in 
central Tunisia and to determine the relative importance of 
significant factors on the disease. They found that temperature 
and humidity are the main predictors of the ZCL incidence. 
Moreover, few studies give descriptive patterns of the temporal 
distributions of vector-borne diseases emergence using the 
GLM [15], [16]. However, there were no study modeling such 
relation in the case of ZCL and using the GLMs. 

In this study, the performance of GLM and GAM was first 
compared in terms of determining the impact of bioclimatic 
variables on the emergence of ZCL disease and second, in their 
predictive accuracies. 

This paper is organized as follows: in Section 2 the context 
of discussing the way to use statistical models in the scope of 
epidemiological studies is detailed. In Section 3, principle 
findings obtained from comparison of models in terms of 
performances and from predictive accuracy are shown through 
real data. 

II. USE OF STATISTICAL MODELS IN EPIDEMIOLOGICAL 

STUDIES 

The advantage of statistical methods is the ability to 
provide a mathematical equation that reflects the complexity of 
the relation between a response variable and a set of 
explanatory variables. Moreover, plausible reasons for their use 
include the availability of easy tools for interpreting results, 
checking for the significant predictors, assessing their relative 
importance and their display graphics. In epidemiology, this 
type of model may better explain the real dynamics of the 
phenomena. 

The use of GLMs and GAMs in our study meets our needs 
in explanatory analysis and predictive challenging tasks. In 
fact, on one hand, explanatory analysis seeks to characterize 
relevant factors that impact the ZCL emergency. On the other 

hand, predictive models are used to help government policy 
makers take right decisions to reduce the spread of the disease. 

A. Generalized Linear Models 

In the generalized linear model (GLM), the response 
variable,   , depends on a smooth monotonic function of the 
linear predictor through a link function   and thereby, allow 
for non-linearity and non-constant variance structure in the data 
[2]. The response variable is assumed to have normal 
distribution or other distributions from the exponential family. 
It is modeled as the sum of linear predictors    and a random 
error term with zero mean. The response variable is considered 
as a weighted sum of   predictor variables,    , with an 

intercept,    , and Gaussian error with standard deviation  . 
Then, the generalized linear model is described as: 

      ))                       )

      ∑     

 

   

 

In our case the dependent variable,   , is the reported 
number of ZCL cases and    accounts for the bioclimatic and 

environmental variables. In this work, the R package version 
3.3.3 [17] is used to conduct all statistical analysis. The GLM 
models were constructed using the glmulti [18] R package. 

B. Generalized Additive Models 

The GAMs are semi-parametric approaches that allow for 
the inclusion of distribution network of independent variables 
as a function of the response variable [7], [19]. The response 
variable    is modeled by a sum of smooth functions of 
covariates. The general structure of GAM can be written as: 

{
 (     ))       ∑     )

 

   

         )     

 

Where   is a link function,   denotes the response variable, 
the vector   contains fixed parameters,     is a row of fixed 
effects matrix, and    are smoothing splines of the   

explanatory covariates,   . The residual errors    are random 
Gaussian noise with mean 0. 

The smooth functions in GAMs can be defined by a 
piecewise polynomial functions or basis functions. The 
locations where polynomials are connected are called knots, 
denoted by  . The most common basis functions used are thin 
plate regression splines and cubic regression splines [20]. In 
the case of environmental epidemiological studies where 
climate factors are the predictors, the cubic spline functions are 
the most adopted. In these splines, if    is the  th cubic basis 
function, then   is represented as: 

   )  ∑    )  

 

   

 

Where   is the total number of knots and    are unknown 
parameters. Thus, by using the cubic splines the curve obtained 
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is a gathering of cubic polynomials which are continuous in 
value and in first and second derivatives. 

Smooth functions are estimated by adding a "wiggliness" 
penalty to penalized least squares [17].  In GAMs, the dilemma 
is to minimize to following equation: 

‖    ‖   ∫ [    )]   
 

 

 

Where   is a smoothing parameter. The first statement 
measures the adequacy of the function to data. The integral of 
squared second derivatives is used to penalize too "wiggly" 
models and to control the degree of smoothness (edf) given for 
curvature in functions. If the edf is equal to 1, then the relation 
is estimated to be linear. An edf of 3 indicates a quadratic 
shape. The higher the edf, the more wiggly the relation. 

Because   is linear in the parameters   , the penalty can be 
written as a quadratic form in  : 

∫ [    )]   
 

 

      

Where   is a matrix ok known coefficients. 

Therefore, to avoid overfitting, the smoothing parameters   
are controlled by minimizing the Generalized Cross Validation 
(GCV) score [21]. It can be summarized by: 

   
 ∑      ̂ )

  
   

[      )] 
 

Where   is an influence matrix or a hat matrix and can be 
written as:           )  . The GCV score have 
computational advantages in terms of invariance. 

The use of GAM in the epidemiological studies is helpful, 
especially when the relation between the response and the 
explanatory variable is not known in advance. The mgcv R 
package [7] is used in this work to build the GAM models. 

C. Model Selection and Validation 

In this study, where the regression techniques are used, it is 
important to assess the adequacy of the model by testing the 
properties of the residual error. Specific tests are used to check 
if the residuals are conform to three major assumptions with 
each model to ensure optimum utility of the models: (1) first, 
test for non-correlated or random errors. For example, in our 
case where time series data are used, temporal correlation is 
likely to be present. But when this step is ignored, there is 
tendency of misspecification of estimators. (2) Second, check 
for homoscedasticity for error variance (constant variance). 
(3) The third assumption is that errors are normally distributed 
with a mean 0. 

Next, in order to evaluate performance of the models, a 
cross-validation test is conducted. A training set containing 
80% of the data is selected to build the model. This training 
sample is used to make the validation for the remaining 20% of 
the data (test sample). This sub-sampling process was repeated 
several times for each cross-validation for both GLM and 
GAM models. The cv.gam and cv.lm functions in gamclass 
and DAAG packages under R software are used, respectively. 

The same steps for verification of goodness-of-fit for GLM and 
GAM models were followed through performing plots of 
residuals and standard errors as well as model validation using 
cross-validation test. 

Third, in order to assess the prediction performance of the 
models, the last 20% of the data were used to evaluate offset 
between predicted values of the model and the original values. 
This can be checked based on the root mean square error 
(RMSE), which is a reliable measure [22]. It is calculated as 
the root of sum squared difference between predicted values of 
a model and original values, divided by the size of the data. 
The model with smaller RMSE has a better predictive 
performance. 

D. Performance Comparison 

Models are compared by means of the Akaike Information 
Criterion (AIC), the R-squared statistic and F-statistic. The 
AIC [23] measures the goodness of fit and is given by  
      )     , where   is the likelihood and P is the number 
of parameters in the model. The AIC score can be calculated 
for both parametric and non-parametric models. The lower the 
AIC value, the better-fit the model is for the data. Besides, the 
coefficient of determination, the R-squared value indicates the 
variability of the response data explained by the model. A 
higher R-squared lends greater explanatory power to this 
model. In addition, the F-statistic is a measure adopted to 
compute the regression strength. It is given by   

(
       

       
) (

   

   
)⁄ , where     and     are the sum of squares for 

model 1 and model 2, respectively. While     and     are the 
degrees of freedom for each model. The higher the F-statistic, 
the better-fit the model is for the data. 

Moreover, to examine the adequacy of the models, an 
autocorrelation function (ACF) and a partial autocorrelation 
function (PACF) plots were used to check for independent and 
random distribution of the residuals over time from the 
established models. 

III. RESULTS 

A. Data Collection and Exploratory Analysis 

Monthly data of ZCL cases were collected between July 
2009 and June 2016 in three rural regions of Sidi Bouzid, 
central Tunisia. Bioclimatic factors were obtained from an 
active surveillance system implemented in this region and 
include: average temperature in degree Celsius, cumulative 
rainfall in millimeters, relative humidity in percentage and 
rodent density estimated according to their activity. We used 
data from July 2009 to June 2015 (72 months) for training set 
and data from July 2015 to June 2016 (12 months) as test set. 

A total of 2125 ZCL counts were reported during the study 
period from 2009 to 2015. There was a sharp increase of ZCL 
cases during the cold season for each year (Fig. 1), in particular 
for months from September to January. The observations of 
ZCL were significantly autocorrelated as reported by the 
autocorrelation function plot (Fig. 2). An outbreak of 387 ZCL 
case was noticed between August 2013 to January 2014 (the 
fifth epidemic season). Also, a significant peak of the disease is 
seen between August 2015 to January 2016 (about 51.8% of all 
notified ZCL cases). Therefore, a moving average of order 2 
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was run on the original data for adjusting the estimation of a 
monthly ZCL incidence distribution. This adjustment for the 
response variable is presented in Fig. 3. 

 
Fig. 1. Box plot for monthly ZCL incidence 2009-2016. 

 

Fig. 2. Correlation between observations of the response. 

 

Fig. 3. Month and year of ZCL lesion onset. 

B. Model Selection 

Results for comparing performances are shown in Table I. 
A first comparison of the GLM and GAM models was 
performed based on the lowest AIC likelihood ratio. Regarding 
the AIC criterion, results showed that GAM model has the 
lower score compared to GLM (AIC-GLM = 389.10; AIC-
GAM = 382.44). It indicates a high quality for model 

performance for GAM. In addition, results from R-squared and 
F-statistics stressed the results obtained from AIC score. In 
fact, a GAM model explains more variability on the data (69%) 
compared to GLM (45%). Results again showed the 
outperformance of GAM over the GLM in indicating the 
goodness of fit (Table I). 

Fig. 4 showed the dissimilarities between two models 
concerning the residual variances. The GLM model had more 
dispersed residuals compared to GAM and was discarded as 
possible candidate model. GAM achieved better results 
concerning residual variances and presented the best overall 
performance. However, the ACF and PACF plots for both 
models showed that the errors were whitened and validated the 
assumption of residuals normality. 

TABLE I.  AIC, R-SQUARED AND F-STATISTIC FROM GLM AND GAM 

MODELS 

Model AIC R-squared F-statistic 

GLM 389.10 0.45 1.11 

GAM 382.44 0.69 2.56 

 
Fig. 4. Residuals for each modeling technique. 

C. Results from the Selected Model 

Fig. 5 showed the fitted functions of the GAM model for 
ZCL incidence in relation to each climate factor. Indeed, the 
average temperature delayed 4 months is highly associated 
with the emergence of the disease in cold seasons (Fig. 5(A)). 
This association is very wiggly (edf = 5.86). An overall 
increase of number of ZCL cases is reported if average 
temperature is between 5°C and 23°C. A decrease effect for 
ZCL incidence is seen when temperatures are higher than 
23°C. The relation shape of rodent density is illustrated in 
Fig. 5(B). A density around 30 can be a risk factor of 
emergence for the disease. 

The impact of rainfall on ZCL incidence (Fig.  5(C)) is very 
wiggly (edf = 7.61). It represents a lot of fluctuations, 
indicating the sensitivity of the transmission of the disease 
according to the value of the cumulative rainfall. Moreover, an 
increasing association is observed between the number of cases 
and the relative humidity delayed 5 months under 50% (edf = 
2.34, p < 0.001). A decreasing effect is shown for values of 
relative humidity that are higher than 50% (Fig. 5(D)). 

http://www.scielo.br/scielo.php?script=sci_arttext&pid=S1519-69842016000300718#f03
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Fig. 5. Relattioship between bioclimatic factors and ZCL emergnece using 

the best fit GAM model. 

D. Prediction 

The GAM model has shown its effectiveness in predicting 
the number of cases. On one hand, the agreement of predicted 
and original values is seen with the high correlation coefficient 
(cor = 0.81, confidence interval = [0.45 - 0.94], p = 0.001 < 
5%). On the other hand, the prediction from GAM has reported 
the same appearance as the original values. That is, a 
significant increase in the number of cases between October 
and January and a low incidence during the warm months are 
seen during the last epidemic season (Fig. 6). However, the 
prediction of the GLM model is far from the original values. 
Indeed, the correlation between the fitted values from GLM 
and the original values is very weak and not significant (cor = 
0.06, p = 0.84 > 5%). Also, the confidence bands for GLM are 
very large and the seasonality of the disease in not detected.  In 
addition, the RMSE from the GLM is higher than the one from 
the GAM model (RMSE-GLM = 301.18, RMSE-GAM = 
285.95). This supports the fact that the precision of prediction 
with the GAM model is better than with the GLM. 

 

Fig. 6. Prediction from both GLM and GAM models. 

IV. CONCLUSION 

In this paper, the challenging task of focusing on the 
performances of the GLMs and the GAMs in determining 
relevant bioclimatic factors responsible for the emergence of 
the ZCL disease was investigated. The use of these models was 
advocated and recommended when modeling complex 
relations in epidemiology [24]. 

Results from the semi-parametric GAM models proved to 
be efficient to depict the nonlinear effects of independent 
variables on the outcome. According to Wood [19], the 
advantage of this method is its adaptation with the nonlinear 
shapes and the potential interaction effects through possible use 
of different smooth functions. This modeling framework 
allows researchers to explore the effect of explanatory 
variables in a flexible way than allowed under the GLMs or 
traditional methods. The results of this study provided 
important insights into the relative strength of the GAM 
methodology in the field of environmental-epidemiological 
studies. This stressed the fact that modeling such relation need 
for robust techniques to assess real dynamics. 

Regarding the GLMs, they provide less performances than 
the GAMs in this study. This is due to the complex and 
undetermined relation existing in our case study. However, 
GLMs can provide robust conclusions in epidemiological 
studies if the relation between independent variables and the 
response variable is known in advance. 

GAMs can be also adopted to construct a predictive model 
for vector borne diseases. In fact, GAM models showed better 
fit and good prediction accuracy when compared to GLMs. 
The competitively of GAMs in prediction task was highlighted 
in previous works [25]. 

The contribution of our study consists of the 
recommendation of the use of GAM models in the field of 
epidemiology where causal link need to be assessed. The 
practical utility of this method was demonstrated through a real 
data analysis. We believe that this methodology may help 
policy makers in evaluating the impact of risk factors on the 
transmission of the ZCL and thus, help to reduce the spread of 
this disease. Also, the GAM model can be adopted in any 
epidemiological study where the impact of climatic factors on 
the incidence of a disease needs to be resolved. 

One limitation of our work is the availability of a short term 
series in this field. But, in order to validate the appropriate 
model and the significant predictors, a large dataset, over at 
least 10 years, is required. 

The results obtained in this study encourage further 
explorations for the use of novel statistical techniques in the 
field of epidemiology. We would like to study the issues of 
deep learning methods, such as multilayer neural network or 
reinforcement learning. These techniques will help 
biostatisticians to identify relevant variables, particularly when 
complex relations need to be assessed. 
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