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Abstract
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University of Toronto

2014

A new any-point biasing scheme for Mach-Zehnder interferometer modulators which

considers the complex phase is proposed. The Mach-Zehnder arm loss imbalance

(imaginary part of the phase bias) is found by slightly perturbing the real and imag-

inary parts of the phase in each arm with low frequency pilot tones and monitoring

and manipulating the spectral content at the output. This technique can be used

to extend the possible extinction ratio, reduce the phase error, and better quantify

the system chirp but also has some performance degradations which are also quan-

tified and discussed. Simulation results indicate that the maximum extinction ratio

of a typical modulator can be extended to & 40 dB and maintained in the presence

of ambient complex phase drift in the arms. Practical challenges for implementing

this method with a silicon Mach-Zehnder modulator are discussed, but the analysis

is general to other material platforms.
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Chapter 1

Introduction

Over the past few decades, the way in which people and systems communicate has

changed tremendously. For long-haul communications (> 1 km), there is a continually

growing demand for higher capacity and higher bandwidth transmission networks due

to the increased use of data-intensive activities online such as high-definition video

streaming, social networking, and cloud-based storage and computing [1]. Optical

communication systems provide the backbone of virtually all long-haul networks since

the bandwidth potential exceeds that of any other available medium by several orders

of magnitude [2, 3]. Additionally, the increased popularity of wireless devices such as

cellphones over the past decade has led to more wide-spread applications for radio-

over-fiber (RoF) technologies which use optical fibers to transport radio frequency

(RF) carrier signals as well as the modulated information over long distances with

antennas at either end of the fibers for receiving (Rx) and transmitting (Tx) the

wireless signals [4, 5].

A simplified optical communication link is shown in Figure 1.1, where the grey

boxes from left to right indicate the Tx, channel, and Rx respectively. Electrical de-

vices in the link include the data source, transimpedance amplifier (TIA) and other

electronic amplifiers or control circuits not shown. The passive optical devices make

up the channel and include wavelength (de)-multiplexers (mux/demux) and optical

waveguides to transport data on multiple carrier wavelengths. The (de)-multiplexers

1



Chapter 1. Introduction 2

Figure 1.1: A generic simplified photonic link. Left to right shaded areas represent:
Tx, channel, and Rx respectively. Clock and data recovery circuits and other control
and amplifying stages not shown (taken from [6]).

are commonly implemented with arrayed waveguide gratings, planar concave diffrac-

tion gratings, interferometers, or resonant devices [7–10], while the waveguides are

implemented with optical fibers to transport the data over long distances with low

loss. The active optical devices include the laser and modulator at the Tx end, optical

amplifiers in the channel (not shown), and the detector at the Rx end. To reduce size

and costs, the Rx and Tx ends are often packaged together for transmitter-receivers

and may include common circuitry for further cost reduction in transceivers.

Since the advent of commercially available optical amplifiers like erbium-doped

fiber amplifiers (EDFAs) and Raman amplifiers, the main limiting factors of increas-

ing aggregate bandwidth in long-haul systems are noise and dispersion in the channel,

and related performance nonidealities at the Tx and Rx [2, 3, 11]. Long-haul networks

use single-mode fiber (SMF) for communication channels since SMF has lower dis-

persion than multi-mode fiber in the conventional telecommunication band (C band,

wavelength between 1.53 and 1.565 µm) where the optical losses are the lowest and

most systems operate. SMF has a positive dispersion in the C band which leads to

pulse broadening over large distances which can lead to intersymbol interference which

can degrade the bit-error-rate (BER) in digital communication systems, especially at

high data rates [11]. Since it is very expensive to replace existing optical fibers over

long distances, most of the performance improvements in long-haul optical commu-

nication systems are enabled by advancements in performance and control of the Tx

and control of the amplifiers in the channel. The focus of this work is to improve the

performance of the most common type of modulator used in high speed transmitters,
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the Mach-Zehnder modulator (MZM), using a new control technique to bias the com-

plex phase. This work addresses design considerations for the implementation using a

silicon photonic MZM, but the analysis is general. The motivation for this work and

the choice of a silicon photonic implementation are given in the following sections.

1.1 Silicon Photonics

Silicon (Si) photonics, which uses silicon-on-insulator (SOI) as a substrate, is an at-

tractive platform to make next generation optical communications transmitters and

receivers. Si photonic circuits are cheap to fabricate due to decades of CMOS research

and development, and the Si core is transparent across all common telecommunica-

tions wavelength bands so that photonic devices on SOI can easily be integrated into

existing communication systems [12]. The SOI platform also provides a high refrac-

tive index contrast between the Si core (nSi = 3.48 at λ = 1.55 µm) and SiO2 cladding

(nSiO2 = 1.44 at λ = 1.55 µm) which allows for tight bends with low loss so that dense

device integration is possible. For these reasons, the proposed work emphasises a sil-

icon photonic implementation. A typical silicon photonics process platform showing

the cross section of an SOI chip with common device structures, different material

layers, and dimensions is given in Figure 1.2.

Figure 1.2: Silicon photonics platform from the A*STAR Institute for Microelectronics
made available to researchers through OpSIS (taken from [13]). BOX refers to the
buried oxide made of SiO2.
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1.1.1 Optical Modulators

One of the most important components in an optical communication system is an

optical modulator which converts an electrical signal into the optical domain. The

most common method to implement an optical modulator utilizes a Mach-Zehnder

Interferometer (MZI) which converts a phase difference between its two arms to an

intensity modulation as shown in Figure 1.3. Silicon has inversion symmetry and thus

does not posses a linear electro-optic effect like lithium niobate, LiNbO3, which is the

most popular material for commercial Mach-Zehnder Modulators (MZMs). Instead,

the refractive index is modulated by the carrier plasma dispersion effect [14]. A (PN or

PIN) diode is integrated across the waveguide and can either inject carriers (forward

bias) or deplete carriers (reverse bias) in the waveguide core to change the waveguide

effective index [15, 16]. The modulator in Figure 1.3 uses multi-mode interferometers

(MMIs) for the couplers but other coupler types are common [17–19]. The principle

of operation and device geometry of the phase shifters in Figure 1.3 will be discussed

in more detail in Chapter 4.

Figure 1.3: Mach-Zehnder modulator formed on the SOI platform (taken from [20]).

1.1.2 Modulator Biasing

For the best modulator performance, the modulator phase must be biased to an

optimal operating point for a given application, as will be discussed more in Chapter

2. Additionally, the set bias point must be maintained using active feedback to
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prevent drift due to thermal and other environmental variations with time [21, 22].

Silicon has a strong thermo-optic coefficient of dnr
dT
≈ 1.8× 10−4 K−1 at λ = 1.55 µm

[23] which makes it very susceptible to temperature dependent bias drift if the arms

are not fabricated perfectly symmetrical or if there is a temperature gradient across

the device. Similar ambient bias drifts occur in other types of modulators, and for

this reason active modulator bias control systems are used in optical communication

systems to ensure reliable performance [21]. Most bias control systems operate by

constantly perturbing the MZM with a dither tone of known amplitude and frequency

and monitoring the spectral content at the MZM output to determine the phase bias

based on the MZM transfer function [21, 24–26]. The MZM transfer function is derived

in Appendix A and given in Chapter 2 and a review of state-of-the-art phase biasing

is given at the beginning of Chapter 3.

One issue with MZMs which has not been solved, is the inherent loss imbalance

between the arms due to fabrication imperfections. This loss imbalance can be con-

sidered as a complex part of the optical phase (Chapter 3) which can reduce the

extinction ratio (ER) which is the ratio between maximum and minimum output

power, add phase error at the MZM output [27], and alter the frequency chirp which

could be used to offset pulse broadening due to dispersion [28, 29]. All of these issues

due to arm loss imbalance tend to degrade the transmitted signal fidelity as will be

discussed more in Chapter 2. Current communication systems employ coherent detec-

tors and advanced modulation formats that encode data onto both the amplitude and

phase of the light. These systems are typically even more susceptible to impairments

from the above limiting factors, with some modulation formats requiring better arm

loss balance than can currently be reliably fabricated as will be discussed more in the

next chapter [30]. Furthermore, any type of phase shifter in an MZM will adjust both

the real and imaginary parts of the phase by the Kramers-Kronig relations, which

means the loss imbalance of an MZM can be degraded by adjusting the real part of

the phase bias. The effects of this for Si photonic phase shifters are discussed in Chap-

ter 4. Tuning the MZM arm losses statically can improve the arm loss imbalance to
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within less than 1% which improves all of the impairments mentioned above [31, 32].

The effects on the MZM performance of statically tuning the MZM arm losses are

discussed in the next chapter. The performance effects due to MZM arm loss imbal-

ance changing over time has not been studied since there is currently no method to

monitor the loss imbalance during dynamic operation. This work proposes a method

to monitor and tune the MZM arm loss imbalance, in addition to biasing the real part

of the phase bias, during dynamic operation to improve the overall communication

system performance.

1.2 Thesis Objectives

The purpose of this thesis is to extend the concept of modulator phase biasing and bias

control to complex phase, with emphasis on MZMs used for digital communication.

The real part of the phase is what is typically referred to as simply the “phase” while

the imaginary part corresponds to the losses. In an MZI, the imaginary part of the

phase bias corresponds to the loss imbalance between the arms. Balancing the MZM

arm losses can improve the extinction ratio, phase error, and ability to estimate the

modulator chirp which may have use in next-generation optical networks.

This dissertation also addresses practical issues in the implementation on SOI

modulators. To observe these issues, measured data from a device designed to test

this concept are studied. The power consumption of a complex phase biasing system

was not investigated since it depends almost exclusively on the control circuitry used

which varies significantly depending on factors such as device size, complexity, and

cost requirements.

1.3 Thesis Organization

The organization of this thesis is as follows. Chapter 2 introduces a general system

model for MZI devices and examines how several performance metrics of MZMs vary

with different arm loss imbalances and how they can be improved with active tuning.
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Chapter 3 introduces a new method to determine the loss imbalance and real phase

difference between MZI arms simultaneously (complex phase bias) during dynamic

operation. MATLAB simulation results of an MZM which actively measures and

maintains the complex phase bias are given, and trade-offs to using this method are

discussed. Chapter 4 discusses practical considerations and challenges to implement-

ing the proposed complex phase biasing technique on an SOI MZM device and gives

measured results from a circuit designed to achieve this functionality. Suggestions for

improvements on a revised design are given throughout the chapter and future work

on this topic is also addressed. Finally, Chapter 5 concludes this work by highlighting

key achievements and subsequent work to be investigated.



Chapter 2

Loss Imbalance in MZMs:

Performance Considerations

This chapter begins by presenting a simple time-dependent system model for an MZM

applicable to other MZI-based devices, but the focus is on an MZM for digital mod-

ulation formats. The transfer function of a 1 × 1 MZM is analyzed and common

bias points are introduced. The origin of loss imbalance between arms in an MZM,

and its effects on performance metrics including extinction ratio, phase error, optical

modulation amplitude, insertion loss, and chirp are examined and discussed.

2.1 Formalism: System Model of an MZM

A 1×1 MZM structure composed of a 1×2 coupler at the input followed by two delay

lines with adjustable phase and a 2× 1 coupler at the output is shown in Figure 2.1a.

The input and output couplers can be formed using multi-mode interferometers, Y-

branches, directional couplers or adiabatic couplers to provide precise splitting ratios

[15, 17–19]. The phase shifters can be made from some combination of resistive heaters

and/or diodes integrated into the waveguide in each arm of the MZM in silicon [16, 20].

The model here is general regardless of the type of couplers and phase shifters used

but assumes that the phase shifters are ideal and do not vary the loss.

The system model of an MZM here treats the couplers and phase shifters as simple

8



Chapter 2. Loss Imbalance in MZMs: Performance Considerations 9

signal lines and blocks characterized by loss and phase with respect to the electric

field through each element1. Neglecting extraneous effects such as reflections and

weak coupling with radiation caused at the input and output splitter/combiners, a

1 × 1 MZI structure can be modelled as a simple linear time-invariant (LTI) system

as shown in Figure 2.1b. Figure 2.1b is color-coded in the same way as Figure 2.1a to

show how the light is split into each arm (blue for arm 1 and pink for arm 2), phase

shifted, and recombined at the output coupler. The tilde on the input and output

fields denote the fact that they are phaser quantities (i.e. Ẽ = Eejωt). Definitions for

all the terms appearing in blocks in the top arm of Figure 2.1b are given in Table 2.1.

Similar definitions apply to all terms appearing in blocks in the bottom arm. The

choice of nomenclature of the phase and loss subscripts (e.g. t and κ) is used only to

maintain consistency with the 2× 2 MZI in Appendix A.

����������������������������������������������������������������������������������������
����������������������������������������������������������������������������������������
����������������������������������������������������������������������������������������

����������������������������������������������������������������������������������������
����������������������������������������������������������������������������������������
����������������������������������������������������������������������������������������

Phase shifters

(a)

aC1−te
−jφC1−t aA1e

−jφA1 aC2−κe
−jφC2−κ

Σ

aC1−κe
−jφC1−κ aA2e

−jφA2 aC2−te
−jφC2−t

Ẽin Ẽout

INPUT COUPLER OUTPUT COUPLERMZI ARMS

(b)

Figure 2.1: (a) Schematic and (b) block diagram of an MZM.

1A more precise derivation of the same relationship is given in Appendix A for a general 2 × 2
MZI which yields the same result at one of the output ports.
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Table 2.1: System block diagram parameters

Paremeter Description

aC1−t Field gain (loss) from the input coupler into arm 1

aC2−κ Field gain (loss) from arm 1 through the output coupler

aA1 Field gain (loss) in arm 1

φC1−t Phase induced from the input coupler into arm 1

φC2−κ Phase induced from arm 1 through the output coupler

φA1 Phase induced in arm 1

Without loss of generality, the system can be simplified by combining the field

loss and phase shifts through each element of each arm as shown in Table 2.2. The

output field is then a simple function of the input field given by

Ẽout = Ẽin

(
a1e
−jφ1 + a2e

−jφ2
)
. (2.1)

Table 2.2: MZM field loss and phase in each arm

Paremeter Definition Description

a1 aC1−taA1aC2−κ Field gain (loss) through arm 1 and both couplers

a2 aC1−κaA2aC2−t Field gain (loss) through arm 2 and both couplers

φ1 φC1−t + φA1 + φC2−κ Phase induced through arm 1 and both couplers

φ2 φC1−κ + φA2 + φC2−t Phase induced through arm 2 and both couplers
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Assuming there is no gain in the system, (a1 + a2)
2 ≤ 1. The time-dependent

transfer function for the light intensity (or power) using the slowly-varying envelope

approximation (modulation frequency � optical carrier frequency) is given by

T =

∣∣∣∣EoutEin

∣∣∣∣2 = a21 + a22 + 2a1a2 cosφ, (2.2)

where φ is the phase difference between the arms, φ = φ1 − φ2, and is generally a

function of time. The phase difference is typically written as a sum of the DC bias and

a modulating signal as φ = φbias + φs(t). For any type of amplitude modulation such

as pulse-amplitude modulation (PAM), where a highly linear electro-optic conversion

is desirable, it is most common to bias the phase at quadrature, φbias = ±π
2
, since it is

the most linear part of the transfer function. In some phase-shift keying modulation

formats such as binary phase-shift keying (BPSK), it is common to bias at one of the

nearly null points, φbias = ±π, since any phase swing centred about these points will

produce approximately a π phase shift for 0 < φswing ≤ 2π. This can be understood

by considering Equation 2.1.

To ensure that the MZM can go to zero in the OFF state, a1 = a2. Any deviation

from this ideal case is typically attributed to imperfect 50/50 couplers and much

work is done to produce better couplers [33–36]. While even-splitting couplers are

important, it is critical to emphasize that deviation from a1 = a2 can result from

differences in the losses anywhere in the MZM arms, which may be due to fabrication

imperfections, for example. Figure 2.2 shows an ideal transfer function (lossless with

perfect splitting, a1 = a2 = 1
2
) with respect to the phase difference and highlights the

common bias points.

2.1.1 Extinction Ratio, Phase Error, and Optical Modulation

Amplitude

As mentioned in Section 1.1.2, the extinction ratio is defined as the ratio of the

transmission in the ON state (Tmax) to the transmission in the OFF state (Tmin).
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Figure 2.2: Ideal transfer function of an MZM with common bias points highlighted

This is usually referred to as the static extinction ratio since it is typically measured

by varying a DC phase bias to one of the MZM arms to find the absolute maximum

and minimum transmission. This is necessary since the dynamic extinction ratio (or

just extinction ratio, ER) may be reduced when operating at high frequencies due to

limited phase swings at high speeds or pulse shaping from the finite bandwidth of the

electrodes. This will be discussed in more detail in the following chapters. Since this

work warrants an alternative method to determine the “static” extinction ratio which

can be done during dynamic operation, we will instead refer to this upper bound

extinction ratio as the maximum extinction ratio, ERM . Defining γ = a2
a1

as the field

loss imbalance, the maximum extinction ratio can be expressed:

ERM =

(
1 + γ

1− γ

)2

. (2.3)

The (intensity) loss imbalance between the MZM arms is represented in the obvious

way, as γ2. MZMs which are considered well-balanced have ERM & 20 dB which is

typically a lower limit for commercial high-frequency MZMs [37]. The lower limit

of what is considered a “well-balanced” MZM corresponds to a loss imbalance of

γ2 ≈ 0.669 which indicates that there is approximately 50% more power flowing

through one arm than the other. In the case of some advanced modulation formats,

the dynamic extinction ratio required to achieve a tolerable BER range can be limited

by the maximum extinction ratio where some systems require ER & 40 dB [27].
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Current and next generation long-haul digital communication systems employ ad-

vanced modulation formats which can modulate both the intensity and phase of

each carrier to improve spectral efficiency [3, 38]. Modern systems often use dual-

polarization quadrature phase-shift keying (DP-QPSK) to achieve 100 Gb/s trans-

mitters using symbol rates of 25 GBaud/s by only modulating the MZM output

phase. Future systems operating at 400 Gb/s and beyond (without needing to in-

crease symbol rates) will be realized using quadrature amplitude modulation with

‘M’ symbols (M-QAM) which improves spectral efficiency by encoding data onto both

the amplitude and phase of optical carriers [39]. A single, high performance MZM

with phase control in both arms can be employed to achieve any modulation format

desired [40], but it is more common to use nested MZMs to simplify the driving sig-

nals and maintain control over the modulator chirp. As an example, a dual-parallel

MZM (DPMZM) used for QPSK is given in Figure 2.3 to show how it can produce a

constellation diagram with symbols in every quadrant by biasing the outer MZM at

quadrature.

Figure 2.3: Schematic of a DPMZM used for QPSK Modulation (taken from [30]).

A loss imbalance in a single MZM can lead to a relative phase change at the output

which differs from the balanced case which is problematic in modulation formats which

encode data onto the optical phase. The MZM phase change at the output relative

to the input can be derived from Equation 2.1 to be [28]

φout = tan−1
(

sinφ1 + γ sinφ2

cosφ1 + γ cosφ2

)
. (2.4)
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As communication networks adopt modulation formats with more bits per symbol,

the maximum extinction ratio and corresponding phase error become more critical to

system performance. As an example, it has been shown that using a DPMZM with

ERM = 25 dB for 256-QAM led to symbols near the origin appearing more than 50%

the distance between neighbouring symbols [30]. This level of constellation distortion

leads to a degraded BER which reduces the overall system performance.

Another modulator performance metric is the optical modulation amplitude (OMA)

which is defined as the power amplitude difference between two symbols. In the case

of ON-OFF keying (OOK), the OMA is the difference between the output power in

the ON state (PON) and the power in the OFF state (POFF ), OMA = |PON −POFF |.

This is an important figure of merit, since it is often a direct indicator of the BER.

As a simple example, for OOK assuming additive white Gaussian noise in both the

ON and OFF states, the BER is given by [41]

BER =
1

2
erfc

[
OMA√

2(σON + σOFF )

]
(2.5)

where erfc is the complementary error function and σON and σOFF are the root-mean-

square noise power in the ON and OFF states respectively. It is clear that having

a large OMA will yield a lower BER. In long-haul communications, the modulator

OMA is less critical than the extinction ratio since the signal is amplified at various

points throughout each network.

2.1.2 Dispersion Issues: Chirp

One of the performance limiting factors in existing long-haul communication systems

is fiber dispersion. One factor in modulators which can help or worsen the effects

of dispersion is the chirp. Chirp is an instantaneous deviation in frequency given by

∆fc = 1
2π

dφout(t)
dt

which is more commonly characterized by the Henry parameter [42]

αH =
dφout
dt

2Pout(t)

[
dPout(t)

dt

]−1
= 4π∆fc(t)Pout(t)

[
dPout(t)

dt

]−1
, (2.6)
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where Pout is the modulator output power and φout is the relative phase change at

the modulator output given in Equation 2.4. The output power can be found by

multiplying the modulator input power by the transfer function in Equation 2.2,

Pout = PinT . From Equations 2.2, 2.4, and 2.6, we find [28]

αH =
φ′1 + γ2φ′2 + γ(φ′1 + φ′2) cos(φ1 − φ2)

−γ(φ′1 − φ′2) sin(φ1 − φ2)
, (2.7)

where αH is generally a function of time and the prime indicates a derivative with

respect to time.

It is common to characterize the chirp in the small signal regime so that αH does

not vary with time. If it is assumed that the phase change with respect to voltage is

the same in both arms, the small signal Henry parameter when biased at quadrature

in arm 2 (φbias = −π
2
) can be written as [28]

αH−SS =
Vφs,1 + γ2Vφs,2
γ(Vφs,1 − Vφs,2)

, (2.8)

where Vφs,1 and Vφs,2 are the voltage swings to the phase shifters in arm 1 and 2 respec-

tively and typically have opposite polarity for push-pull modulation. A positive chirp

(αH−SS > 0) leads to further pulse broadening than chirp free operation (αH−SS = 0),

and a negative chirp (αH−SS < 0) can compress a pulse as it travels along a fiber.

Controlled negative chirping of MZMs can thus be used to offset the effects of disper-

sion in long-haul communication networks [11, 29, 43]. Until [28], the analysis of the

Henry parameter for MZMs neglected the loss imbalance γ and the small signal value

was written as (the balanced case): αH−SS = (Vφs,1 +Vφs,2)/(Vφs,1−Vφs,2). This analy-

sis is still common despite the fact that it was shown to wildly underestimate the chirp

value using an MZM with an extinction ratio ≥ 12 dB, with errors of about 500% in

the worst case [44]. Therefore, knowing the value of γ during dynamic operation can

help improve network performance if controlled chirping is employed.
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2.2 Biasing Losses

It is clear from the previous sections that imbalanced arm losses (γ 6= 1) in an MZM

yields non-optimal performance since the extinction ratio is degraded and there is

phase error at the output. Additionally, not knowing the value of γ is problematic if

controlled chirping is necessary. For these reasons, it is proposed to bias the imaginary

part of the phase (loss) in addition to the real part of the phase in MZMs to control

the loss imbalance. The following sections address and discuss the pros and cons to

static loss biasing in terms of the performance metrics highlighted.

2.2.1 Tradeoff between Extinction Ratio and Phase Error

with Insertion Loss and Optical Modulation Amplitude

Actively tuning the arm losses (reducing a21 or a22) in an MZM can significantly improve

the maximum extinction ratio, providing a greater available range for the dynamic

extinction ratio. It has been experimentally demonstrated that using the nested MZIs

in a DPMZM as variable optical attenuators (VOAs) can improve the extinction ratio

of the main MZM from ERM ≈ 30 dB (γ2 = 0.881) to ERM,tuned & 70 dB (γ2 = 0.999)

[31]. The loss imbalance can also be addressed by adding variable gain into the MZM

arms using semiconductor optical amplifiers (SOAs) for example [45], but this is not

viable in SOI, so we will not consider this. The practical implementation of VOAs

will be discussed in Chapter 4 but below we assume that the losses can be varied

independently from the real part of the phase by some means.

To quantify how much the dynamic extinction ratio in digital communication could

be improved by tuning the losses, it is useful to examine how the extinction ratio

changes with different phase swings. The simplest case to analyze is non-return-to-

zero (NRZ) OOK. Recalling that the phase difference in Equation 2.2 can be written

as φ = φbias + φs(t), for NRZ OOK [46]

φs(t) =
N∑
k=1

φkp(t− kTb), (2.9)
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where φk = ±φm is the phase swing, p(t) is the pulse shape, Tb = 1
fb

is the pulse

length (bit period), and N is the sequence length. The pulse shape is assumed to

be approximately the same in the ON and OFF states and have a normalized peak

value. If the values of φbias and φm are chosen such that the maximum and minimum

transmission points are not overshot, then the dynamic extinction ratio is

ER =
1 + γ2 + 2γcos (φbias − φm)

1 + γ2 + 2γcos (φbias + φm)
. (2.10)

The swing which yields the maximum value of the extinction ratio, φm|ERmax , can

be found by setting ∂ER
∂φm

= 0, and is

φm|ERmax = π − cos−1

[
2cos(φbias)

γ + 1
γ

]
≈ π − φbias, for γ ≈ 1. (2.11)

Equation 2.10 with quadrature biasing and realistic “well-balanced” MZM arm im-

balances is plotted in Figure 2.4 which shows that the phase swing, φm, needs to

reach & 95% of φm|ERmax to have noticeable improvements (& 5 dB) in the dynamic

extinction ratio while adjusting γ. Typically the data signal modulating the MZM is

amplified using high voltage drivers so that nearly full swings (φm ≈ φm|ERmax for any

φbias) are possible. The high ER condition of Equation 2.11 can always be met by

adjusting φbias at the expense of a possible reduction in linearity or maximum output.
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Figure 2.4: Extinction ratio as a function of phase swing and loss imbalance (φbias = π
2
)

for phase swings in the range (a) φm ∈ [0, φm|ERmax ], and (b) φm ∈ [0.9, 1]×φm|ERmax
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The phase error due to imbalanced losses can be quantified as the difference be-

tween the relative phase shift at the output with what it would be in the balanced

(γ2 = 1) case: ∆φout = φout − φout|γ2=1. As an example, we consider phase shifting

with balanced push-pull operation (φ1 = −φ2 for non-DC components). Figure 2.5

plots the phase error for balanced push-pull modulation with respect to the normalized

output intensity amplitude.
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Figure 2.5: Phase error versus normalized transmission amplitude

From Figure 2.5, we see that balancing the MZM arm losses always improves the

phase error for any normalized output transmission but is most significant for small

output transmission. This indicates that M-QAM implemented in future systems will

be affected much more significantly by arm loss imbalance than QPSK of current sys-

tems since M-QAM has constellation symbols with small normalized amplitude which

also need precise phase control. These results are consistent with the constellation

distortion observed in [27, 30], where it was suggested that M-QAM with large ‘M’ for

advanced systems should have ERM & 30 dB for tolerable phase errors or ERM & 40

dB for negligible phase error.

While balancing the arm losses with VOAs shows improvement in the ER and

phase error, there are also performance penalties. The device insertion loss (IL)
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can be defined as the amount of power lost during maximum transmission and is

typically expressed in dB: IL = −10 log10 Tmax. When the losses are tuned such that

γtuned ≥ γint, where γtuned is the tuned loss imbalance and γint is the intrinsic loss

imbalance, the change in insertion loss in dB is

∆IL ≡ IL|γ=γtuned − IL|γ=γint = 10 log10

[
γ2tuned
γ2int

(
1 + γint

1 + γtuned

)2
]

(2.12)

As a practical example, tuning the MZM intensity loss imbalance from 0.7 (ERM = 21

dB) to 0.998 (ERM = 66 dB) will incur an additional 0.8 dB of insertion loss. Tuning

the arm loss imbalance can also have detrimental effects on the OMA. Assuming

the real phase bias and swing remain unchanged and γ2 is again increased, the tuned

OMA for NRZ OOK is

OMAtuned =
γint
γtuned

OMAint, (2.13)

where OMAtuned is the OMA when γ = γtuned and OMAint is the OMA when

γ = γint.

The negative effects on the insertion loss and OMA caused by loss tuning are

generally not significant considering practical values but may be problematic in very

sensitive, low energy per bit applications. In most long-haul communication networks,

the optical signals are regularly amplified and thus all detrimental effects on OMA and

IL can be dealt with at the expense of some incurred noise from the optical amplifiers.

Furthermore, if the amplifiers are controlled to maintain constant maximum output

power, a loss-balanced MZM (γ2 ≈ 1) will produce a larger OMA than the same

MZM without tuning.
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2.3 Summary

A system model for an MZM was presented, emphasizing the possible loss imbalance

between the arms due to fabrication or design imperfections. Several key performance

metrics including the maximum and dynamic extinction ratios, phase error, modulator

chirp, insertion loss, and optical modulation amplitude were introduced and examined.

We have shown that tuning the MZM arm losses can improve the extinction ratio,

phase error, and the ability to estimate the chirp parameter at the expense of a small

degradation in the insertion loss and optical modulation amplitude. These degraded

parameters can be compensated by optical amplification after the modulator stage.



Chapter 3

Real-Time Complex Phase Biasing

This chapter begins by explaining the most prevalent method for biasing the real part

of the phase in MZMs and expanding this concept to any-point biasing of the real part

of the phase. Following that, a method to determine the complex phase bias (real part

of phase bias and arm loss imbalance) of an MZM is developed. MATLAB simulation

results of the complex phase biasing method are given and dynamic performance

considerations and the extension to nested MZIs are discussed.

3.1 Review of Real Phase Bias Control

There are many proposed methods to control the real part of the phase bias in MZMs

[24–26, 47, 48], but the most common methods all work on very similar principles [21].

In digital communication systems, the data signal, φs(t) is typically encoded using

extra bits at the Tx end (for example 8b/10b encoding) to increase the transition

frequency so that clock recovery is possible at the Rx end and to remove low frequency

(LF) content to prevent baseline wander [11, 49]. There is a LF band which has

no spectral content, which is utilized to determine the real part of the phase bias.

Typically, a small amplitude, LF dither tone is superimposed onto the real part of

the phase bias so that the real part of the MZM phase difference becomes

φ = φbias + φd cos(2πfdt+ θd) + φs(t), (3.1)

21
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where φd is the magnitude of the phase dither, fd is the dither frequency, and θd is the

electrical phase offset of the dither signal. The amplitude of the dither tone is chosen

to be small enough that it can be detected at the MZM output without significant

performance effects on the primary data signal. The phase dither usually ranges from

less than 1% to about 5% of the phase swing, φm [21]. This dithering technique is

used to perturb the system and determine an operating point of the transfer function

by monitoring the spectral content at the MZM output. The first two LF spectral

amplitudes of the transfer function (neglecting DC) due to the first two harmonics of

the dither tone are:

|T(fd)| = 4a1a2|sin(φbias)|J1(φd), (3.2a)

|T(2fd)| = 4a1a2|cos(φbias)|J2(φd), (3.2b)

where Jn(x) is an nth order Bessel function of the first kind1.

Usually a tap-off coupler is used at the MZM output so that the output signal

can be monitored and a feedback loop to bias the phase can be implemented as

shown in Figure 3.1. The tapped off power is converted to an electrical signal for

processing. The power is converted to a voltage by going through a photodiode (PD)

of responsivity R (in A/W) followed by a TIA and filter network of passband gain

GTIA (in Ω) so that the measured voltage can be written as Vmeas = GTIARTPin. The

filter network is either lowpass or bandpass. It is used as an anti-aliasing filter before

digitizing the signal with an analog-to-digital converter (A/D) and can also be used

to remove DC content to increase the available A/D resolution. The magnitude of

the measured digital voltage is then directly proportional to the MZM optical output

power in the LF passband assuming quantization error from the A/D can be neglected.

The MZM LF spectral amplitudes as a voltage, Vmeas(f), can be calculated using

a fast Fourier transform (FFT) algorithm on some digital signal processing (DSP)

circuit using a microcontroller, DSP chip, or field-programmable gate array (FPGA)

1These come from the use of the Jacobi-Anger identity during the Fourier expansion.
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for example. After determining how to adjust the real phase, an updated bias is fed

into the MZM through a digital-to-analog converter (D/A).

Modulator Source

A/D + Math + D/A

Pin

φs(t)

Pout

φbias + φd cos(2πfdt+ θd)

PDFILTER/TIACONTROL

MZM COUPLER

Figure 3.1: Feedback control circuit for any-point biasing of the real part of an MZM
phase difference. Red and black paths are optical and electrical signals respectively.
A dashed black path indicates an electrical current and a solid black path is a voltage.

The most common method of real phase bias locking recognizes that Equations

3.2a and 3.2b go to zero at the nearly null transmission (φbias = ±π) and quadrature

(φbias = ±π
2
) bias points respectively. Thus, by adjusting the phase bias and monitor-

ing Vmeas(f), it is straightforward to bias the real phase at these common operating

points [21]. More recently, any-point phase biasing was realized by simply dividing

Equations 3.2a and 3.2b [26, 50]:

φbias = tan−1
(

Vmeas(fd)

Vmeas(2fd)

J2(φd)

J1(φd)

)
, (3.3)

where we note that Vmeas(f) = (GTIARPin)T(f). This can be useful if a high extinc-

tion ratio is desired and a full swing is not possible as discussed in Section 2.2.1. It

has been shown experimentally that this method is accurate in real phase bias locking

to within less than ±0.1◦ [26].

The problem with the above method is that it can only solve for φbias in the first

quadrant (i.e. φbias ∈ [0, π
2
]) when just the magnitude of the spectral amplitudes
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are used. In most practical situations, MZMs with equal arm lengths are used so

the quadrant of φbias can typically be determined by the applied fields to each arm.

However, this relation can be generalized to find φbias ∈ (−π, π] by considering the

phase of the spectral amplitudes. We use a four-quadrant arctangent and define

Vmeas(fd) =


|Vmeas(fd)|, if ∠Vmeas(fd) = θd + θfilter(fd)− π,

−|Vmeas(fd)|, if ∠Vmeas(fd) = θd + θfilter(fd),

(3.4a)

Vmeas(2fd) =


|Vmeas(2fd)|, if ∠Vmeas(fd) = 2θd + θfilter(2fd),

−|Vmeas(2fd)|, if ∠Vmeas(fd) = 2θd + θfilter(2fd)− π,
(3.4b)

where θfilter(fd) and θfilter(2fd) are the electrical signal phase changes incurred in the

system at frequencies fd and 2fd respectively. In this case, the electrical phase of the

dithering tone as well as the (electrical) phase response of the feedback network at fd

and 2fd must be approximately known. The electrical phase of the dithering tone can

be known if it is controlled using a phase-locked-loop (PLL) and the electrical phase

response of the system will be determined when designing the filters.

3.2 Realizing Complex Phase Bias Control

The method of phase biasing discussed so far will now be generalized to show how both

the real and imaginary parts of the phase can be biased simultaneously. This section

begins by introducing a DC and small signal model for VOAs which are necessary to

adjust the imaginary part of the phase (loss). Thereafter we present an explanation

of how complex phase biasing in an MZM can be achieved by independently dithering

the real and imaginary parts of the optical phase in separate arms of the MZM.

3.2.1 Formalism: Variable Optical Attenuators

It is assumed that all optical waveguides used will have matched effective indices or

adiabatic transitions between differing sections so that reflections can be ignored. In
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this case, the electric field scattering parameters of any waveguide will be S11 = S22 =

0 and S21 = S12 = e−γoL, where γo is the optical propagation constant and L is the

waveguide length. We write the product γoL as j(φr − jφi), where φr is the real part

of the phase and φi is the imaginary part of the phase corresponding to losses or gain.

An ideal VOA has φi ≥ 0 which can be increased without affecting φr so that they

can be analyzed independently. In a practical VOA, there will be an intrinsic loss

(αint) as well as the variable applied loss (αapp) which are separable: φi = αint+αapp
2

.

The attenuation of a waveguide containing a VOA is given by

a2nf = e−αinte−αapp = a2ne
−αapp , (3.5)

where the f subscript indicates that the overall attenuation is now a function of some

parameter (typically an applied voltage), n enumerates the waveguide, and a2n is the

intrinsic waveguide attenuation. If a small AC signal is applied to the VOA with

attenuation amplitude δ and frequency fL such that αapp = αapp,DC + δ cos(2πfLt),

the VOA waveguide intensity and field losses can then be written (δ � 1):

a2nf ≈ a2n∆n [1− δcos (2πfLt)] , (3.6a)

anf ≈ an
√

∆n

[
1− δ

2
cos (2πfLt)

]
, (3.6b)

where ∆n = e−αapp,DC is the applied DC attenuation and αapp,DC ≥ δ since αapp ≥ 0.

3.2.2 Adding Loss Dithering to Determine Complex Phase

To tune the loss imbalance γ2 of an MZM, the arms are designed to contain VOAs.

Since it is unknown which arm in the MZM has more intrinsic loss, it is necessary to

have a VOA in each arm. The transfer function in Equation 2.2 is modified to include

these tunable losses to

T = a21f + a22f + 2a1fa2f cosφ. (3.7)
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Since the losses, a21f and a22f , are now time-dependent in general, the loss imbalance

γ2 is also time-dependent. The effects of this variation with time will be addressed

in Section 3.3.2. For the time being, we assume that any time-dependent variation

of the losses can be treated as a small perturbation so that we can model the tuned

field loss imbalance, γtuned, by the ratio of the average losses in each arm

γtuned =
〈a2f〉
〈a1f〉

=
a2
a1

√
∆2

∆1

= γint

√
∆2

∆1

, (3.8)

where γint is the intrinsic field loss imbalance and ∆1 and ∆2 are the applied DC

attenuations to arm 1 and arm 2 respectively. The loss imbalance term represents

the imaginary part of the phase bias, since from Equations 3.5 and 3.8, γtuned =

〈e(φi,1−φi,2)〉.

From Equation 3.2, we find there is not enough information to determine the loss

imbalance by dithering the real part of the phase alone. We propose to dither both

the losses and the real part of the phase independently and at different frequencies

to determine both the real phase bias, φbias, and the loss imbalance, γ2. This is the

minimum number of perturbations (dither signals) necessary to completely character-

ize the complex phase bias. Dithering the loss alone in one arm will also not provide

enough information to determine the loss imbalance. Dithering the loss in both arms

independently could also provide the loss imbalance but leads to more complicated

relations and would no longer provide the real part of the phase bias. We can choose

to dither the loss in either arm, say arm 1 so that the field losses become

a1f ≈ a1
√

∆1

[
1− δ

2
cos (2πfLt+ θL)

]
, (3.9a)

a2f ≈ a2
√

∆2, (3.9b)

where δ is now the magnitude of the loss dither, fL is the loss dithering frequency,

and θL is the electrical phase offset of the loss dither signal. A system-level schematic

of an MZM with separate sections for the real phase biasing, loss biasing, and data

signals (modulation of the real part of the phase) is shown in Figure 3.2.
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Figure 3.2: System-level schematic of an MZM used for complex phase biasing and
modulation, having separate sections for real phase biasing, imaginary phase biasing,
and modulation. Input signals are marked with arrows pointing toward the schematic
and the subscripts 1 and 2 on each signal indicates which arm it is applied to.

From Equations 3.7 and 3.9, the spectral amplitudes at fd and 2fd (equation 3.2)

only change by the applied DC attenuation (a1 → a1
√

∆1 and a2 → a2
√

∆2) and the

spectral amplitude of the optical transmission at the loss dithered frequency is

|T(fL)| = |a21δ∆1 + a1a2δ
√

∆1∆2cos(φbias)J0(φd)|. (3.10)

There are other LF spectral features due to mixing of the fd and fL tones and their

harmonics which may be in the frequency band of interest (i.e. where we are calculat-

ing the FFT; below the anti-aliasing filter cutoff frequency) depending on the choice

of fd and fL. However, for small φd and δ these spectral amplitudes become negligibly

small and are also unnecessary to consider when determining the complex phase bias.

The real part of the phase bias can still be found using Equation 3.3, and once it is

known, the loss imbalance can be found by solving Equations 3.10 and 3.2 to give

γ−1tuned =
4J1(φd)

δ

Vmeas(fL)

Vmeas(fd)
sin(φbias)− J0(φd)cos(φbias), (3.11a)

γ−1tuned =

[
4J2(φd)

δ

Vmeas(fL)

Vmeas(2fd)
− J0(φd)

]
cos(φbias), (3.11b)
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where Vmeas(fd) and Vmeas(2fd) are as they were defined in Equation 3.4 and

Vmeas(fL) =


|Vmeas(fL)|, if ∠Vmeas(fd) = θL + θfilter(fL)− π,

−|Vmeas(fL)|, if ∠Vmeas(fd) = θL + θfilter(fL).

(3.12)

Since φd, δ, ∆1, ∆2, θL, θd, and θfilter(f) are all known values, Equations 3.3 and

3.11 can be solved to determine the complex phase bias (φbias and γ) dynamically.

It is important to note that γtuned is expressed as an inverted value in Equation 3.11

only because of the definition given in Equation 3.8 and that we chose to dither the

losses in arm 1. As a result, γtuned can be greater than or less than 1 to determine

which arm has more loss and by how much relative to the other arm.

Equations 3.11a and 3.11b are equally valid in general, but in practice one would be

better suited to the bias chosen since Vmeas(fd)→ 0 for φbias ≈ ±π and Vmeas(2fd)→

0 for φbias ≈ ±π
2
. For this reason, φbias should first be calculated using Equation 3.3

to determine whether Equation 3.11a or 3.11b should be used to calculate γtuned. This

is discussed more in the following section.

3.2.3 Determining Operating Parameters

The previous section has shown that the complex phase bias can be determined by

dithering the real and imaginary parts of the phase, but the values of φd, δ, fd, and fL

were given little attention. The magnitude of φd and δ should be kept to a minimum to

ensure performance is not degraded significantly from these perturbing signals as will

be discussed in more detail in Section 3.3.2. It was mentioned in Section 3.1 that φd is

typically less than 1% to 5% of φm, which is sufficient for the second harmonic from the

real phase dither signal to be detected with high resolution at the output. Since the

limiting signal to detect is the second harmonic from the real phase dithered signal,

a lower bound for δ can be found by setting |T(fL)|max = |T(2fd)|max. To simplify

the relation, it is assumed that a1 ≈ a2 and ∆1 ≈ ∆2 and the Bessel functions are

approximated by their second order expansions. The lower bound on δ to ensure

Vmeas(fL) is detectable with good resolution is given by
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δmin =
2φ2

d

8− φ2
d

. (3.13)

As a practical example, for φd = 0.01π
2
, the minimum loss dither would be δmin ≈

6.2 × 10−5 which corresponds to a loss swing of less than 0.001 dB. In practice, the

minimum achievable δ will be limited by the D/A resolution and transfer function of

the VOA. In this analysis, we will assume that the combined D/A and VOA resolution

will be limited to 0.05 dB (δ ≈ 0.012). This is still a fairly high resolution, but is

achievable as will be discussed in Chapter 4.

The frequencies fL and fd are chosen such that the dithering tones do not interfere

with the primary data signal or each other at any of their harmonics of interest. It

is also desirable to choose frequencies which are well below the sampling frequency

of low cost A/Ds so that this method of complex phase biasing can be implemented

with a cost effective system. Typical values of fd are on the order of 1 kHz [21]. In

the analysis here we will choose fd = 1 kHz and fL = 2.4 kHz.

To determine whether Equation 3.11a or 3.11b should be used, the magnitudes

of Vmeas(fd) and Vmeas(2fd) are compared. The spectral amplitude which is larger

determines which equation to use, since it will provide better A/D resolution. Com-

paring Equations 3.2a and 3.2b, we find that using Equation 3.11a is preferable for

most values of φbias when φd is small. We define the regime for the real part of the

phase bias where Equation 3.11b is preferable to use as φbias|eq.b. Using a second order

expansion for the Bessel functions,

mπ − tan−1
(
φd
4

)
. φbias|eq.b . mπ + tan−1

(
φd
4

)
. (3.14)

For example, if φd = 0.01π
2
, the range of the real part of the phase bias where equation

3.11b should be used is: π(m− 1.25× 10−3) . φbias|eq.b . π(m+ 1.25× 10−3).
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3.3 Simulation and Verification

To verify that the relations from the previous section can determine and lock the com-

plex phase bias during dynamic operation, the system was modelled using MATLAB.

A simplified block diagram schematic of the system model is given in Figure 3.3. All

intrinsic and applied phase shifts were modelled using their exponent relations (see

MZM model block in Figure 3.3) without small signal approximations. The phase

shifters and VOAs were assumed to have a linear response with respect to an applied

voltage so that the loss and real part of the phase could be varied directly to simplify

the feedback analysis.

e−αex
√
f

1
2
e−j(φr,1−jφi,1)

1
2
e−j(φr,2−jφi,2)

Σ |f |2

0.9

0.1

Modulator Source

A/D + Math + D/A

Pin

φs,1(t) and φs,2(t)

Pout

Vmeas(t)

4 /

MZM MODEL COUPLER

PDFILTER/TIACONTROL

Figure 3.3: Simplified system model of MZM with complex bias control implemented
in MATLAB. Solid and dashed red lines indicate optical intensity and an optical
field respectively. Solid and dashed black lines indicate electrical voltage and current
respectively. The output of the control block contains the dithering and biasing signals
for the real and imaginary parts of the MZM phase. The f in the square root and
squaring blocks indicates the input function into each block.

The real and imaginary phase components of the MZM arms during dynamic

operation are a superposition of the biasing and dithering signals from the control

circuit, the modulating signal from the modulation source, and any possible time-



Chapter 3. Real-Time Complex Phase Biasing 31

dependent drifting due to environmental factors such as thermal fluctuations. To

remain consistent with the previous analysis, the losses were dithered in arm 1 only

and the real part of the phase was dithered independently in arm 2. The complex

phase in each arm is then given by

φr,1 = φbias,1 + ∆φdrift,1(t) + φs,1(t), (3.15a)

φr,2 = φbias,2 + ∆φdrift,2(t) + φs,2(t) + φd cos(2πfdt+ θd), (3.15b)

φi,1 =
αapp,1

2
+

1

2
∆αdrift,1(t) +

δ

2
cos(2πfLt+ θL), (3.15c)

φi,2 =
αapp,2

2
+

1

2
∆αdrift,2(t), (3.15d)

where ∆φdrift,1(t) and ∆φdrift,2(t) are the ambient drifts in the real part of the phase

in arms 1 and 2 respectively, and ∆αdrift,1(t) and ∆αdrift,2(t) are the ambient drifts

in the loss in arms 1 and 2 respectively.

The input power, Pin, was set to 10 dBm (10 mW) and a 10% tap-off coupler was

used at the MZM output for the feedback biasing circuit. The excess optical loss in

the system was characterized by αex which can be from coupling losses to an external

laser or common waveguide losses in the arms for example. The excess loss was set

to 5 dB based on experimental data in Chapter 4. The system was tested for OOK

modulation using a 211−1 long pseudo-random bit sequence (PRBS) modulator source

in balanced push-pull operation (φs,1(t) = −φs,2(t)). The PD responsivity used was

R = 0.75 A/W which is typical for recent germanium PDs operating near λ = 1.55 µm

[17, 51]. The bandpass filter and TIA was modelled with a Chebyshev type II filter

with a realistic gain of GTIA = 250 kΩ, cutoff frequencies of 500 Hz and 3 kHz, and

a 70 dB stopband rejection. After filtering, the sequence was sampled at Fs = 8192

Sa/s and buffered in segments of length N = 1024 for DSP and control.

3.3.1 Automated Complex Phase Bias Determination and

Locking

The basic algorithm for real-time complex phase bias locking is given in Figure 3.4.
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Start
• Define target bias:
γt and φbias,t
• Apply dither tones

Sample MZM output:
Vmeas(t) → Vmeas[n]

Calculate FFT:
Vmeas(fk)

Calculate φbias
with Equation 3.3

φbias
?
= φbias,t

Adjust φbias,1
and/or φbias,2

φbias
?∈ φbias|eq.b

Calculate γtuned
with Equation 3.11b

Calculate γtuned
with Equation 3.11a

γtuned
?
= γt

Adjust ∆1 and/or ∆2

no

yes

no

yes

no

yes

Figure 3.4: Flow chart of the basic algorithm to set and lock the complex phase bias
of an MZM or other MZI device.
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To observe the A/D resolution required and if quantization needs to be considered,

the LF FFT magnitude spectrum for two different real phase bias points and loss

dither magnitudes are shown in Figure 3.5. Figure 3.5a uses the corner case conditions

of Equations 3.13 and 3.14, which is not a practical operating point, but it clearly

shows the important spectral features and the small magnitude of the second harmonic

of the real phase dithering signal. The low spectral content at 2fd is the limiting

component for the A/D performance and it is clear from Figure 3.5a that a sub-mV

resolution is necessary. We will assume that quantization error can be neglected since

bipolar A/Ds with resolution of tens of µV and smaller are available [52] and the TIA

gain could also be increased if necessary.
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Figure 3.5: FFT spectrum with operating parameters annotated on the graphs at (a)
an impractical operating point which clearly shows all important spectral features,
and (b) quadrature biasing with realistic phase and loss dither signals

In a practical implementation of this system, the digital control would likely

be performed on a low cost embedded device with limited memory and mathe-

matical capability. For this reason, the Bessel functions of Equation 3.11 are ap-

proximated up to their second order expansion terms for calculation. The system

in Figure 3.3 was simulated at various complex phase bias points over the range

γ2 = [0.6, 0.7, 0.8, 0.9, 0.95, 0.998] and φbias ∈ [−3π
4
, π] in increments of π

4
, and the

calculated complex phase bias points are plotted in Figure 3.6. It was found that the

worst case errors calculating φbias and γ2 were less than 0.05% and 0.15% respectively.
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Figure 3.6: Calculated values of complex phase bias with φd = 0.01π
2

and δ = 0.012
over the range of γ2 = [0.6, 0.7, 0.8, 0.9, 0.95, 0.998] and φbias ∈ [−3π

4
, π] in increments

of π
4
. The largest errors for calculated values were < 0.05% and < 0.15% for φbias and

γ2 respectively.

The ambient drift in the real part of the phase bias usually becomes significant

over periods on the order of minutes or longer due to thermal fluctuations or other

environmental factors, but the drift of loss imbalance over time has not been investi-

gated. In a real MZM, the method of optimizing the real and imaginary parts of the

phase bias to a target operating point will vary based on how much is known about

the VOA and real phase shifter transfer functions. Since the given model assumes

linear transfer functions with respect to voltage for both the real phase shifters and

VOAs, the complex phase bias can be immediately adjusted to the correct operating

point after each FFT calculation.

To test the functionality of the feedback control system with environmental fluc-

tuations, random complex phase drifts are applied to the MZM over two minutes

as shown in Figure 3.7. In this simulation, the MZM is modulated with balanced

push-pull OOK with a maximum phase swing of φm = 0.48π at RF. To achieve a

high extinction ratio and minimum output phase error, the optimal complex phase

bias is then φbias = 0.52π (Equation 2.11) and γ2 = 1. The intrinsic loss imbalance is

γ2 = 0.7 and φbias is set correctly before drifting. The maximum insertion loss penalty

using active feedback for this test scenario is about 1 dB. Figure 3.7c shows that a

higher extinction ratio can be obtained using this complex phase locking method.
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Figure 3.7: Simulation results of the (a) intensity loss imbalance, (b) real part of the
phase bias, and (c) worst case extinction ratio for an MZM with drifting complex phase
bias. The green line indicates the parameter values obtained when active complex
phase locking is employed and the blue line is for an uncontrolled MZM.
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3.3.2 Dynamic Effects on Performance

Until now, the time variation of the loss imbalance due to loss dithering was neglected

and γ was treated as a constant. The time-dependent field loss imbalance is

γ(t) = γtunede
−δ/2 cos(2πfLt+θL) ≈ γint

√
∆2

∆1

(
1− δ

2
cos(2πfLt+ θL)

)
. (3.16)

For δ � γ2tuned, the time variation of γ does not significantly affect the MZM

output phase (Equation 2.4) and thus it can still be treated as a small perturbation

on a nearly constant phase. Similarly, since fL is much smaller than the bit rate fB

(modulation frequency), and since the output phase does not change significantly, the

time-dependent effects on the chirp due to loss dithering can also be neglected.

One metric which can be noticeably affected by the time-dependent variation of the

loss imbalance is the insertion loss. When the arm losses are approximately balanced,

the change in insertion loss due to dithering is (in dB)

∆ILL(t) ≈ 2.17δ cos(2πfLt+ θL − π). (3.17)

This varying loss can easily be compensated using a controlled optical amplifier after

the Tx stage. There is also a tradeoff for the dynamic extinction ratio using this

complex phase biasing method. The extinction ratio can be improved by compen-

sating for the loss imbalance but will ultimately be limited by the loss dithering in

the OFF state which cannot be compensated during dynamic operation. To see the

extinction ratio improvement and its limitations more clearly, the MATLAB system

model was modulated using OOK to produce eye patterns shown in Figure 3.8 for two

different intrinsically loss imbalanced MZMs without compensation, and one which

uses complex phase biasing to obtain γ2tuned ≈ 1. The model was simulated using bal-

anced push-pull modulation with a 10 Gb/s PRBS 211−1 signal having φbias = 0.52π

and φm = 0.48π. To add pulse shaping, a 30 GHz lowpass filter was applied at the

modulator but no other practical bandwidth limitations were imposed on the system.

The extinction ratio of an OOK modulator is typically defined by the ratio of the
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Figure 3.8: Eye patterns of OOK modulation for (a) γ2 ≈ 0.7 (no loss balancing), (b)
γ2 ≈ 0.85 (no loss balancing), and (c) γ2 ≈ 0.998 with loss balancing (δ = 0.012). The
source is a 10 Gb/s 211−1 PRBS pattern with φd = 0.01π

2
, φbias = 0.52π, φm = 0.48π.
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average ON state power to the average OFF state power. Since the OFF state power

can vary significantly when the losses are dithered and γ2 ≈ 1, we instead consider

the worst case extinction ratio, ERworst, which is also the eye opening. For the eye

diagrams in Figure 3.8 having γ2 ≈ 0.7, γ2 ≈ 0.85, and γ2 ≈ 0.998 the eye openings

are approximately 20.7 dB, 27.0 dB, and 41.3 dB respectively. This can be expressed

semi-analytically as the minimum ON state power divided by the maximum OFF

state power,

ERworst ≈
1 + γ2tunede

−δ + 2γtunede
−δ/2 cos (φbias − φm + φd)

1 + γ2tunede
−δ + 2γtunede−δ/2 cos (φbias + φm − φd)

. (3.18)

The worst case extinction ratio can be further reduced based on the input sig-

nal randomness since the source driver and MZM electrodes typically have lowpass

frequency responses which have memory [53]. With source encoding (e.g. 8b/10b

encoding), this randomness can be reduced and eye openings predicted by equation

3.18 are possible.

3.4 Extension to Multiple Nested MZIs

If an MZM with nested MZIs is used, such as the DPMZM in Figure 2.3, the complex

phase biasing method outlined in this chapter can be extended in a straightforward

way. Each nested MZI can be biased using the same method as an individual MZI with

their own dithering signals and feedback control. Additionally, using nested MZIs can

reduce the output amplitude variation due to dithering tones by applying the dithering

tones to pairs of nested MZIs which are out of phase. Specifically, the real phase dither

tones in the top MZI and bottom MZI should have the same amplitude and frequency,

and their relative electrical phase will depend on the operating point and modulation

format as discussed in [54–56] where this has been demonstrated. Similarly, the output

loss variation due to dithering the imaginary part of the phase (Equation 3.17) can

be reduced by applying equal amplitude and frequency loss dithering signals to pairs

of nested MZIs which are π out of (electrical) phase.
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3.5 Summary

An any-point complex phase biasing and locking method for MZIs was developed

using low frequency, small amplitude dither tones to perturb the system. Using a

realistic system model of an MZM implemented in MATLAB, this method of com-

plex phase biasing can dynamically measure the complex phase of an MZM device

to an accuracy of less than 1% and can be used to maintain an operating point in

the presence of ambient phase drift. A typical MZM with ERM . 20 dB could be

tuned to have maximum extinction ratios in excess of 40 dB using this method with

practical operating parameters. Dithering the losses causes the insertion loss to vary

proportionally which can be compensated using an optical amplifier and can also be

mitigated if multiple nested MZIs are used. One tradeoff of using this method is

that it limits the dynamic extinction ratio of a given MZI which cannot be compen-

sated during dynamic operation. Nonetheless, the complex phase biasing method will

generally improve the extinction ratio up to that limit.



Chapter 4

Practical Considerations in SOI

and Future Work

An SOI photonic integrated circuit (PIC) consisting of MZMs with built-in complex

phase shifting elements and output PDs was fabricated at the A*STAR Institute for

Microelectronics (IME) to test the complex phase biasing method discussed thus far.

In this chapter, measured data from fabricated complex phase biasing elements are

presented and their practical issues are discussed. The shortcomings of the current

design and methods of improvement are discussed. We focus on the relative changes in

the real and imaginary parts of the phase of the fabricated devices which are necessary

for complex phase biasing. The chapter concludes with a discussion of future work.

4.1 Fabricated Photonic Integrated Circuit

The PIC was fabricated in the IME baseline silicon photonics process [17, 57, 58]

and consists of calibration test structures of individual phase shifting devices and

two MZM structures which are identical except for their high-frequency electrode

geometry. Each MZM has 2×2 adiabatic 50/50 couplers at the input (only one input

port excited) and output for broadband even splitting [36]. The complementary port

of the output is connected to an on-chip PD from the IME design kit [57, 58], which

is meant to provide a signal for the feedback control loop. The purpose of connecting

40



Chapter 4. Practical Considerations in SOI and Future Work 41

the PD to a complementary port at the MZM output rather than tapping-off some of

the output optical signal was to obtain more output power at both ports. Using this

method is problematic if the output coupler splitting ratio is not exactly 50/50 since

the loss biasing will only apply to the complementary port (see Appendix A). One

method of alleviating this issue is to characterize the output coupler at startup and

factor in the difference into the analysis, but this assumes that the output splitting

ratio will be constant during dynamic operation (depending on design, it may change

due to heating for example). For this reason, a more robust design would combine

both the signals at the output and tap off a percentage of the output power to the

feedback control system as was shown in the previous chapter. Using a tap-off coupler

will incur a loss penalty at the output which depends on the tap-off coupler splitting

ratio.

The phase shifters to bias the real and imaginary parts of the MZM phase difference

are made with resistive heaters and forward biased PIN diodes integrated into the

waveguides in both arms of the MZMs. High-frequency phase shifters for modulation

in each arm of the MZMs are comprised of PN diodes across the waveguide cross

section connected to transmission lines that form travelling-wave electrodes (TWEs)

with one MZM using a coplanar waveguide (CPW) geometry and the other using

coplanar strips (CPS). The principle of operation, device geometry, measured data

(where available), and a discussion of the practical issues and methods of improvement

for each of these devices is presented in the following subsections. A schematic of an

MZM on the fabricated PIC with CPS transmission lines is given in Figure 4.1.

Channel waveguides with a cross section of width × height = 500 nm × 220 nm

[58] (refer to Figure 1.2) are used to connect the MZMs and calibration structures.

This waveguide geometry provides better confinement for the transverse electric (TE)

polarization than transverse magnetic (TM) and thus TE is preferable to use for

dense integration. Specifically, the effective indices for each polarization are about

neff,TE = 2.5 and neff,TM = 1.85 at λ = 1.55 µm.

The optical input to the chip consists of a tunable wavelength laser through a
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Figure 4.1: Schematic of fabricated MZM (not to scale) with integrated heaters, PIN
diodes, CPS TWE PN diodes, and an output PD. Electrical contact pads and wiring
not shown.

single mode fiber (SMF) and polarization rotator to a lensed fiber (1/e2 diameter =

2.5 µm at λ = 1.55 µm) to obtain a better mode overlap with the highly confined

on-chip silicon waveguides. To reduce the coupling losses between the lensed fiber

and the on-chip waveguides, the input and output edge couplers were formed with

a small core (width = 200 nm) waveguide which has a de-localized TE mode and

provides better overlap with the lensed fiber mode. The waveguide coupler was then

adiabatically widened over a length of 200 µm to the standard core width of 500

nm to adjust the spot-size for better waveguide confinement. Finite-difference time-

domain (FDTD) simulations performed on these couplers gave a flat spectrum over

λ ∈ [1.5, 1.6] µm with theoretical coupling and spot-size conversion losses lower than

1 dB for both TE and TM. The measured devices had loss of about 2 dB per coupler,

consistent with typical inverse edge couplers. The optical output of the MZM went

through a lensed SMF into an off-chip PD.

To ensure the light is TE polarized, a waveguide with many 5 µm radius bends

to radiate TM light is tested. To set the polarization to TE, continuous wave light

is passed through this structure and the polarization is adjusted until the highest

transmission is obtained through the device. During electrical measurements, both

the current through and voltage across test devices are measured.
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4.1.1 Heater Phase-shifters

Using the strong thermo-optic effect in silicon, the effective index, and thus the real

part of the phase of a waveguide can be adjusted by changing the temperature since

φr =
2πneff

λ
L, where L is the waveguide length. Resistive heaters were formed to bias

the real part of the optical phase by doping silicon waveguides as shown in Figure

4.2a. For all devices discussed, there is upper and lower SiO2 cladding and electrical

contact is made from metal pads above the devices to the highly doped (n++ or p++)

regions using vertical interconnect access (VIAs).

500 nm

800 nm

n++ n n++

220 nm

(a)
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Figure 4.2: (a) Cross section of a resistive heater phase shifter formed by doping a
silicon waveguide and (b) Unbalanced MZI with heaters in each arm (not to scale).
Doping concentrations and etch depth are IME process parameters [58].

Originally, these heaters were designed to ensure a phase shift greater than 2π was

possible with a small applied voltage. Consequently, the heaters, which were 250 µm

long were much longer than necessary for dithering. To determine the change in the

loss and real part of the phase in the heaters as a function of voltage (current), two

calibration structures were tested. The first calibration structure was simply a heater

connected to input and output waveguides at either end. Using this structure, the

applied loss can be determined by monitoring the output transmission while varying

an applied voltage (current). The second calibration structure consisted of a length

imbalanced MZI (to provide a finite free spectral range) with a heater in each arm as

shown in Figure 4.2b. The real part of the phase shift can be obtained by monitoring
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how the optical transmission spectrum shifts as a voltage is applied to one of the

heaters. Specifically, the change in the real phase difference between MZI arms is

∆φr ≈ 2π
∆λd

∆λFSR
, (4.1)

where ∆λd is the wavelength shift of any transmission spectral feature (for simplicity,

we monitor the “dip wavelength” where the transmission is minimum) and ∆λFSR is

the wavelength free spectral range (FSR) of the transmission spectrum. The heater

was tested with constant current increments to ensure large currents (& 50 mA)

which could damage the wires connecting devices would not be applied. Spectral

measurements for several different applied currents to the heater MZI are shown in

Figure 4.3.
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Figure 4.3: Heater MZI optical transmission spectrum for several DC input currents.

The heater MZI uses the same adiabatic couplers as the fabricated MZM designs

and from Figure 4.3 the maximum extinction ratio is ∼ 20 dB, indicating γ2 ≈ 0.669.

The maximum transmission is −7.4 dB which is mostly due to excess waveguide length

and the edge couplers (∼2 dB each). By reducing this length and neglecting one of

the edge couplers, on-chip losses of about 5 dB are possible, justifying the excess loss

model choice in Chapter 3.

The length normalized change in the real part of the phase (∆β in some texts [59])
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and the loss of the heater as a function of voltage are given in Figure 4.4.
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Figure 4.4: Heater transfer functions for the change in the length normalized (a) real
component of phase and (b) attenuation as a function of voltage.

The heaters will be used to bias the real component of the phase difference in the

MZM, but they have a parasitic loss shift which was not considered in the analysis of

Chapter 3. The parasitic loss change in the heater is about 1% of the magnitude of an

applied shift in the real component of the phase which adds a small loss dithering tone

at fd. This changes the expressions for the spectral amplitudes at the harmonics of

the phase dithering frequency by several small factors which depend on φbias and φd.

Fortunately since the changes are small, the simple relations derived in the previous

chapter are still approximately true. To see the effect the parasitic loss dither has

on calculating the complex phase bias, the system model from Chapter 3 was re-

simulated at complex phase biases across the range γ2 = [0.6, 0.7, 0.8, 0.9, 0.95, 0.998]

and φbias from −3π
4

to π in increments of π
4

as shown in Figure 4.5. It was found

that for φd = 0.01π
2

to 0.05π
2
, the effect of the heater parasitic loss dither caused a

maximum error in calculating γ2 and φbias of < 2% each.

In Chapter 3, the components modelled to bias the real part of the MZM phase

difference were assumed to have a linear transfer function with respect to voltage which

is not true for heater phase shifters. The real phase dither signal must operate in a

linear region of the transfer function so that φd is known and the spectral amplitudes

at the harmonics of the dither signal are not distorted which would increase the
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Figure 4.5: Calculated values of complex phase bias considering parasitic loss dither
from heater phase shifter with φd = 0.01π

2
and δ = 0.012 over the range of γ2 =

[0.6, 0.7, 0.8, 0.9, 0.95, 0.998] and φbias ∈ [−3π
4
, π] in increments of π

4
. The worst case

errors for calculated values were < 2% for both φbias and γ2.

error in determining φbias and γ2. From Figure 4.4a, the phase transfer function of

the heater is approximately linear with a slope of 10.2 × π (mm · V)−1 for applied

voltages ≥ 1.5 V, so it is desirable to bias the dither signal in this operating range.

The sensitivity of the phase change with respect to voltage must also be considered

to achieve a small φd. The fabricated heater is 250 µm long and thus has a sensitivity

of ∼ 2.55 × π V−1 when operating in the linear region of the transfer function. The

voltage amplitude required to achieve φd ∼ 0.01π
2

is about 2 mV which may be difficult

to reliably generate from a D/A. Since the DC component of the real part of the phase

bias does not need to have a linear transfer function or require high sensitivity, a better

design could instead use two separate heaters for the DC and dither components of

the real part of the phase bias signal. This way a higher resistance heater can be

designed for the sensitive phase dithering signal and a lower resistance heater can be

used to bias the phase with low voltages. There are several methods to producing a

higher resistance heater such as reducing the length, increasing the distance between

the waveguide core and highly doped contact regions, or even changing the dopant

type. Using p type doping in the same process will increase the heater resistance and

thus sensitivity by almost a factor of 2. As an example, if we assume the minimum
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swing that can be reliably generated is 50 mV, we could design a sensitive heater for

the dither signal using the geometry of Figure 4.2a, which is 10 µm long, and bias it

at ∼ 1.5 V so that a phase dither swing, φd ≈ 0.01π
2

can be attained with a 50 mV

voltage swing. A longer heater such as the one which was fabricated could then be

placed after the sensitive heater for the DC biasing. This is shown schematically in

Figure 4.6:

Figure 4.6: Schematic of a circuit to change the real part of a waveguide phase
consisting of a sensitive heater biased to operate with a linear transfer function and
a less sensitive heater to change the DC phase with a small voltage.

where VH,bias is the sensitive heater bias which ensures the heater is operating in a

linear region of the transfer function (VH,bias = 1.5 V for this design), Vφd is the voltage

amplitude to dither the real component of the phase bias, and Vφbias,n is the applied

DC voltage to shift the real part of the phase bias in the nth waveguide. The buffer

which is used for biasing the sensitive heater in the figure can be made from a variety

of operational amplifier circuits for example, and could include gain or attenuation if

desired. If a unity gain biasing buffer is used, the amplitude of the phase dither can be

written as φd ≈ (0.1× π V−1)Vφd and the DC shift in the real part of the phase bias is

the sum of the phase shifts caused by VH,bias and Vφbias , φbias,n = f(VH,bias)+f(Vφbias),

where the f indicates the transfer function for each heater.
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4.1.2 PIN Diode Variable Optical Attenuators

PIN diodes integrated across waveguides were designed for use as VOAs with a struc-

ture shown in Figure 4.7. The device is operated in forward bias (positive voltage

applied to the p++ region with respect to the n++ region) which causes carrier injec-

tion into the waveguide core. In forward bias, the plasma dispersion effect yields a

reduction in the waveguide effective index and increase in loss [14]. The fabricated

PIN diode waveguides were 500 µm long.

500 nm

800 nm

p++ i n++

220 nm

Figure 4.7: Cross section of a PIN diode VOA and phase shifter formed by doping a
silicon waveguide. Doping concentrations and etch depth are IME process parameters
[58].

The PIN diodes were characterized in the same way as the heaters, with one

calibration structure for determining loss shift as a function of voltage and another

length imbalanced MZI structure to determine the real part of the phase shift as a

function of voltage. The length normalized change in the real component of the phase

and the attenuation as a function of voltage for the PIN structure are shown in Figure

4.8 starting at the turn-on voltage of ∼ 0.8 V.

The transfer functions of the change in the real part of the phase and the loss of

the PIN diode as a function of voltage are fairly linear for applied voltages between

1 and 1.4 V. Since we intend to use this device as a VOA, it would be preferable to

eliminate the parasitic change in the real part of the phase with respect to voltage.

Unlike the parasitic effects in the heater phase-shifter, the parasitic phase shift in

the VOA is very large and cannot be neglected. For a given loss change, there is

change in the real part of the phase which is almost 5× greater. Since the direction

which the real part of the phase changes in a PIN diode is opposite to the heater in

the previous section, we can use a heater to offset the parasitic change in the real

part of the phase. A nearly ideal VOA can be formed by connecting a heater and
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Figure 4.8: PIN diode transfer functions for the change in the length normalized (a)
real component of phase and (b) attenuation as a function of voltage.

PIN diode with a common applied voltage and independent bias voltages as shown

in Figure 4.9, where VH,bias is the heater bias voltage, VPIN,bias is the PIN diode bias

voltage, and VV OA is the common applied voltage to both the heater and PIN diode

forming the VOA. The bias voltages VH,bias and VPIN,bias are chosen such that the

heater and PIN diode are both operating in linear regions of their transfer functions.

The lengths of the heater and PIN diode and/or the gain of their buffer stages need

to be appropriately chosen to cancel out the real component of the phase change. If

the parasitic phase change in the VOA can not be completely cancelled, the ability

to calculate the complex phase bias will be degraded similar to what was shown for

the heater. Fortunately, even with the parasitic loss dither from the heaters and

assuming the VOAs have a parasitic change in the real part of the phase of up to

5% the magnitude of δ, the error in calculating the complex phase bias is still less

than 2%. The feedback control simulation with drifting phase from Chapter 3 was

performed considering these parasitics and still yielded an eye opening of 40.2 dB.

The VOA shown in Figure 4.9 can be implemented using the fabricated chip since

each arm of the MZMs has a heater and PIN diode as shown in Figure 4.1. The

fabricated chip can have linear VOAs by setting VH,bias = 1.5 V and VPIN,bias = 1 V

and the gain of the heater buffer to be 80% of the PIN diode buffer. The sensitivity

of a VOA implemented with the fabricated circuit will be about 10.37 dB · V−1 for a
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Figure 4.9: Circuit schematic of a VOA consisting of a heater and PIN diode of
differing lengths which are independently biased.

unity gain PIN biasing buffer due to the long heater and PIN diode lengths. If we

again assume we can get a minimum reliable voltage swing of 50 mV, that implies

a value of δ ≈ 0.12 which is an order of magnitude greater than the value that was

simulated to have low penalties. An improved design for loss biasing would be similar

to the heater phase biasing design in which one VOA would be designed for high

sensitivity operation for the loss dithering, and another lower sensitivity VOA would

be designed for DC loss biasing. To obtain δ ≈ 0.012 with a 50 mV voltage swing,

the same design could be used with a heater and PIN diode length scaled by a factor

of 10 (heater length = 25 µm and PIN length = 50 µm). Smaller values of δ are also

possible by further device scaling.

4.1.3 Travelling-wave Electrode PN Diode Phase-shifters

The emphasis of this work is on complex phase biasing rather than RF design, so this

section will focus on the effects that the high frequency phase shifters have on the

ability to bias the complex phase and some system performance considerations rather

than design considerations for the RF components which are widely studied [53].

The fastest known method to efficiently modulate the real part of the phase of

a silicon waveguide is by the plasma dispersion effect in depletion operation. For

this reason, most high-frequency optical modulators in silicon including those in this
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design, employ a reverse biased PN junction integrated into a waveguide to modulate

the diode depletion region width using a reverse biased source [15, 17, 57, 60–63].

The PN diode bias can be slightly forward biased while still operating in depletion

before significant recombination of carriers takes place near the turn-on voltage [60].

A cross section of the PN diode integrated into a waveguide in this design, based on

the designs in [57, 60], is shown in Figure 4.10.

500 nm

950 nm

p++ n n++p
220 nm

(a)

Figure 4.10: Cross section of the PN diode phase shifter formed by doping a silicon
waveguide with geometry based on the designs in [57, 60]. Doping concentrations and
etch depth are IME process parameters [58].

When the PN diodes are operated in reverse bias, the depletion region is widened

which lowers the overlap of the optical mode with charge carriers. This lowers the

optical loss and increases the real part of the phase [14]. The change in the real and

imaginary parts of the phase are nonlinear with voltage and depend on the doping

profile and waveguide geometry [64]. At the time of writing this, measured data from

the fabricated PN diode phase shifters have not been taken. A PN diode phase shifter

which was fabricated in the same process technology with a very similar geometry to

this design is demonstrated in [60]. The PN diode phase shifter length in [60] was

5 mm long while our fabricated design was 4 mm long. The real part of the optical

phase change as a function of an applied reverse biased voltage for the PN phase

shifter in each arm of an MZM in [60] is given in Figure 4.11.

From Figure 4.11, the DC switching voltage required to incur a phase shift of π

is Vπ,DC & 5.5 V for each arm of the MZM. Since the device fabricated for this work

was shorter than the device in [60] by 20%, we could expect the DC switching voltage

to be about 25% larger, on the order of 7 V. The nonlinear electro-optic response of

the PN diode contributes to optical pulse shaping. The PN phase shifters in [60] have
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(a)

Figure 4.11: Change in the real component of optical phase for 5 mm long PN diodes
in the arms of an MZM as a function of an applied reverse biased voltage (taken from
[60]). The diodes were designed to be identical but their transfer functions differ due
to fabrication imperfections.

slightly different transfer functions for the top and bottom arms of the MZM which

makes the push-pull response of the MZM and associated chirp difficult to predict.

There are methods of mitigating this effect based on the circuit mask layout which

were considered in this design so that the transfer functions of the phase change with

respect to voltage in each arm of the MZMs should be nearly identical.

The PN diode waveguide optical loss as a function of applied voltage was not

characterized in [60] but simulation results show that the change in loss is around an

order of magnitude smaller than the change in the real part of the phase which can

not be neglected [65]. The analysis in Chapter 3 assumed that the waveguide losses

were constant other than the loss dithering signal, but the PN junction phase shifters

actually modulate the losses with a high-frequency signal proportional to φs(t). This

means that the modulator will have state-dependent losses which will depend on

the modulation format and driving signals. The analysis to find the average γ using

Equation 3.11 is still valid, but the target value for optimal performance will no longer

be γtuned = 1. In Chapter 2, the phase error due to MZM arm loss imbalance was

shown to be most prominent when the normalized transmission through the MZM
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was . 0.5 (see Figure 2.5). Additionally, for maximum extinction ratio, the MZM

arm losses must be balanced when the MZM normalized transmission is minimum.

For these reasons, the optimal operating point will be set if γ = 1 when the MZM

transmission is minimum. This can be achieved by setting the average loss imbalance,

γtuned to be the inverse of the loss imbalance when the MZM transmission is minimum,

γOFF . The loss imbalance at minimum transmission, γOFF , depends on the bias

point and modulation format but can be approximately determined from a static

measurement of the losses with respect to voltage of the MZM arms. A method to

determine γOFF dynamically is a topic of future work.

In silicon MZMs, the high-frequency phase shifters are typically multiple mil-

limetres long which make the electrodes and diodes very capacitive which reduces

bandwidth if treated as lumped elements. To increase bandwidth, distributed elec-

trodes are designed using transmission lines with a microwave group index matching

the optical group index of the mode being modulated [53]. For TE polarization in

the silicon waveguide geometry being used at λ = 1.55 µm, the optical group index is

ng ≈ 3.86. In the fabricated circuit, two types of transmission line geometries, CPW

and CPS based on the designs in [57] and [60] respectively, were implemented on two

different MZMs to try to match the microwave and optical group indices. The geom-

etry of CPW and CPS TWEs are shown in Figure 4.12, where ‘G’ indicates a ground

connection and ‘S’ indicates a (positive) signal connection for reverse bias operation.

G GS

(a)

SG

(b)

Figure 4.12: Cross section of an integrated travelling-wave electrode PN diode phase
shifter in reverse bias using (a) coplanar waveguide transmission line geometry and
(b) coplanar strips. Purple blocks indicate RF lines and VIAs.

The microwave characteristic impedance (Zm) and propagation constant (γm,

which contains the microwave effective index) of the TWEs can be computed with high
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accuracy using closed-form analytic solutions based on the TWE geometry [66, 67].

The TWEs were designed to have a characteristic impedance close to 50 Ω to match

the impedance of our cables and drivers for testing, and a group index close to 3.86 at

10 GHz (nominal frequency). To prevent reflections, the TWEs must be terminated in

matched impedances as shown in Figure 1.3. The high-frequency phase shifters have a

low-pass electro-optic transmission (S21) due to the RF losses in the conductors. This

low-pass response contributes to pulse shaping and can reduce the maximum phase

swing, φm, if the modulation frequency is increased and a constant phase bias and

voltage swing are maintained [53]. This effect can degrade the ER and/or maximum

transmission, but a high ER can still be obtained by shifting the real part of the

phase bias which will incur additional insertion loss (Equation 2.11).

4.2 Future Work

4.2.1 Experimental Demonstration of Automated Complex

Phase Bias Locking

The next step in this work is to demonstrate the proposed method of complex phase

measurement and bias locking in a physical system. For the first experimental demon-

stration, the fabricated PIC can be used with a summation of input signals into the

heaters and PIN diodes for the dithering and bias signals. A tap-off coupler for a

feedback signal proportional to the MZM output can be formed using a fiber direc-

tional coupler at the optical MZM output to an off-chip PD. In the first experiments,

the dither tones can be generated, monitored, and manipulated with lab equipment

(e.g. signal generator and D/A to computer) rather than a compact circuit. As men-

tioned in the previous sections, the sensitivity of the heaters and PIN diodes on the

fabricated PIC may not be low enough to perform small signal dithering due to the

finite D/A resolution on signal sources which could cause performance penalties. In

addition, Fabry-Perot resonances in the circuit (e.g. due to the air gap between lensed

fiber and edge coupler, and edge coupler to edge coupler with air on either end) may
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reduce the observable extinction ratio. This effect can be mitigated by using an index

matching fluid between the input and output fibers and edge couplers.

Once the basic concept of complex phase measurement has been demonstrated in a

physical system, there are several avenues of research that can be pursued. Since this is

the first proposed method to enable real-time measurement of an MZI loss imbalance

during dynamic operation, the effects of complex phase bias drift over time in the

presence of environmental changes (e.g. temperature) on modulator performance can

be studied. Using complex phase bias locking to improve the extinction ratio, phase

error, and the ability to calculate MZM chirp should also be experimentally verified.

The effects of state-dependent MZM arm loss imbalance from the high-frequency

phase shifters mentioned in the previous section should be studied more thoroughly to

determine if there is a method to dynamically measure the MZM arm loss imbalance in

the OFF state (γOFF ) for more robust performance. The improvements and penalties

of applying complex phase biasing and locking to other MZI devices including high ER

filters, multi-port switches, and analog modulators could also be investigated more

thoroughly. The concept of real-time complex phase locking can also be investigated

in applications which use other modulator and filter technologies including resonant

devices.

4.2.2 Resonant Devices: Microrings

A microring resonator is an attractive structure to implement compact filters and

low energy per bit modulators on SOI [68–71]. The quasi-static transmission of the

through-port of a microring resonator is given by

Tr =
a2r + |tr|2 − 2ar|tr| cosφr
1 + a2r|tr|2 − 2ar|tr| cosφr

, (4.2)

where ar is the loss coefficient in the ring which includes the coupler loss and the

round-trip loss through the ring (equivalent to an in an MZI arm), tr is the through-

port coupling coefficient, and φr is the round-trip optical phase change (real part) in

the ring including the through-port coupling phase [72]. The through-port extinction
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ratio of a ring resonator depends on a loss balance much like an MZI. The maximum

extinction ratio of a ring resonator is determined by dividing the maximum transmis-

sion (at anti-resonance) by the minimum transmission (at resonance). If we define a

field loss imbalance term for the ring as γr = ar
|tr| , the maximum extinction ratio is

ERM,r =

(
1 + γr
1− γr

)2(
1− ar|tr|
1 + ar|tr|

)2

. (4.3)

The first term of Equation 4.3 is very similar to the maximum extinction ratio for

an MZI (Equation 2.3). The condition where γr → 1 is called critical coupling which

provides the greatest ERM,r which can be desirable to achieve for use in high rejection

filters or high ER modulators for example. If critical coupling is desired, the loss co-

efficient and through-port transmission coefficient must be known in the device design

which will both vary due to fabrication uncertainties such as waveguide roughness and

dimensional variation [73]. To overcome these uncertainties in a similar method to

statically biasing the losses in an MZI, ring resonators operating in the under-coupled

region (γr < 1 before tuning) with an optical amplifier integrated into each ring have

been demonstrated to statically tune the gain to achieve critical coupling [74–76]. In

a similar manner, we designed a microring modulator on our fabricated PIC with an

integrated VOA which is very over-coupled (γr > 1) prior to tuning. In this way,

the ring losses can be adjusted to achieve critical coupling and increase the linewidth

which can be desirable for high extinction, high bandwidth modulators. A schematic

of the fabricated ring modulator with a PIN diode for loss tuning and a simulated

transmission spectrum for tr = 0.97 which shows an increase ERM,r after loss tuning

(neglecting the real part of the phase shift) are shown in Figure 4.13. The study of

real-time loss measurement, control, and performance effects in microring modulators

similar to that proposed for MZMs in this thesis is a subject of future work.
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Figure 4.13: (a) Ring modulator with PN and PIN phase shifters for modulation and
loss tuning and (b) transmission spectrum without and with loss balancing (neglecting
real part of the phase shift from PIN diode). The spectrum calculation uses a ring
with a 20 µm radius, the same phase shifter geometry for the MZM in this chapter,
10 dB/cm intrinsic loss due to doping (based on [60]), and through port coupling of
tr = 0.97.



Chapter 5

Conclusions

5.1 Summary of Results

This thesis presented the first proposed method to determine and adjust the complex

phase bias of an MZI device to any operating point during dynamic operation. We

extended the most common approach of biasing the real part of an MZM phase bias

to complex phase. The method proposed in this work can be used to set and maintain

the complex phase bias of an MZM to an operating point which effectively eliminates

the phase error at the output (within the tolerance of the measurement and tuning

capabilities), allows a more accurate characterization of the modulator chirp, and

improves the extinction ratio.

In Chapter 2, we introduced the inherent loss imbalance between arms in an MZM

due to fabrication imperfections and investigated the resulting effects on modulator

performance. We showed that the arm loss imbalance in an MZM leads to a degraded

extinction ratio, adds phase error at the output, and makes the modulator chirp

difficult to determine. We showed that statically tuning the losses in each arm of the

MZM can improve the extinction ratio, reduce the output phase error, and allow a

more accurate calculation of the chirp. By statically tuning the losses, we showed

that there is a penalty on the insertion loss and optical modulation amplitude which

are typically both . 1 dB and can both be addressed using optical amplification after
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the transmitter stage in a communication link.

In Chapter 3, we examined the most prominent method of setting and locking the

real part of an MZM phase bias and then proposed an extension of that method for

complex phase biasing using variable optical attenuators (VOAs) integrated into the

MZM arms. We first explained how the real part of an MZM phase is determined

by applying a low frequency, low amplitude dither tone to the real part of the phase

and monitoring and manipulating the spectral content at the MZM output. We then

proposed a new method to set the complex phase bias based on a similar dithering

technique, which also dithers the loss in an MZM arm using a VOA. Using MATLAB

simulations with realistic operating parameters for a silicon photonic MZM, we showed

that the complex phase bias could be determined, adjusted, and maintained at any

operating point even in the presence of large (> 10%) complex phase drifts due to

time-varying environmental fluctuations. The use of this technique was shown to

improve the maximum extinction ratio of a typical modulator from about 20 dB to

& 40 dB and can be extended to use multiple nested MZIs for advanced modulators.

The biggest trade off to using this method is that the maximum extinction ratio is

limited by the dithering tones when the modulator is in the OFF state. However,

using this method typically improves the extinction ratio up to that limit.

In Chapter 4, we examined the practical considerations involved to perform com-

plex phase biasing on a fabricated silicon photonic MZM using measured data. We

first explained how to implement the complex phase shifting devices using resistive

heaters and PIN diodes integrated into waveguides in the MZM arms. We addressed

the effects of parasitic phase shifts in the heater and PIN diode waveguides and what

voltage ranges the devices need to operate within to ensure dither tones can be gen-

erated without distortion. It was shown that a VOA which only varies loss can be

implemented by offsetting the parasitic phase (real part) shift of a PIN diode with

the opposing phase shift of a heater. We used MATLAB to simulate the silicon

MZM model from Chapter 3 considering the real device nonidealities and showed

that even with the parasitic phase changes from practical devices, the complex phase



Chapter 5. Conclusions 60

bias could be locked and maintained with errors less than 2%. We also discussed the

state dependent losses of the modulator due to the Kramers-Kronig relations and how

it affects the optimal complex phase bias. This chapter demonstrated that using a

silicon photonic MZM for complex phase biasing is feasible.

Although this work focussed on applying the proposed complex phase biasing

approach to a silicon photonic MZM, the methodology and associated performance

improvements are general to MZMs in other material platforms. This work can be

useful to design and control advanced MZMs on SOI or other materials for next

generation optical transmitters which will use spectrally efficient modulation formats

such as M-QAM which require more stringent modulator performance specifications.

5.2 Future Work

The work presented in this thesis can provide motivation for several directions of future

research. First of all, the basic concept of real-time complex phase measurement

and biasing should be demonstrated in a physical experiment using the fabricated

PIC discussed in the previous chapter. Using the fabricated PIC and the proposed

method of complex phase measurement, the effects of complex phase drift due to

environmental fluctuations over time, and their effects on modulator performance

can be studied. In silicon MZMs, the effect of environmental changes (e.g. ambient

temperature drift) on the transfer functions of the complex phase shifting elements

and the effects on biasing the complex phase should be investigated. A PIC with

complex phase shifters having improved sensitivity for the dither signals as discussed

in the previous chapter may be investigated to achieve accurate complex phase biasing

with lower penalties than the existing PIC.

Once the concept of complex phase biasing has been demonstrated with a 1 × 1

MZM for digital communication purposes, the improvements and trade-offs to ap-

plying complex phase biasing to other MZI structures such as nested MZMs, filters,

multi-port switches, and analog modulators can be further investigated. The topic of
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real-time complex phase biasing can also be applied to other device structure topolo-

gies such as ring resonators which could allow for high extinction ratio devices for

filters or modulators for example.



Appendix A

Transmission Matrix of a 2×2 MZI

A general 2×2 Mach-Zehnder Interferometer (MZI) is composed of a 2×2 coupler

followed by the phase shifting arms and another 2×2 coupler. A diagram indicating

these sections is shown below in Figure A.1 where A to D represent the complex field

at the points labelled. The transfer matrix realization of the MZI will follow in a

similar manner to that given in [77] which does not consider reflections.

Figure A.1: Illustration of 2×2 MZI (taken from [77])

Regardless of the type of coupler used (e.g. directional coupler, multi-mode inter-

ferometer, adiabatic coupler), the transfer matrix of the first coupler can be written

generally as

B1

B2

 =

tC1−11 tC1−12

tC1−21 tC1−22


A1

A2

 = TC1

A1

A2

 , (A.1)

where all elements of TC1 are complex in general. Since all passive optical elements
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are reciprocal, we can further say that tC1−12 = tC1−21 for all coupler types. It will be

assumed that the cross-coupling losses are the same going from A1 → B2 as A2 → B1

and similarly that the through-coupling losses A1 → B1 are the same as A2 → B2.

The energy conservation equation is

|B1|2 + |B2|2 =
(
a2C1−t + a2C1−κ

) (
|A1|2 + |A2|2

)
, (A.2)

where aC1−t and aC1−κ are the real through-port and cross-port field losses of the

coupler respectively. Expanding and squaring equation A.1 yields:

|B1|2 = |tC1−11|2|A1|2 + |tC1−12|2|A2|2 + tC1−11t
∗
C1−12A1A

∗
2 + t∗C1−11tC1−12A

∗
1A2 (A.3a)

|B2|2 = |tC1−21|2|A1|2+ |tC1−22|2|A2|2+tC1−21t
∗
C1−22A1A

∗
2+t∗C1−21tC1−22A

∗
1A2. (A.3b)

Putting equation A.1 into equation A.3 gives:

a2C1−t + a2C1−κ = |tC1−11|2 + |tC1−21|2, (A.4a)

a2C1−t + a2C1−κ = |tC1−12|2 + |tC1−22|2, (A.4b)

and:

tC1−11t
∗
C1−12 + tC1−21t

∗
C1−22 = 0. (A.5)

Using reciprocity (tC1−12 = tC1−21) and equation A.4, it is found that |tC1−11|2 =

|tC1−22|2. From the same equations we can define tC1−11 = tC1−22 = aC1−t and tC1−12 =

tC1−21 = aC1−κe
−jφC1 where φC1 is found to be −π

2
using equation A.5. It should be

obvious that a2C1−t + a2C1−κ ≤ 1 since we are assuming the coupler is passive. It is

worth mentioning in passing that the convenient value of φC1 = −π
2

comes from the

energy conservation assumption given above in equation A.2 which simplifies equation

A.4. This analysis is valid for most decent (low-loss) couplers and is used in virtually
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all analysis since it applies equally well to most couplers1. The transfer matrix of the

first and second couplers can then be written as

TC1 =

 aC1−t jaC1−κ

jaC1−κ aC1−t

 (A.6a)

TC2 =

 aC2−t jaC2−κ

jaC2−κ aC2−t

 . (A.6b)

The phase shifter arms section in the MZI is simply made up of two independent

delay lines which can be arbitrarily unbalanced in both phase and loss. The transfer

matrix relation for the phase shifter arms section is given by

C1

C2

 =

aA1e−jφA1 0

0 aA2e
−jφA2


B1

B2

 = TA

B1

B2

 . (A.7)

Therefore, the total transfer matrix relation of the MZI can be written as:

D1

D2

 = TC2TATC1

A1

A2

 =

t11 t12

t21 t22


A1

A2

 . (A.8)

In practice, only one of the input ports is excited – say A1, while A2 = 0. Furthermore,

this work focusses on incoherent detection so we are only interested in the intensity

transmission. The intensity transfer functions for the through and complementary

ports can finally be written as

Tthrough = |t11|2 =

∣∣∣∣D1

A1

∣∣∣∣2 = a2t,1 + a2t,2 − 2at,1at,2 cos(φ), (A.9a)

Tcomp = |t21|2 =

∣∣∣∣D2

A1

∣∣∣∣2 = a2c,1 + a2c,2 + 2ac,1ac,2 cos(φ), (A.9b)

where the definitions of at,1, at,2, ac,1, ac,2, and φ are provided in Table A.1.

1For the interested reader, the secondary effect of how imbalanced splitting and losses in a coupler
can affect the phase difference of the complementary port are discussed in the appendix of [78]
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Table A.1: MZM field loss and phase in each arm

Paremeter Definition Description

at,1 aC2−taA1aC1−t Total field loss in arm 1 to output port D1

at,2 aC2−κaA2aC1−κ Total field loss in arm 2 to output port D1

ac,1
aC2−κ
aC2−t

at,1 Total field loss in arm 1 to output port D2

ac,2
aC2−t
aC2−κ

at,2 Total field loss in arm 2 to output port D2

φ φA1 − φA2 Phase difference between arms in the MZI

If the second coupler is a perfect 50/50 splitter-combiner (i.e. aC2−t = aC2−κ),

the through and complementary port transfer functions will be the same but out of

phase by π (hence the name ‘complementary’ port) which should be obvious since all

of the light can only appear at one port at a time. However, in general it cannot be

assumed that the either coupler has any precise splitting ratio.
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