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Components of Disparity Vergence Eye Movements:
Application of Independent Component Analysis

John L. Semmlow?* Fellow, IEEEand Weihong Yuan

Abstract—The “dual mode” theory for the control of disparity  precise eye movements using computational elements (i.e.,
vergence eye movements states that two control components, a preneurons) that have substantial processing delays. The basic

programmed “transient” component and a feedback-controlled — gyrateqy used by vergence neural processes to coordinate the
sustained” component, mediate the motor response. Although t ient and tained s i K

prior experimental work has isolated and studied the transient ransient and sustained components 1S unknown. .
component, little is known of the sustained component's contri- 10 study these control components, it would be helpful to find

bution to the dynamic vergence response. The timing between some way to isolate them, as has been done with other vergence
the two components and their relative magnitudes are of interest components. Studies that employ careful model simulation of

as they relate to the strategies used by the brain to coordinate yarqance responses can be used to estimate hidden features such
and control the two components. Modeling studies provide an . - . .
estimate of component magnitudes, but cannot uniquely identify as the underlying C(_)mpo_nents_, but this apPVO"’?Ch requires a fair
component timing nor can the provide detailed information on number of assumptions including the relative timing of the two
component dynamics. Here, an eigenvector analysis is applied components [13]. (These studies could only provide a range of

to a multivariate data set consisting of multiple responses to a possible delay times between the onset of the transient and sus-
step stimulus to confirm the presence of two major components tained component [13].)

in the vergence response. Next, a new application of independent H introd ht luating th
component analysis is used to estimate the activation patterns '€, W€ Introduce a néw approach {o evalualing the con-

of the two components. Results from five subjects show that the tribution of vergence control components to a combined re-
sustained component is activated concurrently with the transient sponse. While the technique will be applied to vergence motor

component, dominates the later portion of the response, and responses, it is applicable to any time response that may be con-
maintains final position. trolled by multiple components provided multiple observations
Index Terms—bisparity vergence response, eye movements, in-can be obtained. The technique is based on independent com-
dependent component analysis, principal component analysis, ver- ponent analysis (ICA) [14]-[17] applied to ensemble response
gence components. data. In its usual applications, ICA requires several different
signals representing various linear combinations of the sources.
|. INTRODUCTION These signals are acquired from measurements taken at different
hysical locations. In this application of ICA, each of a number

of the eyes, develop in response to several visual a Elvergence responses produced by the same stimulus is treated

psychological clues associated with depth and the major drivéls & separate s_|gnal. The underlying compone_nts are the tran-
@qt and sustained components that are combined in a normal
e

provided by target vergence angle and the associated dispa‘T‘l . .
[1], [2]. Disparity vergence was traditionally thought to pdesponse. ICA requires that the components be independent and

the result of a single control process [3], [4], one which UsS all errors are introduced by the loss of independence between
feedback to produce the very small err,or i’n fixation whick® neural sources due to stimulus-induced synchronization. A

follows a vergence response (of the order of minutes of arc [5 ere_ctlve algorithm h_as be_e n developed and is described in
However, considerable experimental evidence amassed in Ict_|0ns_ll and |ll. Simulations O.f a two-component model
laboratory [6]-[10] and elsewhere [11] indicates that respons%sd'Sp.arlty vergence [10], [13] V.V.'” be used to .evalu.ate the
to simple step changes in target vergence are mediated bya“ggg[ectwe algorithm and the ability of ICA to identify the

two control processes: a preprogrammed component giviHche'r.Iylng ciwpdonen'ts;.t timate th ber of ind dent
rise to a fast “transient” motor response, and a “sustained” arious methods existlo estimate the number of Independen

feedback component which more slowly brings the eyes ggmponents. Here, we use the traditional "Scree” PIOt which
the final, highly accurate vergence position. The motivati@gf]jsphs eigenvalue against component number. Typically, such

ERGENCE movements, the inward or outward turnina

for this multicomponent strategy is the need to generate ra ,ts show a steep |_n|t|al fgll n eigenvalue after which the curve
attens. The data dimension is chosen as the number just before

the curve flattens [18].
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Simulations indicated that 25 individual responses were suffi- 5[
cient to determine accurate estimates of the two componen
(under certain constraints detailed below). Here, we will use ) e
from 30-45 individual responses to vergence step stimuli. A~ 4|~
typical example of an ensemble of disparity vergence response¢ §
is shown in Fig. 1. Similar data were acquired on five subjects2
all of which had normal uncorrected binocular vision and could &
perform the experiments without difficulty. éj
The stimulus apparatus and data acquisition has been d'g 2 —
scribed in detail elsewhere [6]-[10], [13]. The stimulus target>
consisted of two short (2 vertical lines viewed as a stereo-
scopic which were manipulated to produce®sstep change in
vergence position. While the amplitude was predictable, stim-
ulus onset was randomized to discourage prediction. Only cor l ‘ \ \
vergence (inward moving) responses were used in this ana 0.0 0.5 1.0 1.5 20
ysis. At least 80 responses were usually acquired to insure tt Time (sec)
required number of artifact-free responses. Common artifacts L _
that necessitated rejection of a response included large or basqm'usAs”uggffnf{}g,"fngfv‘;%2ﬁt‘_’tfj_'}govfeﬁeeﬁ‘g3a’ﬁ§gﬁi”5.e5 o a step change in
. ty is seen. Subject: CO1.
timed saccades and occasional blinks. Binocular eye position
was recorded by means of a Skalor infrared eye movement mon-
itor (Model 6500). Calibration on done on each response, aM@rgence responses are certainly nongaussian, and while no

responses were sampled at 200 Hz., well above the Nyquist féRlogical process is likely to be truly linear, extensive eye
quency for vergence eye movements. movement data indicate that separate neural signals, such as

those from version and vergence neural centers do combine
more-or-less linearly. While the sources are thought to be
produced by different neural centers, the initial portions of
ICA is an analytical method that can isolate individudi"®S€ components may not be completely independent due
components from a linear mixture provided the componeri@ Stimulus-induced synchronization; that is, activation by a
are nongaussian and sufficiently independent [14]-[17]. T@mmon stimulus could induce atemporaryc_orrelathn bet_ween
basic principles behind ICA are well described in number R€Ir responses. As these responses continue, this “stimulus
references [14]-[17] and a readable, comprehensive treatm@ifgct’ diminishes so that the components become independent
can be found in reference [14]. The ICA model is a generatigi!fing the latter portion of the response. To avoid this stimulus
model: it attempts to explain how the sources (in this cadiduced synchronization, the evaluation of the mixing matrix,

the components) are mixed to generate the observed sigfhidVas performed only on the latter portion of the responses.
based on a linear mixing model [14]-[17] The unmixing matrix,l/, obtained from the partial responses

was then applied to the entire response (including the initial
portion) to estimate the underlying motor componestsin
some cases, this produced an error in the initial portion of the
response which could be corrected by an additional rotation
where x includesm response vectors:{ is the number of g5 described in Section IlI-B.

signals in most applications, but the number of individual Several popular ICA algorithms are available from the Web
responses in our application), amdncludesn source vectors ags MATLAB script files. In this study, we investigated two
(n is the number of sources, or components in our applicatios),ch algorithms: the “FastICA” algorithm developed by the ICA
The noise vector represents the disturbances in the form@®yfoup at the Helsinki Universityand the “Jade” algorithm for
additive noise independent of the source vestofhe goal of real-valued signals developed by J.-F. Cardosdthough the

ICA is to identify the linear mixing matrixA. Inverting the two algorithms performed nearly the same on both simulated
mixing matrix produces an “unmixing” matrid/ = A~', and experimental data, the “FastiCA” algorithm was selected
that can be used to estimate the unobservable source vegirit was found to converge somewhat more reliably than
s (s = Ux). Determining the mixing matrix is accomplishedhe Jade algorithm. Both algorithms were implemented under
by linear transformations of the data set (i.e., rotations aggindows-based Matlab, and performed the analysis in only a
scalings) with the goal of optimizing some objective functiorew seconds on a 500-MHz PC.

related to statistical independence, such as a measure Ofo app|y ICA to ensemble vergence response datal each re-
nongaussianity. There are a number of different approachesdgbnse is treated as an observed signal. The responses consisted
estimating4, differing primarily in the objective function that of 2 s of dynamic vergence following & 4tep stimulus. (Ver-

is optimized and the optimization method [14]. gence is taken as the difference in the position of the two eyes

The critical assumptions in ICA are that the variables aggd is computed from the individual eye movement recordings.)
statistically independent, have nongaussian distributions, and

are linearly mixed. Application of ICA requires verification 2nttp:/mww.cis.hut.fi/projects/ica/fastica/fp.html.
of the existence of the sources and that they mix linearly.3http://sig.enst.fr~cardoso/stuff.html.

B. Independent Component Analysis

X = As + noise
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An ensemble of 40 individual responses is shown in Fig. 1. Sim-
ulations showed that the algorithms produced more accurate re-
sults if the data sets were symmetrical, so each response was
modified by adding the inverted response to the end of the ac-
tual response to make the ensemble data symmetric. While this
operation does not add any new information to the data set, it
does change its statistical properties. Specifically, a modified,
symmetrical data set showed a greater difference in the ratios be-
tween the first three eigenvalues as compared with the original
data set. After analysis, the inverted responses were discarded. : : ‘
Results presented below show that the vergence responses 00 05 10 15 20
contain only two major components, so the ICA algorithm was Time (sec)
set to isolate two sources. When the number of sources is less @
than the number of observations, as is the case here, the FastICA
algorithm uses a preapplication of principal component analysis
(PCA) to reduce the dimensionality of the data set [14]. Due
to inherent ambiguities, ICA cannot determine the scale of the
components. The initial preresponse period can be used to es-
tablish a zero reference for the components. To determine the
amplitude, we note that the sum of the two components should
equal the average vergence response. Hence, the amplitude of
the individual components was adjusted until their sum equaled
the average response. Since there were only two components
with quite different time characteristics, the amplitude scaling ‘ ‘ ‘ ‘
was uniquely determined by matching the average response. 0 05 10 15 20
Amplitude scaling was implemented using the MATLAB basic Time (sec)
optimization routiné. )

Vergence Position (deg)

Experiment
----- Simulation

o o o o
w 0 o

Standard Deviation {deg)

C. ICA Evaluation, Compensation and Model Simulations Fig- 2. (a) An ensemble of 40 simulated disparity vergence responses to a step
change in stimulus produced by the model in Fig. 2. (b) Ensemble standard

Model simulations were used to verify that this applicatiofieviations derived from experimental and simulated response ensembles. Solid
of ICA was able to identify the underlying control CornpO_Iines: Ensemble standard deviation from the responses of subjects C01 and LO1.
. . Dashed line: Ensemble standard deviation of simulated data.
nents. Simulations were also used to develop and evaluaté
the algorithm to correct for errors related to stimulus-induced
loss of independence as described below. The model useddeviation computed from the simulated responses of Fig. 2(a)
simulations was the well-established Dual-Component moddpng with the ensemble standard deviation computed from
developed in our laboratory. Details of the model’s structuréxperimental response ensembles of two subjects (solid lines).
parameters and behavior are well described elsewhere [Mthough the general structure of the ensemble standard devia-
[13], [19]. The advantage of this model-based evaluation is tHian of real data is more complicated than that produced by the
the underlying control components are directly available @odel, Fig. 2(b) shows that the variability of the simulated data
model outputs. Ensemble averages were determined for eéchoughly similar to that of the real data and the magnitude
component after the component was filtered by the oculomo@ this variability (as represented by the standard deviations)
plant. Usually 40 model responses were simulated. falls between that of the two subjects. The simulations will
Component variability was simulated by randomly varyin§e used only to evaluate the ICA analysis procedures, so an
seven model parameters associated with the two compon@pproximate match between simulated and experimental data
processes. Specifically, variability in the transient componeigtsufficient. Since the delay between the onset of the transient
was simulated by randomly varying onset time, the pulg#d sustained component was not known, simulations were
width, and the amplitude of the transient pulse. Variation ione with nominal delays between 0.0 and 200 ms.
the sustained component was produced by randomly varying
the onset time, the dynamics (a slew rate parameter), and BhePrincipal Component Evaluation of the Number of
amplitude. In addition, the major time constant of the motdndependent Components
plant was varied within known physiological ranges [20]. The sSeveral criteria exist for selecting the number of significant
range over which these various parameters should be randogdynponents in a multivariate data set. The technique used here
varied was empirically determined to provide an approximaggamines the data set eigenvalues searching for a knee or break-
match to the variability seen in experimental data. Fig. 2(8bint in a plot of eigenvalue against number of components
shows a typical ensemble of simulated disparity vergen&ge so-called “Scree” plot [18]). The eigenvalues were deter-
responses. Fig. 2(b) (dashed line) shows the ensemble standgirsbg using the MATLAB “princmp” routine which is based
4The routine “fins,” recently renamed “fminsearch” uses the Nelder—Me21 Singular value decomposition. Fig. 3 (upper left) shows the
simplex, or direct search, method. Scree plot obtained from the simulated responses of Fig. 2(a).
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Fig. 3. Scree plots, plots of the eigenvalues found for the data set against

eigenvalue number, for the five subjects (labeled) and simulated data (upper 0

left). The simulated data is known to contain only two components and the ‘ ‘ : ‘
curve flattens for eigenvalue numbers three and higher. The plots from the 0.0 0.5 1.0 1.5 20
subject data are qualitatively similar indicating the subject data also contains Time (sec)

two components. ©

Fig. 4. Components found by ICA in simulated data (solid lines). The dashed

The curve descends steeply then flattens for eigenvalue numbpiegs are ensemble averages of the two simulated motor components. The
all response average is also shown (thin dotted line). (a) The sustained

greater than three. This would indicate that the data set Contag ponent follows the activation of the transient component by 50 ms in

only two uncorrelated sources, as is known to be the case witl3 simulation. A close match is found between the component averages
this simulated data. and the components identified by ICA. (b) When the sustained and transient
components were activated simultaneously (or less than approximately 30 ms
apart), a small error is seen in the initial portion of the component estimations.
(c) Application of an additional post rotation and scaling to the initial portion
of the response essentially eliminates this error. Note that this corrective
algorithm was not required in the analysis of actual vergence data shown in
Fig. 5 even if the two components had the same onset time. Bel@y 50 and

.0 ms; Om rr .
Fig. 3 plots the Scree plots for the five subjects studied as wg)ﬁ 0:0ms; () 0.0 me carrected

as that of the simulated data. Note that all subjects show Scree | sianals th | b h f h l'si
plots that are qualitatively similar to the Scree plot of the sinfl€Ur& signais themselves, but rather reflects these neural sig-

ulated data: the curves tend to flatten above the second eig ﬁl-s after they are filtered by the oculomotor plant. In Fig. 4(a)

value. This indicates that the subject data also consisted of t G average delay between the tran3|enF anq .sustamed com-
primarily components. ponent was 50 ms and the components identified by the ICA

analysis closely match the actual average component gener-
. . ated by the model. When the two components were activated
B. Simulation Results simultaneously (or for separations less that approximately 30
Unlike experimental conditions where only the combineths), small errors were noted in the estimates of the initial

response can be measured, simulations can provide the undegments, Fig. 4(b), although the later segments are estimated
lying components directly. Fig. 4(a) shows the average transi@atrectly. The source of this small error is attributed to the loss
and sustained component (components labeled) along with tiéndependence between the components due to their simul-
overall average response (dashed lines) which is simply the stameous activation by the stimulus, and an additional rotation
of the two components. Note that the contribution of the twand scaling was used to correct this initial error. Specifically,
components to the combined response is not the same astligeinitial segment of the components was orthogonally rotated

Ill. RESULTS

A. Number of Components
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Fig. 5. Components of disparity vergence found by ICA in five subjects along with the response average (dashed line). No compensation was ttezgeéred for
data.

until both components were nonnegative. Following rotationgsponse (dashed line) varies considerably across the five
the components were re-scaled to the match the later casmbjects, yet the underlying components are qualitatively
ponent segments which were unaltered by the compensatsimilar: a transient component is found in the initial portion of
process. Fig. 4(c) shows that this correction algorithm resultdte response that decays to near zero after 600-800 ms; and
in a very close match between simulated and estimated coansustained component becomes active at approximately the
ponent responses. We note that this correction algorithm wsesme time and dominates the latter portion of the response. In
never required for real data; that is, the sustained componemtst subjects, the sustained component shows a fairly rapid
evaluated from actual subject data never showed the negatige in the first 500—800 ms followed by a gradual rise to the
values seen in Fig. 4(b). This indicates that there is greafiral value during the subsequent 1.5 s.

independence between two components in the real situation

than in simulated data. We speculate that this independence is V. DISCUSSION ANDCONCLUSION

likely the result of a greater number of fluctuating variables in . .
the real physiological system than represented in the model!CA can be applied to ensemble data to extract the underlying
components from a combined response, but some caution must

be observed. In our application, a correction to the initial seg-
ment of the components was required to compensate for stim-
Fig. 5 shows the component contributions found from th@us induced loss of independence in simulated data, although
ensemble disparity vergence response data of our five subjethgs correction was not needed for subject data. It is also impor-
Also shown are the average responses computed from thet to use data that are relatively free of artifact as only a few
ensemble data (dashed line). The dynamics of the averagsponses with large artifacts can adversely affect the analysis.

C. Experimental Results
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A major limitation of the method is that it can only be apfesponse variability which manifests as modifications in the
plied to an ensemble of responses, and it provides estimates angrall response trajectory. The algorithms used here appear to
of component averages. This precludes its application to thdserobust to the noise levels in our eye movement recordings,
problems were only a single, or a small number of responsathough it is also possible that this noise may affect some
can be obtained. A problem related to the averaging naturesofiall details of the isolated components.
the technique can occur if the variability in the onset delay (i.e., As an analysis procedure, ICA is relatively new and the
the response latency) is large in comparison to the responset@ghniques are changingalmostdaily. Itislikely thatthe advances
namics. A wide variation in a component’s onset time will tendill extend the method to be more generally applicable, require
to reduce the dynamics of the ensemble avefagsulting inan fewer number of observations, and be more tolerance of noise.
inaccurate estimate, particularly of the faster component (in ddowever, in its current state of development, ICA can be
case, the transient component). Simulations in which the vaprofitably applied to a large number of biological behaviors.
ability in the latency was large in comparison to the responge@iture applications in our laboratory will study the changes in
dynamics (25% of the approximate time constant) showed thl@mponents associated with fatigue, adaptation, and the use
the transient component was underestimated by 20% with a cof-prediction.
responding overestimation of the sustained component. Hence,
for responses that have large latency variations compared with REFERENCES
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