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Configurable Convolutional Neural Networks for classifying images 

using TensorFlow 

Yupeng Wang, Ph.D., Data Scientist 

Overview 

Convolutional Neural Networks (CNNs), a type of deep learning frameworks, are very powerful 

in image recognition. TensorFlow has become a popular tool for applying deep learning models. 

Although there are a bunch of tutorials on the TensorFlow website, it is difficult to apply those 

tutorials to new problems. In real applications, deep learning models should be continuously 

tuned until an effectiveness criterion is reached. Thus, modifying source code to adjust model 

parameters is inconvenient. I developed a toolkit which can take in a configuration file and then 

classify different images accordingly. Wrapper scripts are also provided to enhance convenience. 

In this demo, I build a CNN model to classify different animals including cats, dogs and cows. 

The source code can be downloaded from https://github.com/wyp1125/cCNN-Image-Classifier. 

Key techniques: deep learning, convolutional neural network, python, TensorFlow, bash, 

wrapper, json, numpy, logging, image recognition, OpenCV 

Raw data      

Raw data are image files in “jpg” format. The image files are assumed to have at least one cat, 

dog or cow which can be clearly distinguished by eyes.  

  

Images of any size are fine at the beginning and I will have a procedure of preprocessing. For 

each class of animals, at least several hundreds of files are needed. Here I use the URLs provided 

by ImageNet (http://www.image-net.org). Each line is in the format: 

GroupID_ImageID  URL 

The map between GroupIDs and classes can be found from its website. I made a python script 

(batch_image_download.py) to download all the images for a group ID.  

https://github.com/wyp1125/cCNN-Image-Classifier
http://www.image-net.org/
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Some downloaded image files may be broken, too small, or without 3 channels. Thus, the images 

should be further filtered by the filter_images.py python script. 

 

 

 

 

 

 

 

 

 

 

 

 

import sys 
import subprocess 
import os 
if len(sys.argv)<3: 

print("group_id output_dir start_id") 
quit() sta=0 

if sys.argv[3]!='': 
sta=int(sys.argv[3]) 

if os.path.isdir(sys.argv[2])==False: 
os.mkdir(sys.argv[2]) 

cmd="grep "+sys.argv[1]+" all.urls" 
p=subprocess.Popen(cmd,shell=True,stderr=subprocess.PIPE,stdout=subprocess.PIPE) 
out,err=p.communicate() 
urls=out.strip().split("\n") 
n=0 
for line in urls: 

if n>=sta: 
    word=line.strip().split("\t") 
    cmd1="wget "+word[-1]+" -O "+sys.argv[2]+"/"+str(n)+".jpg" 
    p1=subprocess.Popen(cmd1,shell=True,stderr=subprocess.PIPE,stdout=subprocess.PIPE) 
    out1,err1=p1.communicate() 
n=n+1 

print(n) 

import sys 
import subprocess 
import os 
import cv2 
if len(sys.argv)<3: 

print("input_folder output_folder #num") 
quit() 

if not os.path.exists(sys.argv[2]): 
os.makedirs(sys.argv[2]) 

cmd="ls "+sys.argv[1] 
p=subprocess.Popen(cmd,shell=True,stderr=subprocess.PIPE,stdout=subprocess.PIPE) 
out,err=p.communicate() 
fls=out.rstrip("\r\n").split("\n") 
n=0 
for fl in fls: 

pth=sys.argv[1]+"/"+fl 
img=cv2.imread(pth) 
try: 
    ht,wt,ch=img.shape 
    if ht>=200 and wt>=200 and ch==3: 
        os.system("cp "+pth+" "+sys.argv[2]+"/"+str(n)+".jpg") 
        n+=1 
    if n>=int(sys.argv[3]): 
        break 
except: 
    continue 

print n 
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Description of the software 

All the parameter settings for building a CNN model should be provided in a “.json” file. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

{  
"classes":{ 
    "dogs":"/home/yupeng/bdx/image_recognition/cCNNImageClassifier_dev/training_data/dogs", 
    "cats":"/home/yupeng/bdx/image_recognition/cCNNImageClassifier_dev/training_data/cats", 
    "cows":"/home/yupeng/bdx/image_recognition/cCNNImageClassifier_dev/training_data/cows"}, 
"train":{ 
    "validation_size":0.2, 
    "batch_size":32, 
    "img_size":128, 
    "channel":3, 
    "run_dir":"/home/yupeng/bdx/image_recognition/cCNNImageClassifier_dev/run1", 
    "learning_rate":0.0001, 
    "num_iterations":3000, 
    "optimizer":"Adam", 
    "model_name":"cat_doc_cow_classifier"}, 
"model":{ 
    "cv1":{ 
        "type":"convolutional",  
        "input":"x", 
        "filter_size":3, 
        "num_filters":32, 
        "activation":"relu", 
        "pooling":"max_pool", 
        "win_strd_size":2}, 
    "cv2":{ 
        "type":"convolutional", 
        "input":"cv1", 
        "filter_size":3, 
        "num_filters":32, 
        "activation":"relu", 
        "pooling":"max_pool", 
        "win_strd_size":2}, 
    "cv3":{ 
        "type":"convolutional", 
        "input":"cv2", 
        "filter_size":3, 
        "num_filters":64, 
        "activation":"relu", 
        "pooling":"max_pool", 
        "win_strd_size":2}, 
    "flt":{ 
        "type":"flatten", 
        "input":"cv3"}, 
    "fc1":{ 
        "type":"fc", 
        "input":"flt", 
        "num_outputs":128, 
        "activation":"relu"}, 
    "fc2":{ 
        "type":"fc", 
        "input":"fc1"} 
} 

} 
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Most parameters in the “.json” file are self-explanatory. The CNN model should be configured 

under the “model” section. The naming of a layer is flexible, but the layer type must be chosen 

from “convolutional”, “flattern” or “fc” (i.e. fully connected). Layers can be conveniently added 

or deleted, provided that a sequence of layers is established: for the first layer, the input must be 

“x”, while for subsequent layers, the input is the name of the previous layer. 

The next step is to train the specified CNN model using TensorFlow. There are several checkups 

of the Linux environment prior to running TensorFlow, so I made a wrapper script (runCNN.sh) 

to invoke the multiple steps for the training at once. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

#!/bin/bash 
usage() { 
cat << EOF 
usage: $0 options 
This script runs a customized CNN model to distinguish images with different classes of objects. A 
configuration json file should be supplied. 
OPTIONS: 

-h help, Show this message 
-i configuration json file (required) 

EOF 
} 
if [ "$#" -eq "0" ]; then 

usage; 
exit; 

fi 
while getopts "hi:" OPTION 
do 

case $OPTION in 
    h) usage ; exit 1 ;; 
    i) json=$OPTARG ;; 
    ?) usage ; exit ;; 
Esac 

done 
if [ ! -f $json ]; then 

echo "The configuration json file does not exist!"; 
exit; 

fi 
PYTHON3=/usr/bin/python3 
if ! [ -x "$PYTHON3" ]; then 

echo "Python3 could not be found!"; 
exit; 

fi 
tf_activate=/home/yupeng/tensorflow/bin/activate 
if ! [ -f "$tf_activate" ]; then 

echo "TensorFlow could not be found!"; 
exit; 

fi  
source ${tf_activate} 
echo "Tensorflow is activated!" 

${PYTHON3} train_cnn.py $json 
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To run the wrapper, the path to the json file should be provided using the “-i” option. The 

wrapper primarily calls the train_cnn.py program, which itself will further call dataset.py and 

layer_function.py. These three python programs are the core programs to build the CNN model. 

Because these python programs are a little long, I do not show the source code here. Actually, 

the source code can be found from my Github repo: 

train_cnn.py: https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/train_cnn.py 

dataset.py: https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/dataset.py 

layer_function.py: https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/layer_function.py 

 

When the programs are executed, the screen outputs the shapes of different layers: 

 

and the training and validation accuracy at each epoch: 

 

The model training completed at the 82nd epoch, with training accuracy of 100% and validation 

accuracy of 56.2%. Note that this validation accuracy is not high enough for real applications, 

but is adequate to demonstrate that the model is functional correctly because the random chance 

is only 33.3%. Actually, fine-tuning a CNN model can be a time-consuming task. 

After the CNN model is built, I can implement the model to classify new images. Here, I still 

restrict that the images for prediction have at least one cat, cow or dog. For the prediction stage, I 

also made a wrapper script predCNN.sh.  The wrapper should be fed with the json file (“-i” 
option), a folder containing new images (“-f” option), and an output file (“-o option).   

 

 

 

https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/train_cnn.py
https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/dataset.py
https://github.com/wyp1125/cCNN-Image-Classifier/blob/master/layer_function.py
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I created a folder containing 500 images (none of the training images should be used), and ran 

the prediction wrapper script on this folder. A portion of the output file is displayed below: 

#!/bin/bash 
usage() { 
cat << EOF 
usage: $0 options 
This script uses an established CNN model for different classes of objects to distinguish any new images. The 
configuration json file for the CNN model should be supplied. 
OPTIONS: 

-h help, Show this message 
-i configuration json file (required) 
-f folder containing new images for classification (required) 
-o output file (required) 

EOF 
} 
if [[ "$#" -lt 6 ]]; then 

usage; 
exit; 

fi 
while getopts "hi:f:o:" OPTION 
do 

case $OPTION in 
    h) usage ; exit 1 ;; 
    i) json=$OPTARG ;; 
    f) folder=$OPTARG ;; 
    o) out_file=$OPTARG ;; 
    ?) usage ; exit ;; 
esac 

done 
if [ ! -f $json ]; then 

echo "The configuration json file does not exist!"; 
exit; 

fi 
if [ ! -d $folder ]; then 

echo "The folder containing new images does not exist!"; 
exit; 

fi 
PYTHON3=/usr/bin/python3 
if ! [ -x "$PYTHON3" ]; then 

echo "Python3 could not be found!"; 
exit; 

fi 
tf_activate=/home/yupeng/tensorflow/bin/activate 
if ! [ -f "$tf_activate" ]; then 

echo "TensorFlow could not be found!"; 
exit; 

fi 
source ${tf_activate} 
echo "Tensorflow is activated!" 

${PYTHON3} predict_cnn.py $json $folder $out_file 
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In the output file, the first column contains the names of the images for prediction; the last 

column contains the predicted class; while the columns in the middle are the probabilities of each 

class. 

 

 


