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#### Abstract

.

This paper deals with convergence results for a special class of Runge-Kutta (RK) methods as applied to differential-algebraic equations (DAE's) of index 2 in Hessenberg form. The considered methods are stiffly accurate, with a singular RK matrix whose first row vanishes, but which possesses a nonsingular submatrix. Under certain hypotheses, global superconvergence for the differential components is shown, so that a conjecture related to the Lobatto IIIA schemes is proved. Extensions of the presented results to projected RK methods are discussed. Some numerical examples in line with the theoretical results are included.
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## 1. Introduction.

Differential-algebraic equations (DAE's) of index 2 arise in many applications, such as in mechanical modelling of constrained systems (see [4, pp. 6-7] or [5, pp. 483-486 \& 539-540]). Whereas optimal convergence results for Runge-Kutta (RK) methods with an invertible RK matrix are well-known (see [4, Section 4] and [5, Section VI.7]), this paper is concerned only with RK methods having a singular RK matrix.

The main result of this article (Theorem 5.2 below) proves a conjecture (see [4, pp. 18, $46 \& 47$ ] and [ 5, p. 515]) related to the Lobatto IIIA processes which belong to the class of methods considered in this paper (see Section 2). Its proof necessitates several preliminary results which are collected in Section 3 (properties of the RK coefficients), in Section 4 (existence, uniqueness of the numerical solution, and influence of perturbations), and in Section 5 (estimates of the local error and
convergence). Extensions of the previous results to projected RK methods are discussed in Section 6. Finally, some numerical experiments are given in Section 7 which illustrate the theoretical results. Let us mention that all the results presented in this paper remain valid for some other types of DAE's (for further details see [4, pp. 5 \& 30]).

In this report, we consider the following system of DAE's given in an autonomous and semi-explicit formulation (or Hessenberg form)

$$
\begin{array}{ll}
y^{\prime}=f(y, z) . & y\left(x_{0}\right)=y_{0} \in \mathbb{R}^{n} \\
0=g(y), & z\left(x_{0}\right)=z_{0} \in \mathbb{R}^{m} \tag{1.1}
\end{array}
$$

where the initial values $\left(y_{0}, z_{0}\right)$ are assumed to be consistent, i.e.,

$$
\begin{equation*}
g\left(y_{0}\right)=0, \quad\left(g_{y} f\right)\left(y_{0}, z_{0}\right)=0 \tag{1.2}
\end{equation*}
$$

We suppose that $f$ and $g$ are sufficiently differentiable and that

$$
\begin{equation*}
\left(g_{y} f_{z}\right)(y, z) \text { is invertible } \tag{1.3}
\end{equation*}
$$

in a neighbourhood of the exact solution (index 2).

## 2. The class of Runge-Kutta methods.

One step of an s-stage Runge-Kutta (RK) method applied to (1.1) reads (see [3], [4, p. 30] or [5, p. 502])

$$
\begin{equation*}
y_{1}=y_{0}+\sum_{i=1}^{s} b_{i} k_{i}, \quad z_{1}=z_{0}+\sum_{i=1}^{s} b_{i} l_{i} \tag{2.1a}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{i}=h f\left(Y_{i}, Z_{i}\right), \quad 0=g\left(Y_{i}\right) \tag{2.1b}
\end{equation*}
$$

and the internal stages are given by

$$
\begin{equation*}
Y_{i}=y_{0}+\sum_{j=1}^{s} a_{i j} k_{j}, \quad Z_{i}=z_{0}+\sum_{j=1}^{s} a_{i j} l_{j} \tag{2.1c}
\end{equation*}
$$

For a RK method we denote $A:=\left(a_{i j}\right)_{i, j}$ the RK matrix, $b:=\left(b_{1}, \ldots, b_{s}\right)^{T}$ the weight vector, and $c:=\left(c_{1}, \ldots, c_{s}\right)^{T}:=A 1_{s}$ the node vector where $1_{s}:=(1, \ldots, 1)^{T}$. Let $B(p)$, $C(q), D(r)$ be the following simplifying assumptions which are related to the construction of such methods

$$
\begin{array}{ll}
B(p): \sum_{i=1}^{s} b_{i} c_{i}^{k-1}=1 / k & k=1, \ldots, p \\
C(q): \sum_{j=1}^{s} a_{i j} c_{j}^{k-1}=c_{i}^{k} / k & i=1, \ldots, s,
\end{array}
$$

$$
D(r): \sum_{i=1}^{s} b_{i} c_{i}^{k-1} a_{i j}=b_{j}\left(1-c_{j}^{k}\right) / k \quad j=1, \ldots, s, \quad k=1, \ldots, r .
$$

Throughout this paper we are only interested in RK methods with $s \geq 2$ and coefficients satisfying the hypotheses

$$
H 1: a_{1 j}=0 \text { for } j=1, \ldots, s
$$

$H 2$ : the submatrix $\tilde{A}:=\left(a_{i j}\right)_{i, j \geq 2}$ is invertible;
$H 3: b_{i}=a_{s i}$ for $i=1, \ldots, s$, i.e., the method is stiffly accurate.
For these methods, the $l_{j}$ in (2.1) are not well-defined, but in order to define $y_{1}$ and $z_{1}$, it is sufficient to solve the equivalent nonlinear system (4.2) below and to apply the fourth remark hereafter.

Remarks. The following results can be easily proven.

1) The definition of $c$ coincides with the condition $C(1)$.
2) $H 3$ together with the condition $B(1)$ leads to $c_{s}=1$. If in addition $C(q)$ (resp. $\left.D(r)\right)$ is satisfied then $B(q)$ (resp. $B(r+1)$ ) holds.
3) From $H 1$ it follows that $c_{1}=0, \quad Y_{1}=y_{0}, \quad g\left(Y_{1}\right)=g\left(y_{0}\right)=0, \quad Z_{1}=z_{0}$ in (2.1), and that $A$ is singular.
4) H3 implies that $y_{1}=Y_{s}, \quad g\left(y_{1}\right)=g\left(Y_{s}\right)=0$, and $z_{1}=Z_{s}$ in (2.1).

A main advantage of methods verifying $H 1$ and $H 3$ is that the first stage of one step is equal to the last stage of the previous step which coincides with the current initial value, so that it requires no supplementary computation. The most prominent examples of such methods are given by collocation methods like the Lobatto IIIA schemes whose coefficients $c_{1}=0, c_{2}, \ldots, c_{s}=1$ are the zeros of the polynomial of degree $s$

$$
\begin{equation*}
\frac{d^{s-2}}{d x^{s-2}}\left(x^{s-1}(x-1)^{s-1}\right) \tag{2.2}
\end{equation*}
$$

and which fulfil the conditions $B(2 s-2), C(s)$, and $D(s-2)$. Due to their symmetry, they are often used for the solution of boundary value problems (see [2]).

## 3. Properties of Runge-Kutta coefficients.

This section deals with relations of the RK coefficients appearing in the demonstration of Theorem 4.4.

Theorem 3.1. Suppose that the hypotheses $H 1, H 2$ and $H 3$ are satisfied together with the condition $D(r)$. For a fixed $\rho \in \mathbb{N} \backslash\{0\}$, consider a multi-index $v=\left(v_{1}, \ldots, v_{\rho}\right)$ satisfying $v_{i} \geq 1$ and let $\alpha \geq 0 . I f|v|:=\sum_{i=1}^{\rho} v_{i} \leq r$ then we have

$$
\begin{equation*}
e_{s-1}^{T} \tilde{C}^{\alpha}\left(\prod_{i=1}^{p} M_{i}\right) \tilde{A}_{1}=e_{s-1}^{T} \tilde{C}^{\alpha} M_{1} \ldots M_{\rho} \tilde{A}_{1}=0 \tag{3.1}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\tilde{C}:=\operatorname{diag}\left(c_{2}, \ldots, c_{s}\right), \quad \tilde{A}_{1}:=\left(a_{21}, \ldots, a_{s 1}\right)^{T}, \quad e_{s-1}:=(0, \ldots, 0,1)^{T} \tag{3.2}
\end{equation*}
$$

The matrices $M_{i}$ are of the form $\tilde{A}^{v_{i}}, \widetilde{C}^{v_{i}}$ or $\tilde{A} \tilde{C}^{y_{i}} \tilde{A}^{-1}$ and it is supposed that $M_{\rho}=\tilde{A} C^{v_{\rho}} \tilde{A}^{-1}$.

Remark. Without loss of generality $\rho \leq r$ can be assumed.

Proof. In matrix notation, the simplifying assumption $D(r)$ becomes

$$
\begin{array}{ll}
\tilde{b}^{T} \tilde{C}^{k-1} \tilde{A}=k^{-1}\left(\tilde{b}^{T}-\tilde{b}^{T} \tilde{C}^{k}\right) & k=1, \ldots, r \\
\tilde{b}^{T} \tilde{C}^{k-1} \tilde{A}_{1}=k^{-1} b_{1} & k=1, \ldots, r \tag{3.3b}
\end{array}
$$

where $\bar{b}:=\left(b_{2}, \ldots, b_{s}\right)^{T}$, and H3 reads

$$
\begin{align*}
& \tilde{b}^{T}=e_{s-1}^{T} \tilde{A}  \tag{3.4a}\\
& b_{1}=e_{s-1}^{T} \tilde{A}_{1}=a_{s 1} \tag{3.4b}
\end{align*}
$$

Multiplying (3.3a) with $\widetilde{A}^{-1}$ and using $\tilde{b}^{T} \widetilde{A}^{-1}=e_{s-1}^{T}$ which follows from (3.4a), we obtain

$$
\begin{equation*}
\tilde{b}^{T} \tilde{C}^{k} \tilde{A}^{-1}=e_{s-1}^{T}-k \tilde{b}^{T} \tilde{C}^{k-1} ; \quad k=1, \ldots, r \tag{3.5}
\end{equation*}
$$

Repeated application of (3.3a), (3.4a), and (3.5) to (3.1) shows that this expression is a linear combination of terms $\tilde{b}^{T} \tilde{C}^{\gamma} \tilde{A}^{-1} \tilde{A}_{1}$ with $1 \leq \gamma \leq r$. They all vanish because of

$$
\begin{equation*}
\tilde{b}^{T} \tilde{C}^{y} \tilde{A}^{-1} \tilde{A}_{1}=e_{s-1}^{T} \tilde{A}_{1}-\gamma \tilde{b}^{T} \tilde{C}^{y-1} \tilde{A}_{1}=b_{1}-b_{1}=0 \tag{3.6}
\end{equation*}
$$

which is a consequence of (3.5), (3.4b), and (3.3b).
Lemma 3.2. Suppose that the hypotheses H1,H2, and H3 hold. Then $R(z)$, the stability function of the method, satisfies at $\infty$

$$
\begin{equation*}
R(\infty)=-e_{s-1}^{T} \tilde{A}^{-1} \tilde{A}_{1} . \tag{3.7}
\end{equation*}
$$

Proof. $R(z)$ is the numerical solution after one step of the method applied to the test equation

$$
\begin{equation*}
y^{\prime}=\lambda y, \quad y_{0}=1, \tag{3.8}
\end{equation*}
$$

with $z:=h \lambda$. By using $H 3$ we get $R(z)=y_{1}=Y_{s}=e_{s}^{T}\left(I_{s}-z A\right)^{-1} 1_{s}$. The result follows from

$$
\begin{align*}
& \left(I_{s}-z A\right)^{-1}  \tag{3.9}\\
& =\left(\begin{array}{cc}
1 & 0 \\
\left(I_{s-1}-z \tilde{A}\right)^{-1} z \tilde{A}_{1} & \left(I_{s-1}-z \tilde{A}\right)^{-1}
\end{array}\right) \xrightarrow{z \rightarrow \infty}\left(\begin{array}{cc}
1 & 0 \\
-\tilde{A}^{-1} \tilde{A}_{1} & 0
\end{array}\right)
\end{align*}
$$

## 4. Existence, uniqueness and influence of perturbations.

This section is mainly devoted to the demonstration of Theorem 4.4, which is the fundamental result. We first investigate existence and uniqueness of the solution of the nonlinear system (2.1) where $\left(y_{0}, z_{0}\right)$ are replaced by approximate $h$-dependent starting values $(\eta, \zeta)$.

## Theorem 4.1. Suppose that

$$
\begin{align*}
& g(\eta)=0  \tag{4.1a}\\
& \left(g_{y} f\right)(\eta, \zeta)=O(h) \tag{4.1b}
\end{align*}
$$

$$
\begin{equation*}
\left(g_{y} f_{z}\right)(y, z) \text { is invertible in a neighbourhood of }(\eta, \zeta) \tag{4.1c}
\end{equation*}
$$

and that the $R K$ coefficients verify the hypotheses $H 1$ and $H 2$. Then for $h \leq h_{0}$ there exists a locally unique solution to

$$
\left.\begin{array}{l}
Y_{i}=\eta+h \sum_{j=1}^{s} a_{i j} f\left(Y_{j}, Z_{j}\right)  \tag{4.2a}\\
0=g\left(Y_{i}\right)
\end{array}\right\} \quad i=1, \ldots, s
$$

with $Z_{1}:=\zeta$ and which satisfies

$$
\begin{equation*}
Y_{i}-\eta=O(h), \quad Z_{i}-\zeta=O(h) \tag{4.3}
\end{equation*}
$$

## Remarks.

1) $Y_{1}=\eta$, implied by $H 1$, shows the necessity of (4.1a).
2) The value of $\zeta$ in (4.1b) specifies the solution branch of $\left(g_{y} f\right)(y, z)=0$ to which the numerical solution is close.

We omit the proof which can be obtained similarly as in [4, Theorem 4.1] or [5, Chapter VI, Theorem 7.1] covering the case of invertible RK matrix $A$.

Our next result is concerned with the influence of perturbations to (4.2).
Theorem 4.2. Let $Y_{i}, Z_{i}$ be the solution of (4.2) and consider perturbed values $\hat{Y}_{i}, \hat{Z}_{i}$ satisfying

$$
\begin{align*}
& \hat{Y}_{i}=\hat{\eta}+h \sum_{j=1}^{s} a_{i j} f\left(\hat{Y}_{j}, \hat{Z}_{j}\right)+h \delta_{i}  \tag{4.4a}\\
& 0=g\left(\hat{Y}_{i}\right)+\theta_{i} \tag{4,4b}
\end{align*}
$$

with $\hat{Z}_{1}:=\hat{\zeta}$. In addition to the assumptions of Theorem 4.1 , suppose that

$$
\begin{equation*}
\hat{\eta}-\eta=O(h), \quad \hat{Z}_{i}-\zeta=O(h), \quad \delta_{i}=O(h), \quad \theta_{i}=O\left(h^{2}\right) \tag{4.5}
\end{equation*}
$$

Then we have for $h \leq h_{0}$ the estimates

$$
\begin{align*}
\left\|\hat{Y}_{i}-Y_{i}\right\| & \leq C\left(\|\hat{\eta}-\eta\|+h^{2}\|\hat{\zeta}-\zeta\|+h\|\delta\|+\|\theta\|\right)  \tag{4.6a}\\
\left\|\hat{Z}_{i}-Z_{i}\right\| & \leq \frac{C}{h}(h\|\hat{\eta}-\eta\|+h\|\hat{\zeta}-\zeta\|+h\|\delta\|+\|\theta\|) \tag{4.6b}
\end{align*}
$$

where $\delta=\left(\delta_{1}, \ldots, \delta_{s}\right)^{T}, \quad\|\delta\|=\max _{i}\left\|\delta_{i}\right\|$ and similarly for $\theta$.

## Remarks.

1) The conditions (4.5) ensure that all terms $O(\cdot)$ in the proof below are small.
2) The terms containing $\zeta$ - $\zeta$ will be computed in detail. This will be justified in the demonstration of Theorem 4.4.
3) We introduce the notation $\Delta \eta=\hat{\eta}-\eta, \quad \Delta \zeta=\hat{\zeta}-\zeta, \quad Y=\left(Y_{1}, \ldots, Y_{s}\right)^{T}$, $\Delta Y=\hat{Y}-Y, \quad\|\Delta Y\|=\max _{i}\left\|\Delta Y_{i}\right\|$ and similarly for the $z$-component. Over a multiple-vector a tilde ' $\sim$ ' indicates the removal of its first subvector, e.g., $\tilde{Y}=\left(Y_{2}, \ldots, Y_{s}\right)^{T}$.

Proof. $H 1$ implies that $Y_{1}=\eta$ and $\hat{Y}_{1}=\hat{\eta}+h \delta_{1}$. Therefore we have

$$
\begin{equation*}
\Delta Y_{1}=\Delta \eta+h \delta_{1}, \quad \Delta Z_{1}=\Delta \zeta \tag{4.7}
\end{equation*}
$$

which proves the statement (4.6) for $i=1$. Hence from (4.2b) and (4.4b) we deduce that

$$
\begin{equation*}
g_{y}(\eta) \Delta \eta=O\left(h\|\Delta \eta\|+h\left\|\delta_{1}\right\|+\left\|\theta_{1}\right\|\right) . \tag{4.8}
\end{equation*}
$$

For $i \geq 2$, by subtracting (4.2) from (4.4) we obtain by linearization

$$
\begin{align*}
\Delta Y_{i}= & \Delta \eta+h \sum_{j=1}^{s} a_{i j} f_{y}\left(Y_{j}, Z_{j}\right) \Delta Y_{j}+h \sum_{j=1}^{s} a_{i j} f_{z}\left(Y_{j}, Z_{j}\right) \Delta Z_{j}  \tag{4.9a}\\
& +h \delta_{i}+O\left(h\|\Delta Y\|^{2}+h\|\Delta Y\| \cdot\|\Delta Z\|+h\|\Delta Z\|^{2}\right),
\end{align*}
$$

$$
\begin{equation*}
0 \quad=g_{y}\left(Y_{i}\right) \Delta Y_{i}+\theta_{i}+O\left(\left\|\Delta Y_{i}\right\|^{2}\right) \tag{4.9b}
\end{equation*}
$$

It can be noticed that if $f_{z z}=0(f$ linear in $z)$ the expression $O\left(h\|\Delta Z\|^{2}\right)$ in (4.9a) disappears, but $O(h\|\Delta Y\| \cdot\|\Delta Z\|)$ remains. Therefore we retain all terms permitting to analyse easily this situation (see the first remark after Theorem 4.4). By using tensor notation, (4.9) can be rewritten with the help of (4.7) as

$$
\begin{align*}
\Delta \tilde{Y}= & \mathbb{1}_{s-1} \otimes \Delta \eta+h\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\} \Delta \tilde{Y}+\tilde{A}_{1} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)  \tag{4.10a}\\
& +\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\} h \Delta \tilde{Z}+h \tilde{\delta}+O\left(h\|\Delta \tilde{Y}\|^{2}+h\|\Delta \tilde{Y}\| \cdot\|\Delta Z\|\right. \\
& \left.+h\|\Delta Z\|^{2}+h\|\Delta \eta\|+h^{2}\left\|\delta_{1}\right\|\right)
\end{align*}
$$

$$
\begin{equation*}
0=\left\{g_{y}\right\} \Delta \tilde{Y}+\tilde{\theta}+O\left(\|\Delta \tilde{Y}\|^{2}\right) \tag{4.10b}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\{f_{y}\right):=\operatorname{blockdiag}\left(f_{y}\left(Y_{2}, Z_{2}\right), \ldots, f_{y}\left(Y_{s}, Z_{s}\right)\right), \tag{4.11a}
\end{equation*}
$$

$$
\begin{equation*}
\left\{f_{z}\right\}:=\operatorname{blockdiag}\left(f_{z}\left(Y_{2}, Z_{2}\right), \ldots, f_{z}\left(Y_{s}, Z_{s}\right)\right) \tag{4.11b}
\end{equation*}
$$

$$
\begin{equation*}
\left\{g_{y}\right\}:=\operatorname{blockdiag}\left(g_{y}\left(Y_{2}\right), \ldots, g_{y}\left(Y_{s}\right)\right) \tag{4.11c}
\end{equation*}
$$

Insertion of the expression (4.10a) into (4.10b) yields
(4.12) $-\left\{g_{y}\right\}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\} h \Delta \tilde{Z}=$

$$
\begin{aligned}
& \left\{g_{y}\right\}\left(1_{s-1} \otimes \Delta \eta+h\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\} \Delta \tilde{Y}+\tilde{A}_{1} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)+h \tilde{\delta}\right) \\
& +\tilde{\theta}+O\left(\|\Delta \tilde{Y}\|^{2}+h\|\Delta \tilde{Y}\| \cdot\|\Delta Z\|+h\|\Delta Z\|^{2}+h\|\Delta \eta\|+h^{2}\left\|\delta_{1}\right\|\right) .
\end{aligned}
$$

In view of (4.3) we have

$$
\begin{equation*}
g_{y}\left(Y_{i}\right) a_{i j} f_{z}\left(Y_{j}, Z_{j}\right)=a_{i j}\left(g_{y} f_{z}\right)(\eta, \zeta)+O(h) \tag{4.13}
\end{equation*}
$$

thus the left matrix of (4.12) can be written as

$$
\begin{equation*}
\left\{g_{y}\right\}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\}=\tilde{A} \otimes\left(g_{y} f_{z}\right)(\eta, \zeta)+O(h) \tag{4.14}
\end{equation*}
$$

and is invertible by $H 2$ and (4.1c) if $h$ is sufficiently small. Hence from (4.12), and by the use of $(4.8)$ for $\left(4.15^{\prime}\right)$, we get

$$
\begin{align*}
h \Delta \tilde{Z}= & -\left(\left\{g_{y}\right\}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\}\right)^{-1}\left\{g_{y}\right\}  \tag{4.15}\\
& \times\left(1_{s-1} \otimes \Delta \eta+h\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\} \Delta \tilde{Y}+\tilde{A}_{1} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)\right. \\
& +O\left(\|\Delta \tilde{Y}\|^{2}+h\|\Delta \tilde{Y}\| \cdot\|\Delta Z\|+h\|\Delta \tilde{Z}\|^{2}+h\|\Delta \eta\|\right. \\
& \left.+h\|\Delta \zeta\|^{2}+h^{2}\left\|\delta_{1}\right\|+h\|\tilde{\delta}\|+\|\tilde{\theta}\|\right) \\
= & -\left(\left\{g_{y}\right)\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\}\right)^{-1}\left\{g_{y}\right\}\left(\tilde{A_{1}} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)\right) \\
& +O\left(h\|\Delta \tilde{Y}\|+h\|\Delta \tilde{Z}\|^{2}+h\|\Delta \eta\|+h\|\Delta \zeta\|^{2}+h\|\delta\|+\|\theta\|\right) .
\end{align*}
$$

(4.15) inserted into (4.10a) leads to

$$
\begin{align*}
\Delta \tilde{Y}= & P_{\tilde{A}\left(\eta_{s-1} \otimes \Delta \eta+h\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\} \Delta \tilde{Y}+\tilde{A}_{1} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)\right)}  \tag{4.16}\\
& +O\left(\|\Delta \tilde{Y}\|^{2}+h\|\Delta \tilde{Y}\| \cdot\|\Delta Z\|+h\|\Delta \tilde{Z}\|^{2}+h\|\Delta \eta\|\right. \\
& \left.+h\|\Delta \zeta\|^{2}+h^{2}\left\|\delta_{1}\right\|+h\|\tilde{\delta}\|+\|\tilde{\theta}\|\right),
\end{align*}
$$

with the following definitions

$$
\begin{equation*}
P_{\tilde{A}}:=I_{(s-1) n}-F_{z}\left(G_{y} F_{z}\right)^{-1} G_{y}, F_{z}:=\left(\tilde{A} \otimes I_{n}\right)\left\{f_{z}\right\}\left(\tilde{A} \otimes I_{m}\right)^{-1}, G_{y}:=\left\{g_{y}\right\} \tag{4.17}
\end{equation*}
$$

We put $F_{z, 0}:=I_{s-1} \otimes f_{z}(\eta, \zeta)$ and since the projector $P_{\tilde{A}}$ satisfies $P_{\tilde{A}} F_{z}=0$, the term including $\Delta \zeta$ in (4.16) can be expressed as

$$
\begin{equation*}
P_{\tilde{A}}\left(\tilde{A}_{1} \otimes\left(f_{z}(\eta, \zeta) h \Delta \zeta\right)\right)=-P_{\tilde{A}}\left(F_{z}-F_{z, 0}\right)\left(\tilde{A}_{1} \otimes h \Delta \zeta\right)=O\left(h^{2}\|\Delta \zeta\|\right) \tag{4.18}
\end{equation*}
$$

because of $F_{z}-F_{z, 0}=O(h)$.
Lemma 4.3. In addition to the hypotheses of Theorem 4.1, suppose that the condition $C(q)$ holds and that $\left(g_{y} f\right)(\eta, \zeta)=O\left(h^{\kappa}\right)$ with $\kappa \geq 1$. Then the solution of $(4.2), Y_{i}, Z_{i}$, satisfies

$$
\begin{align*}
Y_{i} & =\eta+\sum_{m=1}^{\lambda} \frac{c_{i}^{m} h^{m}}{m!} D Y_{m}(\eta)+O\left(h^{\lambda+1}\right)  \tag{4.19a}\\
Z_{i} & =\zeta(\eta)+\sum_{n=1}^{\mu} \frac{c_{i}^{n} h^{n}}{n!} D Z_{n}(\eta)+O\left(h^{\mu+1}\right) \tag{4.19b}
\end{align*}
$$

where $\zeta(\eta)$ is defined by the condition $\left(g_{y} f\right)(\eta, \zeta(\eta))=0, \quad \lambda=\min (\kappa+1, q)$, $\mu=\min (\kappa-1, q-1)$ and $D Y_{m}, D Z_{n}$ are functions composed by derivatives of $f$ and $g$ evaluated at $(\eta, \zeta(\eta))$.

Proof. By the implicit function theorem we obtain $\zeta(\eta)-\zeta=O\left(h^{\kappa}\right)$. We define $(y(x), z(x))$ the solution of (1.1) which satisfies $y\left(x_{0}\right)=\eta$ and $z\left(x_{0}\right)=\zeta(\eta)$. The exact solution values $\hat{\eta}=\eta=y\left(x_{0}\right), \quad \zeta=\zeta(\eta)=z\left(x_{0}\right), \quad \hat{Y}_{i}=y\left(x_{0}+c_{i} h\right), \quad \hat{Z}_{i}=z\left(x_{0}+c_{i} h\right)$ satisfy (4.4) with $\theta_{i}=0$ and

$$
\begin{equation*}
\delta_{i}=\frac{h^{q}}{q!} y^{(q+1)}\left(x_{0}\right)\left(\frac{c_{i}^{q+1}}{q+1}-\sum_{j=1}^{s} a_{i j} c_{j}^{q}\right)+O\left(h^{q+1}\right)=O\left(h^{q}\right) . \tag{4.20}
\end{equation*}
$$

The difference from the numerical solution (4.2) can thus be estimated with Theorem 4.2 , yielding

$$
\begin{equation*}
\left\|Y_{i}-y\left(x_{0}+c_{i} h\right)\right\|=O\left(h^{\min (\kappa+2, q+1)}\right),\left\|Z_{i}-z\left(x_{0}+c_{i} h\right)\right\|=O\left(h^{\min (\kappa, q)}\right) \tag{4.21}
\end{equation*}
$$

Theorem 4.4. In addition to the assumptions of Theorem 4.2, suppose that the conditions $C(q), D(r)$ and the hypothesis H3 hold, and that $\left(g_{y} f\right)(\eta, \zeta)=O\left(h^{\kappa}\right)$ with $\kappa \geq 1$. Then we have
(4.22a) $\hat{Y}_{s}-Y_{s}=P(\eta, \zeta)(\hat{\eta}-\eta)$ $+O\left(h\|\hat{\eta}-\eta\|+h^{m+2}\|\zeta-\zeta\|+h\|\hat{\zeta}-\zeta\|^{2}+h\|\delta\|+\|\theta\|\right)$,
(4.22b) $\hat{Z}_{s}-Z_{s}=R(\infty)(\hat{\zeta}-\zeta)+O(\|\hat{\eta}-\eta\|+h\|\zeta-\zeta\|+\|\delta\|+\|\theta\| / h)$
where $m=\min (\kappa-1, q-1, r) \geq 0, \quad R$ is the stability function, and $P$ is the projector defined under the condition (1.3) by

$$
\begin{equation*}
P:=I_{n}-Q, \quad Q:=f_{z}\left(g_{y} f_{z}\right)^{-1} g_{y} \tag{4.23}
\end{equation*}
$$

Remarks.

1) If the function $f$ of (1.1) is linear in $z$ we have $m=\min (\kappa, q, r)$. All terms $O\left(h\|\Delta \zeta\|^{2}\right)$ in the proof below can be replaced by $O\left(h^{3}\|\Delta \zeta\|^{2}\right)$ coming from the expression $O(h\|\Delta \tilde{Y}\| \cdot\|\Delta Z\|)$ of (4.16) (in this case the terms $O\left(h\|\Delta \tilde{Z}\|^{2}\right)$ and $O\left(h\|\Delta \zeta\|^{2}\right)$ are not present), so that (4.22a) becomes
(4.22a')

$$
\begin{aligned}
\hat{Y}_{s}-Y_{s} & =P(\eta, \zeta)(\hat{\eta}-\eta) \\
& +O\left(h\|\hat{\eta}-\eta\|+h^{m+2}\|\hat{\zeta}-\zeta\|+h^{3}\|\zeta-\zeta\|^{2}+h\|\delta\|+\|\theta\|\right)
\end{aligned}
$$

2) The important result consists in the factor $h^{m+2}$ in front of $\|\zeta-\zeta\|$ in (4.22a)(4.22a').

Proof. We return to the end of the proof of Theorem 4.2 by taking Lemma 3.3 into account and using the same notations and definitions. According to (4.15') we have

$$
\begin{equation*}
\Delta Z_{s}=-e_{s-1}^{T} \tilde{A}^{-1} \tilde{A}_{1} \Delta \zeta+O(\|\Delta \eta\|+h\|\Delta \zeta\|+\|\delta\|+\|\theta\| / h) \tag{4.24}
\end{equation*}
$$

which together with formula (3.7) of Lemma 3.2 proves the statement (4.22b).
(4.22a) remains to be proved. Taking (4.16), computing $\left(I-h P_{\tilde{A}}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\}\right)^{-1}$ by means of the series of von Neumann, and using (4.18), we obtain

$$
\begin{align*}
\Delta Y_{s}= & P(\eta, \zeta) \Delta \eta-\left(e_{s-1}^{T} \otimes I_{m}\right)\left(\sum_{\delta=0}^{m-1} h^{\delta}\left(P_{\tilde{A}}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\}\right)^{\delta}\right)  \tag{4.25}\\
\times & P_{\tilde{A}}\left(F_{z}-F_{z, 0}\right)\left(\tilde{A}_{1} \otimes h \Delta \zeta\right)+O\left(h\|\Delta \eta\|+h^{m+2}\|\Delta \zeta\|\right. \\
& \left.+h\|\Delta \zeta\|^{2}+h^{2}\left\|\delta_{1}\right\|+h\|\tilde{\delta}\|+\|\tilde{\theta}\|\right)
\end{align*}
$$

With the help of Lemma 4.3, we will develop $P_{\tilde{A}}$ into $h$-powers. Let us first consider the expression

$$
\begin{align*}
G_{y} F_{z} & =I_{s-1} \otimes\left(g_{y} f_{z}\right)(\eta, \zeta(\eta))  \tag{4.26}\\
& \times\left(I_{s-1} \otimes I_{m}+\sum_{0<i+j \leq \omega} h^{i+j}\left(\tilde{C}^{i} \tilde{A} \tilde{C}^{j} \tilde{A}^{-1}\right) \otimes D_{i j}(\eta)\right)+O\left(h^{\omega+1}\right)
\end{align*}
$$

where $\omega=\mu\left(\omega=\lambda\right.$ if $f$ is linear in $z$ because $f_{z}(y, z)$ is independent of $\left.z\right)$, and the $D_{i j}$ are terms of the same type as the $D Y_{m}$ and $D Z_{n}$ of Lemma 4.3. Using again the series of von Neumann, we see that its inverse is of the form

$$
\begin{align*}
\left(G_{y} F_{z}\right)^{-1}= & I_{s-1} \otimes\left(g_{y} f_{z}\right)^{-1}(\eta, \zeta(\eta))  \tag{4.27}\\
& +\sum_{0<|\alpha|+|\beta| \leq \omega} h^{|\alpha|+|\beta|}\left(\sum_{i=1}^{\omega} \tilde{C}^{\alpha_{i}} \tilde{A} \tilde{C}^{\beta_{i}} \tilde{A}^{-1}\right) \otimes E_{\alpha \beta}(\eta)+O\left(h^{\omega+1}\right)
\end{align*}
$$

where the $E_{\alpha \beta}$ are expressions like the $D_{i j}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{\omega}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{\omega}\right)$ are multi-indices in $\mathbb{N}^{\omega}$. Here the norm of a multi-index $\gamma=\left(\gamma_{1}, \ldots, \gamma_{\omega}\right)$ is defined by
$|\gamma|:=\sum_{i=1}^{\omega} \gamma_{i}$. If we insert $\left(G_{y} F_{z}\right)^{-1}$ into the definition of $P_{\tilde{A}}$ and develop $G_{y}$ and $F_{z}$ in powers of $h$, we arrive at

$$
\begin{align*}
P_{\tilde{A}}= & I_{s-1} \otimes P(\eta, \zeta(\eta))  \tag{4.28}\\
& +\sum_{0<|\kappa|+|v| \leq \omega} h^{|x|+|v|}\left(\prod_{i=1}^{\omega} \widetilde{A} \widetilde{C}^{\kappa_{i}} \tilde{A}^{-1} \widetilde{C}^{v_{i}}\right) \otimes H_{\kappa v}(\eta)+O\left(h^{\omega+1}\right)
\end{align*}
$$

where $H_{\kappa \nu}$ are analogous to the $D_{i j}$. Further, $\kappa=\left(\kappa_{1}, \ldots, \kappa_{\omega}\right)$ and $v=\left(v_{1}, \ldots, v_{\omega}\right)$ are multi-indices in $\mathbb{N}^{\omega}$.

With these preparations we are now able to prove (4.22a) by developing into $h$-powers the expression including $\Delta \zeta$ in (4.25). For example we consider the term which corresponds to $\delta=1$ in the sum entering in (4.25)

$$
\begin{equation*}
H:=-\left(e_{s-1}^{T} \otimes I_{m}\right) h P_{\tilde{A}}\left(\tilde{A} \otimes I_{n}\right)\left\{f_{y}\right\} P_{\tilde{A}}\left(F_{z}-F_{z, 0}\right)\left(\tilde{A}_{1} \otimes h \Delta \zeta\right) \tag{4.29}
\end{equation*}
$$

As a consequence of (4.28) we obtain

$$
\begin{equation*}
H=h^{2} \sum_{1 \leq|\kappa|+|v|+|\tau| \leq m-1} h^{|\kappa|+|v|+|\tau|} C_{\kappa v \tau} \cdot K_{\kappa v \tau}(\eta) \Delta \zeta+O\left(h^{m+2}\|\Delta \zeta\|\right) \tag{4.30a}
\end{equation*}
$$

where

$$
\begin{align*}
C_{\kappa v \tau} & =e_{s-1}^{T}\left(\prod_{i=1}^{\infty} \tilde{A} \tilde{C}^{\kappa_{1 i}} \tilde{A}^{-1} \tilde{C}^{v_{1 i}}\right) \tilde{A} \tilde{C}^{\tau_{1}}  \tag{4.30b}\\
& \times\left(\prod_{i=1}^{\infty} \tilde{A} \tilde{C}^{\kappa_{2 i}} \tilde{A}^{-1} \tilde{C}^{{y_{2 i}}^{2}}\right) \tilde{A} \tilde{C}^{\tau_{2}} \tilde{A}^{-1} \tilde{A}_{1}
\end{align*}
$$

and the $K_{k v \tau}$ are other expressions like the $D_{i j}$. Further, $\kappa_{j}=\left(\kappa_{j 1}, \ldots, \kappa_{j \omega}\right)$, $v_{j}=\left(v_{j 1}, \ldots, v_{j o}\right)$ (where $j=1,2$ ) are multi-indices in $\mathbb{N}^{\omega}$, and we also have $\kappa=\left(\kappa_{1}, \kappa_{2}\right),|\kappa|:=\left|\kappa_{1}\right|+\left|\kappa_{2}\right|, v=\left(v_{1}, v_{2}\right),|v|:=\left|v_{1}\right|+\left|v_{2}\right|, \tau=\left(\tau_{1}, \tau_{2}\right)$ with $\tau_{2}$ strictly positive. The coefficients $C_{\kappa v \tau}$ are of the form (3.1) and by Theorem 3.1 they vanish by virtue of $|\kappa|+|v|+|\tau|+1 \leq r$. We thus get $H=O\left(h^{m+2}\|\Delta \zeta\|\right)$. All other remaining terms can be treated in a similar way, so that the statement (4.22a) results.

## 5. Lacal error and convergence.

Theorem 4.4 yields the main component for the convergence proof of RK methods with singular RK matrix $A$. The rest closely follows the proofs given in [4, Sections 4 \& 5] and [5, Sections VI. 7 \& VI.8]. For convenience of the reader, we present here the final results and give only some indications for their proof. Details are omitted.

We consider one step of a RK method (2.1) with initial values $\eta=y(x), \quad \zeta=z(x)$ on the exact solution and we want to give estimates for the local error

$$
\begin{equation*}
\delta y_{h}(x)=y_{1}-y(x+h), \quad \delta z_{h}(x)=z_{1}-z(x+h) \tag{5.1}
\end{equation*}
$$

Theorem 5.1. Assume that the RK coefficients satisfy the conditions $B(p), C(q)$, and $D(r)$, and that the hypotheses $H 1, H 2$, and $H 3$ hold. Then we have

$$
\begin{equation*}
\delta y_{h}(x)=O\left(h^{\min (p, 2 q, q+r+1)+1}\right), \quad \delta z_{h}(x)=O\left(h^{q}\right) \tag{5.2}
\end{equation*}
$$

Remarks.

1) If the function $f$ of (1.1) is linear in $z$ then we get

$$
\delta y_{h}(x)=O\left(h^{\min (p, 2 q+1, q+r+1)+1}\right)
$$

2) $p \geq q$ follows from Remark 2) in Section 2.

The proof is omitted. The ideas and techniques are similar to those of [4, Lemma 4.3 \& Theorem 5.9] and [5, Chapter VI, Lemma 7.4 \& Theorem 8.10] which are devoted to the case of invertible RK matrix $A$. The local error of the $y$-component can be found by repeated application of simplifying assumptions to the order conditions.

Theorem 5.2. Consider the differential-algebraic system (1.1) of index 2 with consistent initial values and the RK method (2.1). In addition to the hypotheses of Theorem 5.1, suppose further that $|R(\infty)| \leq 1$ and $q \geq 2$ if $R(\infty)=1$. Then for $x_{n}-x_{0}=n h \leq$ Const, the global error satisfies

$$
\begin{gather*}
y_{n}-y\left(x_{n}\right)= \begin{cases}O\left(h^{\min (p, 2 q, q+r+1}\right) & \text { if }-1 \leq R(\infty)<1, \\
O\left(h^{\min (p, 2 q-1, q+r+1)}\right) & \text { if } R(\infty)=1,\end{cases}  \tag{5.3a}\\
z_{n}-z\left(x_{n}\right)= \begin{cases}O\left(h^{q}\right) & \text { if }-1 \leq R(\infty)<1, \\
O\left(h^{q-1}\right) & \text { if } R(\infty)=1 .\end{cases} \tag{5.3b}
\end{gather*}
$$

Remarks.

1) If the function $f$ of (1.1) is linear in $z$ then we have

$$
y_{n}-y\left(x_{n}\right)= \begin{cases}O\left(h^{\min (p, 2 q+1, q+r+1)}\right) & \text { if }-1 \leq R(\infty)<1 \\ O\left(h^{\min (p, 2 q, q+r+1)}\right) & \text { if } R(\infty)=1\end{cases}
$$

The first remark after Theorem 4.4 applies, therefore in the proof below the terms $O\left(h\left\|\Delta z_{n}\right\|^{2}\right)$ can be replaced by $O\left(h^{3}\left\|\Delta z_{n}\right\|^{2}\right)$, and $m=\min (q, r)$ if $-1 \leq R(\infty)<1$ or $m=\min (q-1, r)$ if $R(\infty)=1$.
2) The theorem remains valid in the case of variable stepsizes with $h=\max _{i} h_{i}$, except if $R(\infty)=-1$ the same results as for $R(\infty)=1$ hold, because in the first part of the proof a perturbed asymptotic expansion of the global error does not exist.

Outline of the proof. In a first step we can show that global convergence of order $\min (p, q+1)$ for the $y$-component and of order $q$ (resp. $q-1$ ) for the $z$ component if $|R(\infty)|<1$ (resp. if $|R(\infty)|=1$ ) occurs (the second step can be applied
with $m=0$ ). For the $z$-component, if $R(\infty)=-1$, this order can be raised to $q$ by considering a perturbed asymptotic expansion of the global error as described in [4, Theorem 4.8$]$ by applying the ideas of [4, Theorem $4.9 \&$ Theorem 3.1].

The second step is again similar to the proof of [5, Chapter VI, Theorem 7.5]. We denote two neighbouring RK solutions by $\left\{\tilde{y}_{n}, \tilde{z}_{n}\right\},\left\{\hat{y}_{n}, \hat{z}_{n}\right\}$ and their difference by $\Delta y_{n}=\tilde{y}_{n}-\hat{y}_{n}, \Delta z_{n}=\tilde{z}_{n}-\hat{z}_{n}$. With the results of the previous step and by use of $H 3$, Theorem 4.4 can be applied with $\delta=0$ and $\theta=0$, yielding

$$
\begin{align*}
& \Delta y_{n+1}=P_{n} \Delta y_{n}+O\left(h\left\|\Delta y_{n}\right\|+h^{m+2}\left\|\Delta z_{n}\right\|+h\left\|\Delta z_{n}\right\|^{2}\right),  \tag{5.4a}\\
& \Delta z_{n+1}=R(\infty) \Delta z_{n}+O\left(\left\|\Delta y_{n}\right\|+h\left\|\Delta z_{n}\right\|\right) \tag{5.4b}
\end{align*}
$$

where $P_{n}$ is the projector (4.23) evaluated at $\hat{y}_{n}, \hat{z}_{n}$, and $m=\min (q-1, r)$ if $-1 \leq \mathbf{R}(\infty)<1$ or $m=\min (q-2, r)$ if $R(\infty)=1$. By using the techniques of $[4$, Lemma 4.5], the estimates (5.4) give

$$
\begin{equation*}
\left\|\Delta y_{n}\right\| \leq C\left(\left\|P_{0} \Delta y_{0}\right\|+h\left\|Q_{0} \Delta y_{0}\right\|+h^{m+2}\left\|\Delta z_{0}\right\|\right) \tag{5.5}
\end{equation*}
$$

The proof of the conjecture stated in [4, pp. 18, $46 \& 47]$ and [5, p. 515] is now a direct consequence of the precedent theorem.

Corollary 5.3. For the s-stage Lobatto IIIA method as applied to the index 2 system (1.1), the global error satisfies

$$
y_{n}-y\left(x_{n}\right)=O\left(h^{2 s-2}\right), \quad z_{n}-z\left(x_{n}\right)= \begin{cases}O\left(h^{s}\right) & \text { if } s \text { even }  \tag{5.6}\\ O\left(h^{s-1}\right) & \text { if } s \text { odd }\end{cases}
$$

If the stepsizes are not constant, we get

$$
\begin{equation*}
y_{n}-y\left(x_{n}\right)=O\left(h^{2 s-2}\right), \quad z_{n}-z\left(x_{n}\right)=O\left(h^{s-1}\right) \tag{5.7}
\end{equation*}
$$

where $h=\max _{i} h_{i}$.
Proof. The proof is obtained by putting $p=2 s-2, q=s$ and $r=s-2$ in (5.3).

## 6. Projected Runge-Kutta methods.

For a RK method satisfying $H 1$ and $H 2$, but which is not stiffly accurate, identical superconvergence results can be obtained if after every step the numerical solution is projected onto the manifold $g(y)=0$. This projection is necessary, otherwise the method can not be applied: according to $H 1$ the numerical values $y_{n}$ have to satisfy $g\left(y_{n}\right)=0$. The new class of projected RK methods has been recently introduced in [3] (see also [5, Sections VI. 7 \& VI. 8]). A necessary and sufficient condition in order to extend the results of the paper to these methods is to have
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$$
\begin{equation*}
\tilde{b}^{T} \widetilde{A}^{-1} \widetilde{C}_{s-1}=1 \tag{6.1}
\end{equation*}
$$

This implies that $R(\infty)$ remains finite and that $z_{1}$ in (2.1a) can be well-defined.

## 7. Numerical experiments.

To show the relevance of our theoretical results, we have applied the Lobatto IIIA methods ( $s=2,3,4,5$ ) to the following index 2 problem

$$
\begin{equation*}
y_{1}^{\prime}=y_{1} y_{2}^{2} z^{2}, \quad y_{2}^{\prime}=y_{1}^{2} y_{2}^{2}-3 y_{2}^{2} z, \quad 0=y_{1}^{2} y_{2}-1, \tag{7.1}
\end{equation*}
$$

with consistent initial values $y_{0}=(1,1), z_{0}=1$. The exact solution is given by

$$
\begin{equation*}
y_{1}(x)=e^{x}, \quad y_{2}(x)=e^{-2 x}, \quad z(x)=e^{2 x} . \tag{7.2}
\end{equation*}
$$

In Fig. 7.1 we have plotted the global errors at $x_{\text {end }}=0.1$ as functions of the stepsize $h$. Logarithmic scales have been used, so that the curves appear as straight lines of slope $k$ whenever the leading term of the error is $O\left(h^{k}\right)$. This behaviour is indicated in the figures. The predicted order of convergence can be observed.

In Fig. 7.2 we have plotted the global errors at $x_{\text {end }}=0.1$ as functions of $h$ (the stepsizes have been chosen alternatively as $h / 3$ and $2 h / 3$ ).
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