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#### Abstract

Many physical applications require the solution of a system of coupled partial differential equations (PDEs). In most cases the analytic PDE solution does not exist for this system and we need to solve the problem numerically using the finite element method in COMSOL. This paper presents information on techniques needed in COMSOL 4 to enable computational studies of coupled systems of PDEs for time-dependent nonlinear problems. Furthermore, we demonstrate how to use data files as input for initial conditions. To illustrate the techniques, we consider a system of two time-dependent non-linear PDEs from mathematical biology.


Keywords: System of PDEs, Coupled PDEs, Reaction-diffusion equation, Initial condition.

## 1 Introduction

This paper extends the step-by-step instructions in $[3,4]$ for solving one stationary linear PDE to a system of time-dependent non-linear PDEs. We present two different approaches in COMSOL to solve coupled systems of PDEs. In the first approach, each equation in the coupled system of PDEs is modeled independently in its own Physics model, and then they are coupled together. In the second approach, the matrix form of coefficients is used to specify all PDEs of the coupled system in one Physics model. This approach is appropriate if all PDEs have the same form. Furthermore, the technique to read initial solution from a data file into COMSOL 4 is introduced.

To illustrate how to set up coupled PDEs with initial solution from a data file, we present an example from mathematical biology, the FitzHughNagumo equations [1]

$$
\begin{align*}
C_{t}-\nabla \cdot\left(D_{\mathrm{eff}} \nabla C\right) & =C(C-\alpha)(1-C)-\beta v, \\
v_{t} & =\epsilon(C-\gamma v), \tag{1}
\end{align*}
$$

inspired by a recent study of calcium dynamics [2]. The spread of excitation variable $C(x, y, t)$ through
a cell given by the square domain $\Omega=(0,150) \times$ $(0,150) \subset \mathbb{R}^{2}$ in units of micrometers $(\mu \mathrm{m})$ is described mathematically by this reduced system of coupled time-dependent reaction-diffusion equations for all $(x, y) \in \Omega$ with no-flow boundary conditions $\mathbf{n} \cdot\left(D_{\text {eff }} \nabla C\right)=0$ for all $(x, y) \in \partial \Omega$. The initial conditions are given by data in txt files that specify the values of $C(x, y, 0)=C_{0}(x, y)$ and $v(x, y, 0)=v_{0}(x, y)$ on a $50 \times 50$ mesh of $\bar{\Omega}$. The physiological parameters of the problem are $D_{\text {eff }}=1, \alpha=\beta=0.1, \gamma=0.2$, and $\epsilon=0.07$.
The first PDE for the excitation variable is a time-dependent reaction-diffusion equation representing the excitable dynamic, and the second PDE for the recovery variable controls the local recovery of the excitation. The second PDE does not have any diffusivity term, and the $C$-dependence is the only reason for spatial dependence of the recovery variable. The zero-flux boundary condition is applied for the first PDE. We choose a final time of $t_{\mathrm{fin}}=350$ seconds.

## 2 Use of COMSOL 4 to Solve Coupled System of PDE

In this section, we illustrate the instruction of solving a coupled system of PDE in COMSOL 4. Two approaches are used to solve the coupled system and we provide instructions for both of these approaches in Sections 2.1 and 2.2. This is followed in Section 2.3, where the methods of reading data in txt files and using them as initial conditions are introduced. As the last step, the post-processing of solutions including changing the appearance of plots is presented in Section 2.4.

### 2.1 Approach One: Each PDE in its own Physics Model

In this section, the step by step instructions to solve the coupled diffusion problem using the first approach are given. The idea of the first approach is to model each PDE equation in the system separately and then couple them together.

To start the model, look for Model Wizard in the middle panel, choose 2D, Coefficient Form PDE, Time Dependent, and then click the Finish flag. To solve any system of equations it is required to create Geometry of domain. In our case, we create a square domain of the size $150 \times 150$. In the next step, the appropriate Physics should be added to the Model tab. Each equation in the coupled system of PDEs is represented by one Physics added to the model. We now already have one physics as Coefficient Form PDE, we can use it for the first equation in (1). Here the unknown is $C(x, y, t)$, representing the excitation variable. The right hand side $C(C-\alpha)(1-C)-\beta v$ is specified as source term. Notice that the other variable $v$ is coubled here. Next we need to specify the boundary condition, in this case the default zero flux boundary condition is used. Initial Condition $C_{0}(x, y)$ is not constant and its value has been provided as data file. Reading initial condition to Initial Values of the PDE is not straightforward and is explained in the next section.

Now, to add our second equation, right click Model 1 and select Add Physics, choose also Coefficient Form PDE, Time Dependent, and then click the Finish flag. We can select this second Coefficient Form PDE (c2) tab, and change the name of dependent variables to $v$, representing the recovery variable. It is straightforward to specify the source term $\epsilon(C-\gamma v)$ and the initial condition just like for the first equation.

Finally, the mesh has been set up as Physics-Controlled mesh, and computation is performed to $t_{\text {fin }}=350$.

### 2.2 Approach Two: Coupled PDEs in one Physics Model

In the second approach, the idea is to use only one Physics and represent the coupled system of PDEs by using the matrix forms of coefficients. In this example, Physics, Coefficient Form PDE is added to the model and two dependent variables $C$ and $v$ are defined, it is crucial that the coefficients are set such that they represent ((1)) correctly. In this case, Diffusion Coefficient is a diagonal $2 \times 2$ matrix with 1 and 0 on diagonal. The source term is a $2 \times 1$ vector with $f_{1}=C(C-\alpha)(1-$ $C)-\beta v$ and $f_{2}=\epsilon(C-\gamma v)$ as sources for first and second PDE, respectively. For this example all other coefficient matrices are sparse. Again the
default zero flux boundary condition is used and the initial condition is in the form of $2 \times 1$ vector with $C_{0}(x, y)$ and $v_{0}(x, y)$ as the elements.

### 2.3 Setting up Initial Conditions from Data Files

The initial condition profiles for the excitation variable, $C_{0}(x, y)$, and recovery variable, $v_{0}(x, y)$, are provided in two separate txt files. A single line of each of these files has three columns, containing the coordinate $x$, the coordinate $y$, and the initial value at $(x, y)$. In order to use these initial conditions in the system of PDEs, we create a function for each of the variables. To create these functions, right click on Global Definitions and select Interpolation Function. In the Interpolation Function window for Data source select File and import the appropriate txt file. The data format should be spreadsheet if the file is of the form described above, otherwise a different file format will be necessary. The number of arguments for this model is 2 , since we have the $x$ and $y$ coordinates for each value. The position in file is 1 since there is only one species value in this file. Finally, Use space coordinates as arguments field is selected with Mesh as Frame.

In this way, two interpolation functions are created, one for each of the variables. In order to use these intial values in the system of PDEs, enter the name of the appropriate interpolation function as the initial value for the dependent variable in Initial Values 1. The initial condition profiles of excitation variable $C$ and recovery variable $v$ are illustrated in Figures 2 (a) and 3 (a), respectively. Figure 1 is a plot of our mesh, notice that the initial condition does not have to agree to the mesh grid, since we are using interpolation.

### 2.4 Post-Processing

The two approaches above generated identical results, allowing us to believe the same model is being built. In this section, we show how to view and output results. After the computation is done, right click on Results and add 2D Plot Group. In 2D Plot Group, we select solution set, and time that we would like to plot the result. Right click on 2D Plot Group node and add Surface, in data set we choose the same solution set and use $C$ or $v$


Figure 1: Mesh of the square domain.
as the expression to plot. We can manually set the range by clicking manual color range. To create a 3d view of the surface, we right click on Surface node and add Height Expression. In order to set the scale to real value, we use 0.01 scale factor with zero offset. We can repeat this procedure for each time step.

## 3 Results

We have demonstrated two different approaches in Section 2 to solve the coupled system of PDEs in (1), and discussed how to setup initial conditions using txt files. For smaller systems of coupled PDE (with two or three dependent variables), the first approach is convenient to apply. However, for larger systems which have more dependent variables of the same type, it is suggested to use the matrix form of coefficients to represent the whole system in one Physics, Coefficient Form PDE.

Figures 2 and 3 depict the three-dimensional view of the excitation variable and recovery variable, respectively, at time steps $0,50,100, \ldots$, 350 seconds. In the initial frame, excitation is induced (interior peak), and simultaneously the corner of the domain is excited analogous to a burn line to thwart a forest fire in a given direction. Consequently, propagation of the excitation proceeds into the resting part of the domain. A recovery variable controls the local recovery of the excitation. The recovery is slow, but rapid enough for the corners of the domain adjacent to the burn line to begin to curl into the newly recovered region. Figure 4 depicts the two-dimensional view of the excitation variable, where one can easily see the curl
pattern. This physiological process is characterized by the visual appearance of a double 'spiral wave', a reaction-diffusion wave of the excitation variable that moves through the domain in a spiraling, recurrent way. The close resemblance of results at times $t=0$ and $t=300$ seconds as well as $t=50$ and $t=350$ seconds, in particular visible in Figure 4, bear out that the process has an approximate period of 300 seconds. This explains our choice of the final time of $t_{\text {fin }}=350$ seconds.
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Figure 2: Three-dimensional view of the excitation variable $C$ at different times.


Figure 3: Three-dimensional view of the recovery variable $v$ at different times.


Figure 4: Two-dimensional view of the excitation variable $C$ at different times.

