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Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

W91 – Energy Efficient Study 

Data Centers – Executive Summary!

FY12! FY13! FY14!

W91 – Power/Cooling  

OC11 – Expansion 

MGHPCC -Demolition MGHPCC - Construction MGHPCC - Occupy 

Data!
Center!

Facilities!

Storage!
& Backup!

Virtualization!

Server!
Platforms!

W91 – Implement findings 

Email migration - to EMC Renewal– production mid-tier Renewal– SAP/DW/MITSIS 

TSM – review rate model Explore Cloud Backup options Tech Refresh – LTO-6 

VMware  - vSphere 5 upgrade 

Virtualize MITSIS, DW 

VMware – renew ELA 
Large-scale VDI deployments 

VMware – License VDI? 

Retire SPARC/Solaris platform 

Introduce Cisco UCS 

Retire RHEL 4 

Retire Windows Server 2003 

Retire Dell HW platform 
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Four Focus Areas!

! ! ! ! ! !FY12 FTE!
!

!   Data Center Facilities ! !      6.0!

!   Enterprise Storage ! !      5.0!

!   Virtualization ! ! !      3.5!

!   Server Platforms ! ! !      8.5!
! ! ! ! ! !      23.0!

!

!Total FY12 Operational and Capital Budget = $10.0M!
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IS&T Data Centers today!

!   IS&T operates 5 major data center facilities today:!
!

!   OC11 – primary production site.!
!
!   W91 – primary co-location site, legacy production.!
!
!   E40 – test, development, and disaster recovery.!
!
!   W92 – Network Operations & test/development SAN storage.!
!
!   M24 – Network Operations.!
!
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Data Center Facilities – Work To Date!

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

Renovation: M24 

Renovation: W92 

Renovation: W91 

OC11 build-out OC11 enterprise 
systems migration 

E40 network 
upgrades 

W20-575A 
retirement 

OC11 
expansion 

W91 
power/cooling 
expansion 
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Data Center Facilities – Work To Date!

!   Prior to 2003, IS&T data center facilities had significant 
deferred maintenance issues:!
!   Insufficient power and cooling for expanding computing needs.!
!   Out-dated, unreliable power and cooling.!
!   Air flow issues due to under floor cable distribution.!

!   Activities since that time have concentrated investment in 
several core facilities:!
!   M24/W92/W91 – Rack and cable distribution upgraded, significant 

power upgrades.!
!   Introduction of OC11 as new production site for enterprise services: 

higher availability / redundancy than available with on-campus 
facilities.!

!   De-emphasize use of W20 & E40 due to lack of generator, power 
expansion only available at high cost.!
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Data Center Facilities - Trends!

!   Increased demand for highly reliable, geographically 
diverse data center facilities to support robust enterprise 
computing services.!

!   Increasing need for centrally funded and administered 
data center facilities in support of high-performance 
research computing.!

!   Administrative need to track and account for enterprise 
and research computing costs separately.!
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Data Center Facilities – Timeline & Summary  

6 IS&T FTE: 1.75 FTE project work, 4.25 FTE maintenance  
!

FY12! FY13! FY14!
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

W91 
Dept. Of Energy Power  
Efficiency Study 

W91 
Augment Power  
& Cooling 

OC11  
Complete Expansion & 
Migrate Additional Equipment 

W91 
Thermal Imaging 
Sensors 

MGHPCC 
Complete Demolition 

MGHPCC 
Construction & Fit-Out 

MGHPCC 
Identify Candidate Users 
Perform Installations  

W91 
Implement DoE 
recommendations 

E40 
Phase out use 
of this facility? 
 

MGHPCC 
Determine business model for this facility 
Cost recover? 
 

Explore disaster  
recovery sites  
outside Boston 
metro area 

MGHPCC 
Determine managed  
services model for 
research computing? 
 

0.25 FTE 
$45k!

0.25 FTE 
$1.5-2MM 

AT&T funded !

0.25 FTE 
$3MM !

1 FTE 
$10MM !
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Data Center Facilities – Long Term Considerations!

!
!   Strategy for secondary / disaster recovery location for 

enterprise services.!
!   Currently housed in E40-008, long term occupancy untenable.!
!   Plan to consolidate DR equipment in W92-130; no firm timeline 

for migration.!

!   Explore options for managed services for research 
computing. Options include:!
!   System administration services for PI-owned equipment.!
!   Centralized storage management and allocation.!
!   Managed (virtualized?) platform for HPC work.!
!   Software development support.!

!
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Data Center Facilities – Desired Outcomes!

!   Two modern, geographically diverse facilities to support 
MIT faculty performing computationally intensive 
research: W91 and MGHPCC.!

!   Robust, diverse infrastructure to support mission critical 
enterprise computing functions: OC11 and W92.!

!   Increased ability to accurately track and separate costs 
associated with both research and enterprise computing.!
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Enterprise Storage – Work To Date!

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

Initial SAN 
deployment: 
HP EVA 

EMC 
DMX-800 
deployed 

HP SAN 
retired 

DMX-800 
retired 

DMX-3000 
deployed 

EMC 
CX-700 
deployed 

EMC 
CX-700 
retired 

Initial 
SATA/NAS 
deployment 

EMC 
CX-3-80 
deployed 

W91 tape 
library 
Upgrade: 
SL8500 W91 & E40 

tape library 
upgrade: 
L5500 

Data 
Domain 
VTL 
deployed 

Retire 
E40 tape 
library 

Cross 
Data Center 
storage fabrics 
deployed 
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Enterprise Storage: Capacity vs. Cost per GB!
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Enterprise Backup Data Stored!
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Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

Enterprise Storage & Backup – Timeline & Summary  
5 IS&T FTE: 1.5 FTE project work, 3.5 FTE maintenance!

FY12! FY13! FY14!

Migrate SAP, DW, MITSIS to 
chosen successor platform 

Continue use of 
DMX platform? 

Migrate email storage  
from 3PAR to EMC 
platform 

Test SSDs 
for use with 
RAFT 

Migrate data on OC11 
EMC CX3-80 array 
to new equipment  

Explore EMC FAST2 
automated storage  
tiering software 

Deploy SSD for 
production RAFT 
& TSM use 

Explore use of FCoE to replace 
existing Fiber Channel / iSCSI 
deployments  

W91 FC switching 
Infrastructure EOL 
Determine 
replacement 

Expand usage of Data 
Domain for disk backup 

LTO-6 tape 
format released. 
Adopt? 

Explore cloud  
backup providers 

Explore Iron Mountain 
options for off-siting 
data via direct network 
connection 

Explore cloud 
storage providers 

Expand SSD usage 
to additional apps 

Deploy additional backup  
capacity (LTO-6 tape or Data 
Domain disk) 

Review TSM 
pricing model 

0.5 FTE 
$1-1.5MM !

0.25 FTE 
$1.5MM ! 0.25 FTE 

$700k !

0.1FTE 
$100k!

0.25 FTE 
$700k !

0.1 FTE 
$0!
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Enterprise Storage & Backup – Issues!

!
!   Community adoption of data protection (backup/archive) 

services is hindered by associated cost recovery 
practices.!
!   Recommendation: Eliminate cost recovery scheme and offer 

backup services to all MIT community members free of charge.!

!   Extremely rapid growth of enterprise storage creates 
sustainability challenges given current budget resources.!
!   Allocate additional funding for SOSC capital storage purchases?!
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Enterprise Storage & Backup – Desired Outcomes!

!   Highly reliable, cost-effective, and high-performance 
storage backend for all enterprise servers.!

!   Consolidation of storage network fabrics onto a single, 
Ethernet-based backbone.!

!   Faster, more reliable backup service, while reducing 
physical data center footprint required to host backup 
service.!

!   Thorough understanding of “cloud” service options and 
implementation where strategic / appropriate.!
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Virtualization - Trends!

!   Increasing commoditization of hypervisor platforms 
creates more competitive marketplace and lowers cost to 
switching vendors.!

!   Increased interest in desktop virtualization (VDI) to 
consolidate desktop computing resources in data centers 
for ease of management, increased security, etc.!

!   Cloud-enabled enterprise technologies lower barrier to 
entry for migrating services/systems traditionally hosted 
on-premises to external providers.!
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Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

Virtualization – Timeline & Summary  
3.5 IS&T FTE: 2.5 FTE project work, 1 FTE maintenance!

FY12! FY13! FY14!

Upgrade all virtualization 
environments to VMware 
vSphere 5 

KEY DECISION: 
Renew VMware ELA 

Explore VMware vCloud 
Director - self-service access 
to MIT’s “private cloud” 

Deploy production self-service 
cloud service 

Explore cloud federation 
technologies for workload 
migration 

Complete virtualization of  
remaining candidate systems: 
Data Warehouse, MITSIS 

Pilot Virtual Desktop 
deployment based on VMware 
View 

Include VMware View 
in MIT ELA? 

Deploy Virtual Desktop solution broadly 

0.1 FTE 

2 FTE 

0.1 FTE !

0.25 FTE !

Est. cost: $2.5MM 
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Virtualization – Upcoming work / issues!

!   Renewal of VMware Enterprise License Agreement:!
!   Estimated cost: $2.5MM!
!   Negotiations will begin Q1 FY13, new agreement to be in place 

beginning of Q3 FY13.!

!   Hybrid “cloud” services will require a thorough analysis 
before implementation:!
!   Data security!
!   Data portability!
!   Disaster recovery options!

!   MIT should develop and publish a consistent position on 
what categories of data we recommend be stored in a 
“cloud” environment.!
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Virtualization – Desired Outcomes!

!   Fully virtualized / virtualized-by-default data center 
environment.!

!
!   Virtualized desktop environment allowing user desktop 

access from anywhere, including mobile platforms.!

!   On-demand access to MITʼs private cloud for any 
member of the MIT community.!

!   Transparent migration of systems between MITʼs private 
cloud and external cloud providers.!
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Server Platforms – Work To Date!

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

Last 
VMS system 
retired (DoF) 

IBM 
mainframe 
outsourced 

IBM 
mainframe 
retired 

Tru64 
UNIX 
retired 

AIX 
retired 

HP x86 
servers 
deployed 

Dell x86 
servers 
deployed 

Cisco x86 
Blade systems 
selected 

MITSIS 
VMS systems 
retired 

Last purchase 
Of Sun SPARC 
systems 

HP-UX 
retired 

NT4 
retired 

Sun V240 
platform 
deployed 

Sun V490 
platform 
deployed 

RHEL3 
deployed 

RHEL4 
deployed 

RHEL3 
End-of-life 

RHEL4 
End-of-life 
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Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 

Server Platforms – Timeline & Summary  
8.5 IS&T FTE: 3 FTE project work, 5.5 FTE maintenance!

FY12! FY13! FY14!

Continue RHEL 
as Linux platform 
of choice? 

Complete retirement of Sun 
SPARC/Solaris platform 

Introduce RHEL 6 
as new supported 
Linux platform 

Phase out RHEL 4 and 
Windows Server 2003 

Adopt Cisco 
UCS as 
standard HW 
platform 

Introduce UCS 
systems to 
virtualization 
infrastructure 

Update standard 
server processor 
recommendation 

Retire HP 
DL380 G5  
platform  

Retire Dell 
PE1950  
platform 

Retire Dell 
R610/R710 
Platform 
(FY15+) 

Standardize on 
Windows Server 
2008 as supported 
Windows platform 

Retire Oracle 
10G platform 

Evaluate 
Replacements for 
Oracle App Server 

1 FTE 

0.5 FTE 

0.5FTE 

0.25 FTE 0.25 FTE 
$105k 

0.1 FTE 


