White Paper
CISCO

Data Protection for SAP HANA on Cisco
HyperFlex Systems with Veeam Backup
and Replication

oy o E— —

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 1 of 76



White Paper

CISsCO
14 o o L8 T3 4 o) o PP 4
g0 To XYoo ) i a3 [o YU 41T o PPN 4
L= =Y 177 o o T 41T o 4
(011 oTo M WL a 11 [>T B @7 g qT o TU a1 aTe TR VA1 4= o PPN 5
(O R oTo T o 1Y/ o 1T g ol 1oy L] =Y o o TSP URPPPPIN
Cisco HyperFlex HX-Series nodes........cccceevvvvueivennnnnns
Cisco HyperFlex converged data platform software
Cisco HyperFlex HX Data Platform SNaPSNOt. ... iiie ettt e e e et e e e et e e e e e s e e eea e e e aaa e e eataeaeeannaeeennnnaaes
YT T I AN =T F=1 o YU 1 L= 8
2 7= 1o o P 8
ST (0] =P 8
INStaNt VirtUal MACKINE FECOVETY ......uuiiiiiiiiiiiiiit ettt ssss st s st s st s s s e e e s s e s s e e e e e e e e e e s e e e e e e e e s e ansnsesnsnsnnnnnnnnnnnn 9
Virtual machine object recovery
(707 g T 0] oY o1 £ RUPPRRN
L 2T S0 @ =Y V=T P PP
VA== T I =T o X0 ST o] YA A o T PPN
VEeam PlIUG=iN fOr SAP HAN A ..ottt e et oot ettt oo e e e et eee s et e e et e eee s s e e e e e e e e ee e aa st e e e eeeeesna et e eeseennnn e e e e eeenennnnnnnes
Yo 1014 o] g 1o 1] o RPN 12
Documents for installing the COMPONENTS ......ceuuiiii et e et e e e et e e e et e e e et e e eea e e eea e e eeana e eeenneeeeenns 12
Configuring CiSCO HYPEIrFIEX SNAPSNOT. ... ...t e e e e e e e e e e e e e e e e enna e e e e e e e eeena e e e eeerenn s e e e e eeeennnnnnseeaeees 13
Configure scheduled snapshots in VIMware VSPhEre ClIENT...........i ittt e e et e e et e e e e e e e e e e e e eana s 13
MonNitor SNAPSNOLS IN VIMWAIE VSPNEIE ... e it e et e et e e e et e e e e e e e eaa e eaa e e et s eaaeean e eaneennaennsannnns 15
Revert the VIrtUal MAaCKRINE ... ...t et e et e et e et e e e e e e e e e et e e aa e e s e ea e e e e ean e e et s e aaeean e enneennaenneannnns 16
Configuring SAP HANA DACKUP T0 I8 .cuuuuiieiiieeeeeei ettt e e e e e e e et ea e e e e e e e et s e e e e e e e et etaaa e e e e e eeeennnnaneeaaaes
Prepare the operating system for file backup
Configure file backup in SAP HANA STUGIO ....uuuiiii et e e et e e e et e e e eea e e e eeaa e e e eaa e e e et e eeesan e aeeanneeeanneeernnnaes
Run a manual backup Of SYSTEMDB 10 fil@ .. ..uuiiuuiiiiiiiiiiiiiieiii ettt e et e e e e e e e et e e st s e s e eaneesa s eansesaasessnssanesssnsrnnseennsernnns
Run a manual backup of a tenant database 10 filE .......c.iivuiiiiiiiii e e e e e e e e e a e e e e a e e e an e ea e aranns 23
Recover a database frOmM filE ... ... et e e et e e e e et e et e et et et e et e et e e e e ea e e ean e e narans 26
Configuring Veeam Backup and Replication managed snapshots with pre- and post-snapshot scripts........cccccceiiiiiiiiiiiiiiiinnenens 31
Download pre- and POSTt—SNaAPSNOT SCIIPTS ..vuuiiiiiiiieiii ittt e et e e e e e e ea e et e e e e ea e e ea s eaa s e ea s eaneesneesansennneennrernnns
Create OS user for backup on the SAP HANA server....
Create @ SeCUre HANA DatabhasSe USEI SEOIE ......iiiiui it i eiiiie e e e it e e et e e et e e e e e e e ettt e e e ea e e e eaan e e e eana e eeaneeeesanaeeannaeeannaaeennnnaas
Test the pre- and POSt=—SNAPSNOt SIS ...uiiuiiiiii it e e e et e e e ea e e e ea et e ea e eanseaeanesaesesnseaeanrenseanesnsennesnrensennennsean
(07eT a1 T8 g =T0= T o XT3 U] o 3N [o] o TN T TV A=Y= T o o PSP
RUN @ MaNUal DACKUD JOD ... et et e et e et e e e e e e e e et e e et e e s e ea e e e e eaa e e ean e eaaeean s ennsennaennrannnns
Restore a system from the Veeam Dackup rEPOSIIONY .....ccuu it e e e e et e et et e e e e e e e eaeenanns

Configuring Cisco HyperFlex snapshot with virtual machine quiescing

Prepare the SAP HANA virtual maching ..........ccivuiiiiiiiiiiiec e
Configure scheduled snapshots in the VMware vSphere Client..........cccccovevuieiiennnnnnn.
Delete the backup catalog entry for deleted or replaced snapshots

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 2 of 76



White Paper l'lllll'l

CISsCO
Revert the VIFtUal MacChine ... e et teee et e oo et e e ettt e et ea e e e ea e e eeaa e e eeen e eeeena e e enn e eennn e eeeenneeernnns 60
Configuring SAP HANA Backint-based backup with the Veeam plug=in .........ccouuuuiiiiiiiiiii e 60
Configure the backup repository for backups from SAP HANA ...t e e e e et e e e e e e e e e e e eeaan s 61
Install the Veeam PIUug=in fOr SAP HAN A ... .. et e e et e e e et e e e eaa e e eaa e e eesa e eeata e eeaanaaeeannsaeeannseeeesneeernnnn 61
Configure backup through Backint in SAP HANA StUGIO ....c.uuiiiiiiiiiiiie e e et e e et e e e et e e e et e e e e e e e ean e e eeanaas 64
Perform manual backup from SAP HANA StUIO.......uuiiiiiiii et e et e et e e e e e e et e e e et e e e eaa e e e eanaeeeeana e eeeanneeennans 64
Monitor backup progress and JODS N VEEaM .....uu. ittt e et e et et e e e e e e e ea e e e e et e e e e e e e e ras 67
Back up the SAP HANA DACKUDP CAtaAlOg .....uiiiiiiiiiiii et st e e e et e e et e e et e e e e et e e e e ea e e e e s e e e e aa e e esaneeseanaeeeeanneeeasnneeernnns 67
Recover a database from BaCKiNt .........euueeiiiii i e e e e ettt a e e e e e et eetaa e e e e e eeeean e e e e eeeetbn e e e e e eeeeennn e aaaaes 69
LT i o] = T £ o X PP 75
(7] oo 11 ] T o TP PRPP 76

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 3 of 76



afrafn
CISCO

White Paper

Introduction

With the general availability of SAP HANA running on hyperconverged systems such as the Cisco HyperFlex™ platform,
organizations need to know the options available to them to protect their SAP HANA deployment and meet the service-level
agreements (SLAs) required by the business. Cisco has partnered with Veeam to create this document to present the various
options for protecting virtualized SAP HANA systems. Veeam Backup and Replication, a virtual machine-centric data protection
suite, is certified with Backint for SAP HANA and can be integrated into the Cisco HyperFlex converged data platform to manage
snapshot and replication tasks. This combination of products provides protection on the storage layer (Cisco HyperFlex system),
infrastructure layer (Veeam suite), and application layer (Backint for SAP HANA).

Purpose of this document

This document describes data protection options for SAP HANA running on a Cisco HyperFlex system, including application-
based, Cisco HyperFlex system-based, andVeeam Backup and Replication-managed approaches. This document does not
replace the documentation available from SAP that discusses backup and recovery procedures, but instead serves as an
extension to that documentation. This document focuses on the initial configuration of the various options and not on their daily
operations. This document also does not provide detailed explanations of the various data protection methodologies. To use this
document, you should have a basic understanding of data protection processes (backup, restore, and disaster recovery) and
know the relevant terminology.

Note: The SAP HANA on Cisco HyperFlex installation and the Veeam Availability Suite on Cisco UCS installation are discussed in
separate documents.

The following processes are covered:

e Automated Cisco HyperFlex native snapshots without SAP HANA integration

e SAP HANA backup to file

o Cisco HyperFlex native snapshots managed by Veeam with SAP HANA integration

e Manual Cisco HyperFlex native snapshots with SAP HANA integration

o SAP HANA Backint-based backup with Veeam Availability Suite for data and log files

Test environment

This section introduces the components and technologies used in the lab to test the processes described in this document.

Table 1 lists the hardware and software versions used in the test environment described in this document.

Test environment details

Layer Component Image or version

Computing Cisco UCS 6332-16UP Fabric Interconnect pair Release 4.0(1b)
Cisco HyperFlex HX240 M5 Node Release 4.0(1b)
Cisco UCS S3260 M5 Storage Switch Release 4.0(1b)

Network Cisco Nexus® 9372PX Switch pair Release 7.0(3)I12(2d)

Software Cisco UCS® Manager Release 4.0(1b)
Cisco HyperFlex HX Data Platform Software Release 3.5(1a)
Veeam Availability Suite Release 9.5 Update 4
SAP HANA Platform Edition Release 2.0 SP20
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Cisco Unified Computing System

The Cisco Unified Computing System™ (Cisco UCS) is a state-of-the-art data center platform that unites computing, network,

storage access, and virtualization resources into a single cohesive system.

Cisco UCS consists of these main resources:

Computing: The system is based on an entirely new class of computing system that incorporates rack-mount and blade
servers using Intel® Xeon® processor CPUs. The Cisco UCS servers offer patented Cisco® Extended Memory Technology
to support applications with large data sets and allow more virtual machines per server.

Network: The system is integrated onto a low-latency, lossless, 10- or 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are separate networks
today. The unified fabric lowers costs by reducing the number of network adapters, switches, and cables, and by
decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, performance, and
operational control of virtual environments. Cisco security, policy enforcement, and diagnostic features are now extended
into virtualized environments to better support changing business and IT requirements.

Storage access: The system provides consolidated access to both SAN storage and network-attached storage (NAS)
over the unified fabric. By unifying the storage access layer, Cisco UCS can access storage over Ethernet (with Network
File System [NFS] or Small Computer System Interface over IP [iSCSI]), Fibre Channel, and Fibre Channel over Ethernet
(FCoE). This approach provides customers with choice for storage access and investment protection. In addition, server
administrators can pre-assign storage-access policies for system connectivity to storage resources, simplifying storage
connectivity and management for increased productivity.

Cisco UCS Manager
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Cisco UCS consists of the following components:

e Cisco UCS Manager provides unified, embedded management of all software and hardware components in the Cisco

Unified Computing System (Figure 1).

e Cisco UCS 6000 Series Fabric Interconnects are line-rate, low-latency, lossless, 10- or 40-Gbps Ethernet and FCoE
interconnect switches that provide the management and communication backbone for Cisco UCS.

e Cisco UCS 5100 Series Blade Server Chassis supports up to eight blade servers and up to two fabric extenders in a 6-

rack-unit (6RU) enclosure.
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e Cisco UCS B-Series Blade Servers are Intel-based blade servers that increase performance, efficiency, versatility, and

productivity.

e Cisco UCS C-Series Rack Servers deliver unified computing in an industry-standard form factor to reduce total cost of
ownership (TCO) and increase agility.

e Cisco UCS S-Series Storage Servers deliver unified computing in an industry-standard form factor to address data-
intensive workloads with reduced TCO and increased agility.

e Cisco UCS adapters with wire-once architecture offer a range of options to converge the fabric, optimize virtualization,
and simplify management.

Cisco UCS is designed to deliver:

e Reduced TCO and increased business agility

e Increased IT staff productivity through just-in-time provisioning and mobility support
e A cohesive, integrated system that unifies the technology in the data center

¢ Industry standards supported by a partner ecosystem of industry leaders

¢ Unified, embedded management for easy-to-scale infrastructure

Cisco HyperFlex system

The Cisco HyperFlex system combines the industry-leading convergence of computing and networking resources provided by
Cisco UCS with next-generation hyperconverged storage software to uniquely provide the computing resources, network
connectivity, storage, and hypervisor platform needed to run an entire virtual environment. Everything is contained in a single
uniform system.

Hyperconverged infrastructure offers some important advantages. It simplifies deployment and day-to-day management
operations and increases agility, thereby reducing operating costs. Because hyperconverged storage can easily be managed by
an IT generalist, it can also reduce technical costs on into the future that often otherwise arise when you implement complex
systems that need dedicated management teams and skill sets.

The Cisco HyperFlex HX Data Platform is a purpose-built, distributed log-based file system that delivers high performance plus
many data management and optimization features required in enterprise-class storage systems. This platform offers
independent scaling of storage and computing resources; continuous data optimization through inline compression and
deduplication; dynamic data distribution for increased data availability; and integrated native snapshots, rapid cloning,
encryption, and virtual machine-level replication. This agile system is quick to deploy and easy to manage, it is scalable and
flexible so that it can adapt to changing workloads, and it provides a high level of data security and availability.

Cisco HyperFlex HX-Series nodes

Cisco HyperFlex systems let you unlock the full potential of hyperconvergence and adapt IT to the needs of your workloads. The
systems use an end-to-end software-defined infrastructure approach, combining software-defined computing in the form of
Cisco HyperFlex HX-Series nodes, software-defined storage with the powerful Cisco HyperFlex HX Data Platform, and
software-defined networking with the Cisco UCS fabric that integrates smoothly with the Cisco Application Centric Infrastructure
(Cisco ACI™) platform. Together with a single point of connectivity and management, these technologies deliver a pre-
integrated and adaptable cluster with a unified pool of resources that you can quickly deploy, scale, and manage to efficiently
power your applications and your business.

A Cisco HyperFlex cluster requires a minimum of three HX-Series nodes. Data is replicated across at least two of these nodes,
and a third node is required for continuous operation in the event of a single-node failure. The HX-Series nodes combine the
CPU and RAM resources for hosting guest virtual machines, with the physical storage resources used by the Cisco HyperFlex
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software. Each HX-Series node is equipped with one high-performance solid-state disk (SSD) for data caching and rapid
acknowledgment of write requests. For maximum data capacity, each node also is equipped with spinning disks up to the
platform’s physical capability.

Cisco HyperFlex converged data platform software

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide array of
enterprise-class data management services. The data platform’s innovations redefine distributed storage technology, exceeding
the boundaries of first-generation hyperconverged infrastructures. The data platform has all the features that you would expect
of an enterprise shared storage system, eliminating the need to configure and maintain complex Fibre Channel storage networks
and devices. The platform simplifies operations and helps ensure data availability. Enterprise-class storage features include the
following:

e Replication of all written data across the cluster so that data availability is not affected if single or multiple components fail
(depending on the replication factor configured).

e Deduplication is always on, helping reduce storage requirements in the event that multiple operating system instances in
client virtual machines result in large amounts of duplicate data.

e Compression further reduces storage requirements, reducing costs, and the log-structured file system is designed to
store variable-sized blocks, reducing internal fragmentation.

e Thin provisioning allows large volumes to be created without requiring storage to support them until the need arises,
simplifying data volume growth and making storage a “pay as you grow” proposition.

e Fast, space-efficient clones rapidly replicate virtual machines simply through metadata operations.

e Snapshots help facilitate backup and remote-replication operations: needed in enterprises that require always-on data
availability.

Cisco HyperFlex HX Data Platform snapshot

The HX Data Platform uses metadata-based, zero-copy snapshots to facilitate backup operations. These space-efficient
snapshots provide an excellent way to make frequent online backup copies of data without worrying about the consumption of
physical storage capacity. Data can be moved offline or restored from snapshots instantaneously. Because Cisco HyperFlex
systems are integrated with VMware vSphere and vCenter, HX Data Platform snapshots can be controlled with vSphere
Snapshot Manager using the native vSphere interface.

If you create a regular virtual machine snapshot for backup, the workflow will create a VMware redo-log snapshot;the backup
tool will read all data while VMware redirects all write operations to the redo-log file.After the backup and replica process is
complete, the virtual machine snapshot deletion process is initiated. All data from the redo log must be written to the data files
before the redo log can be deleted, as shown on the left side of Figure 2. The virtual machine snapshot deletion process can
take a long time and consume a large amount of storage resources until the operation is finished.

Virtual machine backup: Standard operation and operation with Cisco HyperFlex snapshot integration

Standard VM backup With HyperFlex
Snapshot Integration

VMware VM snapshot lifetime

VMware VM Snapshot

o Vo will be not used at all

|
HyperFlex Delete HyperFlex
VM Snapshot VM Snapshot
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By integrating the Cisco HyperFlex platform, you completely avoid the use of VMware virtual machine snapshots. As shown on
the right side of Figure 2, the workflow will create a Cisco HyperFlex snapshot. Veeam then reads all data out of the snapshots.
After the backup and replica operations are complete, Cisco deletes the Cisco HyperFlexsnapshot,with almost no impact on the
virtual machine or the rest of the production environment.

Veeam Availability Suite

Veeam Availability Suite combines the backup, restore and replication capabilities of Veeam Backup and Replication with the
advanced monitoring, reporting and capacity planning functions of Veeam ONE.

Backup

Veeam Backup and Replication operates at the virtualization layer and uses an image-based approach for virtual machine
backup. To retrieve virtual machine data, no agent software needs to be installed in the guest OS. Instead, Veeam Backup and
Replication uses vSphere snapshot capabilities and application-aware processing. When a new backup session starts, a
snapshot is taken to create a cohesive point-in-time copy of a virtual machine, including its configuration, OS, applications,
associated data, and system state. Veeam Backup and Replication uses this point-in-time copy to retrieve virtual machine data.
Image-based backups can be used for different types of recovery, including full virtual machine recovery, virtual machine file
recovery, instant virtual machinerecovery, and file-level recovery.

Use of the image-based approach allows Veeam Backup and Replication to overcome the limitations of traditional backup
processes. It also helps simplify recovery verification and the restore process: to recover a single virtual machine, you do not
need to perform multiple restore operations. Veeam Backup and Replication uses a cohesive virtual machine image from the
backup repository to restore a virtual machine to the required state without the need for any manual reconfiguration or
adjustment.

With Veeam Backup and Replication, backup is a job-driven process in which one backup job can be used to process one or
more virtual machines. The job is the configuration unit for the backup activity. Essentially, a job defines when, what, how, and
where data is backed up. It indicates what virtual machines should be processed, what components should be used to retrieve
and process virtual machine data, what backup options should be enabled, and where the resulting backup file should be saved.
Jobs can be started manually by the user or scheduled to run automatically. The resulting backup file stores compressed and
deduplicated virtual machine data. Compression and deduplication is performed by the Veeam proxy server.

Regardless of the backup method you use, the first run of a job creates a full backup of the virtual machine image. Subsequent
job runs are incremental: Veeam Backup and Replication copies only those data blocks that have changed since the last backup
job was run. To keep track of changed data blocks, Veeam Backup and Replication uses several approaches, including
VMware’s Changed Block Tracking (CBT) technology.

Restore

Veeam Backup and Replication offers a number of recovery options for various disaster recovery scenarios:

e Veeam Explorer enables you to restore single application items.
¢ Instant virtual machinerecovery enables you to instantly start a virtual machine directly from a backup file.
¢ Full virtual machine recovery enables you to recover a virtual machine from a backup file to its original or another location.

« Virtual machine file recovery enables you to recover separate virtual machine files (virtual disks, configuration files, and so
on).

e Virtual drive restore enables you to recover a specific hard drive of a virtual machine from the backup file and attach it to
the original virtual machine or to a new virtual machine.

¢ Microsoft Windows file-level recovery enables you to recover individual Windows guest OS files (from File Allocation
Table [FAT], New Technology File System [NTFS], and Resilient File System[ReFS] file systems).

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 8 of 76
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e Multi-OS file-level recovery enables you to recover files from 15 different guest OS file systems.

Veeam Backup and Replication uses the same image-level backup process for all data recovery operations. You can restore
virtual machines, virtual machine files and drives, application objects, and individual guest OS files to the most recent state or to
any available restore point.

Instant virtual machine recovery

With instant virtual machine recovery, you can immediately restore a virtual machine to your production environment by running it
directly from the backup file. Instant virtual machine recovery helps improve your recovery-time objective (RTO) and reduce
disruption and downtime on production virtual machines. It is like having a temporary spare for a virtual machine. Users can
remain productive while you troubleshoot the problem in the failed virtual machine.

When instant virtual machine recovery is performed, Veeam Backup and Replication uses the Veeam vPower technology to
mount a virtual machine image to a VMware ESXi host directly from a compressed and deduplicated backup file. Because you
do not need to extract the virtual machine from the backup file and copy it to production storage, you can restart a virtual
machine from any restore point (incremental or full) in minutes.

After the virtual machine is back online, you can use VMware Storage vMotion to migrate the virtual machine back to production
storage.

Virtual machine object recovery

Veeam Backup and Replication can help you to restore specific virtual machine files (.vmdk, .vmx, and others) if any of these
files are deleted or the data store is corrupted. This option provides a great alternative to full virtual machine restoration, for
example, when your virtual machine configuration file is missing and you need to restore it. Instead of restoring the whole virtual
machine image to production storage, you can restore only the specific virtual machine file.

Another data recovery option provided by Veeam Backup and Replication is restoration of a specific hard drive of a virtual
machine. If a virtual machine hard drive becomes corrupted for some reason (for example, by a virus), you can restore it from
the image-based backup file to any known-good point in time.

Components

Veeam Availability Suite provides backup, restore, and replication capabilities plus advanced monitoring, reporting, and capacity
planning functions. Veeam Availability Suite delivers everything you need to reliably ensure and manage your Cisco HyperFlex
and VMware environment. Veeam Backup and Replication is a modular solution that lets you build a scalable backup
infrastructure for environments of different sizes and configurations. The installation package of Veeam Backup and Replication
includes a set of components that you can use to configure the backup infrastructure. Some components are mandatory and
provide core functions, and some components are optional and can be installed to provide additional features to meet your
particular business and deployment needs. You can co-install all Veeam Backup and Replication components on the same
machine, physical or virtual, or you can set them up separately for a more scalable approach.

Figure 3provides an overview on the main Veeam components.
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Veeam Backup and Replication components
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Backup server
The backup server is a Windows-based physical or virtual machine on which Veeam Backup and Replication is installed. It is the
core component in the backup infrastructure, filling the role of configuration and control center. The backup server performs all
types of administrative activities:

e |t coordinates backup, replication, recovery verification, and restore tasks.

e It controls job scheduling and resource allocation.

e It manages all proxy and repository servers.

It is used to set up and manage backup infrastructure components as well as specify global settings for the backup infrastructure
(Figure 4).

Veeam backup server management

Repository Proxy Repository Proxy Repository

Prox

S MGMT

Veeam Backup & Replication
Backup Server

In addition to its primary functions, a newly deployed backup server also performs the roles of default backup proxy and backup
repository.

The backup server uses the following services and components:

o Veeam Backup Service is a Windows service that coordinates all operations performed by Veeam Backup and
Replication, such as backup, replication, recovery verification, and restore tasks. The Veeam Backup Service runs under
the local system account or the account that has local administrator permissions on the backup server.

o Veeam Backup Shell provides the application user interface and allows user access to the application's functions.

e Veeam Guest Catalog Service is a Windows service that manages guest OS file system indexing for virtual machines and
replicates system index data files to enable searches through guest OS files. Index data is stored in the Veeam backup
catalog: a folder on the backup server. The Veeam Guest Catalog Service running on the backup server works in
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conjunction with search components installed on Veeam Backup Enterprise Manager and (optionally) a dedicated
Microsoft search server.

e Veeam Backup SQL Database is used by Veeam Backup Service, Backup Shell, and Guest Catalog Service to store data
about the backup infrastructure, jobs, sessions, and so on. The database instance can be located on a Microsoft SQL
Server installed either locally (on the same machine on which the backup server is running) or remotely.

e Veeam Backup PowerShell Snap-In is an extension to Microsoft Windows PowerShell 2.0. Veeam Backup PowerShell
adds a set of cmdlets to allow users to perform backup, replication, and recovery tasks through the command-line
interface (CLI) of PowerShell or run custom scripts to fully automate operation of Veeam Backup and Replication.

o Backup Proxy Services are a set of data movement services. The backup server runs these services in addition to
dedicated services.

Veeam repository sizing

To estimate the amount of required disk space, you should know the following:

o Total size of the virtual machines being backed up

e Frequency of backup operations

e Retention period for backup files

e Whether jobs will use forward or reverse incremental backup processes

In addition, when testing is not possible beforehand, you should make assumptions about compression and deduplication ratios,
change rate, and other factors. The following figures are typical for most deployments; however, you need to understand the
specific environment to identify possible exceptions:

e Data reduction from compression and deduplication is usually 2:1 or greater. A ratio of 3:1 or greater is common, but you
should always be conservative when estimating required space.

e The typical daily change rate is between 2 and 5 percent in a midsize or enterprise environment. However, this rate can
vary greatly among servers, with some servers showing much higher values. If possible, run monitoring tools such as
Veeam ONE to gain a better understanding of the actual change rates in your system.

¢ Include additional space for occasional full backups.

¢ Include additional space for backup chain transformation (forward forever incremental to reverse incremental).

¢ Include space equal to at least the size of a full backup multiplied by 1.25.

Using these numbers, you can estimate the required disk space for any job. In addition, you always should leave plenty of

headroom for future growth, additional full backups, movement of virtual machines, and restoration of virtual machines from
tape.

Note:A repository sizing tool that can be used for estimation is available at http://vee.am/rps. Note that this tool is not officially
supported by Veeam. Nonetheless, itis heavily used by Veeam architects. The tool is regularly updated.

Veeam Plug-in for SAP HANA

The Veeam Plug-in for SAP HANA is an SAP certified Backint interface that allows you to perform backup and restore operations
within the native SAP HANA tools such as SAP HANA Cockpit, SAP HANA Studio, and SQL commands. The plug-in allows you
to run all SAP HANA Backint-operated backup modes such as full, differential, and incremental backups, in addition to
predefined log backups. With the Veeam Plug-in for SAP HANA, you can restore your complete database to specific data points
or to a timely defined data point or latest pointintime.

The Veeam Plug-in for SAP HANA manages the SAP HANA Backint data stream from the SAP HANA database, adds
deduplication and compression on the data stream, and transfers all the given data to one of the supported Veeam
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repositoriessuch as the SAP scale-out repository. For performance purposes, it also supports multistreaming for each SAP
HANA service of more than 128 GB of data.

For restore operations, the plug-in delivers the required data streams from the Veeam repository back to the SAP HANA service
and helps customers manage their SAP HANA environments much more easily.

Solution design
For you to follow the configuration steps in this document, your system must have the following components installed and
configured:

e Cisco HyperFlex all-flash system

e One or more SAP HANA systems

e Veeam Backup and Recovery, installed on Cisco UCS C240 Rack Server, Cisco UCS S3260 Storage Server, and Cisco
HyperFlex platform

¢ SAP HANA Studio

Figure 5 shows the components used in the system described in this document.

Components used in this document

Vmware vSphere SAP HANA Studio Veeam Console

SAP HANA on Cisco HyperFlex

sap T TYHANA TR ANA

HX Data Platform

Documents for installing the components

Consult the following documents for detailed guidance in installing the components:

¢ Installing Cisco HyperFlex for SAP HANA: https://www.cisco.com/c/dam/en/us/products/collateral/hyperconverged-

infrastructure/hyperflex-hx-series/sap-hana-whitepaper.pdf

¢ Installing Veeam on Cisco UCS: https://www.cisco.com/c/dam/en/us/solutions/collateral/data-center-virtualization/data-
protection-solutions/whitepaper_c11-739852.pdf

e Installing SAP HANA and SAP HANA Studio: https://help.sap.com/viewer/p/SAF_HANA_PLATFORM (select SAP HANA
Master Guide)
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Configuring Cisco HyperFlex snapshot

You can use Cisco HyperFlex snapshots to create point-in-time recovery points for the whole virtual machine directly on the
storage platform. Because the snapshot is taken directly on the storage platform without any interaction with SAP HANA, there is
no entry in the SAP HANA backup catalog or any internal snapshot that can be used as a recovery point. Under rare
circumstances, such as when the snapshot is taken through a mass update in the SAP HANA database, SAP HANA may
experience an inconsistent status and may not be able to start from the storage snapshot. Nevertheless, this kind of snapshot is
a viable fast and simple option for starting the virtual machine in the event of a failure without overloading the SAP HANA backup
catalog with snapshot entries.

This snapshot option should never be the only option used to protect SAP HANA and must be combined with other options
discussed in this document.

To configure this backup type, you perform the following high-level steps:

e Create a snapshot on the Cisco HyperFlex system for the virtual machine running SAP HANA.

Configure scheduled snapshots in VMware vSphere Client

You first configure scheduled snapshots in the vSphere Client.

Connect to the vSphere Client from which the Cisco HyperFlex system is managed.

User name: VMware’ vCenter” Single Sign-On

U on authentication
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Select the virtual machine on which SAP HANA is running.

I Admi Help =

vmware: vSphere Web Client  #=

.

[ Discovered vitual machine
&, SICIVM-WZP2Z2090HF3
Gy HANADS
Gy HANAD4
(5 HANAD3
£ HANA

&, testwinvi
EJ HCHHANA

Choose Actions > Cisco HX Data Platform > Schedule Snapshot.

G HANA-D2 | & [ B (5 | (g Actions ~

¢ (5 Actions - HANA-02

Gefting Started | Summary | Monitor tores  MNetworks  Update M

Paower >
HANA-03 Guest 05 3
Guest O3 Snapshots 3
Compatibi
Open Cansole
VMware! "‘j P
DNS Namy
» el Clone 3
1P Addreg Ternplate »
Host Fault Tolerance >
(._\ q Whi Palicies >
; | Cornpatibility o
* VM Hardware m [
E Export System Logs E
v Tags 1 & Edit Resource Settings | § t
£ssigned Tag Category G Edil Setlings..
Thig listis empty. n-c7
R
B 1 Bnars
- Edit Motes
Tags & Custom Attributes »
Target add Permission.. 3 Queued For
fications [:,J 1821887522 Alarms » ArewSphere Up

AllwCenter Orchestrator plugin Acti.. »
Ciseo Hx Data Platfarm »

ReadyClones
Update Manager > Snapshot Now
T T -

Schedule Snapshaot
—_—
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&
New virtual Machine
@ ‘ a Q HANA-02 CPU USAGE
~ (1921687522 Guest OF: SUSE Linux Enterprise 12 (34-bit) 0.00 Hz
~[eicts Compatibiity:  ES¥i6.5 and later (Mt version 13) MEMORY USAGE
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» DNS Name: hx-sles-02 = 131.12GB
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Select the checkbox for Enable Hourly Snapshot and specify the schedule and the number of snapshots that you want to keep

that best suits your landscape. Then click OK.

Schedule Snapshotfor HANA-02 ®
[ v Hourly Snapshot @ Enable Hourlysnapshol\
Schedule Retention
Start at | 10 | v | | 0o ‘ - | | AM | - | Amaximum of | g z| snapshots parvi
untl (05 |~ ][00 [~ ][Pm [~]

Starton [] Sunday [/ Monday ] Tuesday
[w] Wednesday ] Thursday  [/] Friday
[ saturday

v Daily Snapshot [] Enable Daily Snapshot

Schedule Retention

v Weekly Snapshot ["] Enable Weekly Snapshot

Schedule Retention

w oW

Snapshots to refain : 8

The Cisco HyperFlex system will now automatically create snapshots based on the configured schedule.

Remember: These snapshots are not shown in the SAP HANA backup catalog.

Monitor snapshots in VMware vSphere

The snapshots are shown on the Snapshots tab of every individual virtual machine.

To monitor the snapshots, open the Snapshots tab on the virtual machine.

Getting Started  Summary  Monitor  Configure Permissions|Snapshuts|Datastores Metwarks

Update Manager

i@ & XK | EpAlActons ~ Snapshot details
v[G’J SENTIMNEL
¥ i) sentinel Harne
v@VM-HOURLY—ThU-FBb-DT-’] 8:00:01-UTC-2019 Description

- (L& Whi-HOURLY-Thu-Feh-07-19:00:01-UTC-2014
w () W-HOURLY-Thu-Feb-07-20:00:01-UTC-2019
w () WM-HOURLYThu-Feb-07-21:00:01-UTC-2019
- () ¥M-HOURLY-Thu-Fek-07-22:00001-UTC-2019
- (&) WM-HOURLY Thu-F eb-07-23:00:01-UTC-201

v (%) YM-HOURLY-Fri-Feb-08-00:00:01-UTC-20

Created

@® vou are here Disk usage

Snapshot the virtual machine's
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Whi-HOURLY-Fri-Feh-08-
01:00:01-UTC-2018

com.springpath.createSnapsh
otfTask: task-3433

Thursday, February 07, 20149
4:04:21 PM

T7.21GB
]
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Revert the virtual machine
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To restore the SAP HANA system from a snapshot, you can revert the virtual machine to that snapshot. If you want to preserve
the actual state of the virtual machine, you should create a clone before reverting to a snapshot.

1. In the vSphere Web Client select the virtual machine that you want to revert.

Q hx-esxi-D1.ciscolab.local
[ hw-esxi-02 ciscolab local
[ hx-esxi-D3 ciscolab local
E hx-esxi-D4.ciscolab.local
& HANA-D1

(s HANAD2

s HANAD3

Gy HANA-D4

[ HANA-05

{5 HANA-0B

[ a0
5 HANA-11
ﬁs{CﬂVM-WZF‘QQDTDQm
&STCIIVM—WZPZZDTDBTB
ﬁstCtNM-WZF'QJDQDHCV
&STCTIVM-WZPZZDQDHFS

{5 testwinVM -

system and applications. An operating
system installed on a virtual machine is by <
called a guest operating system.

S
Because everyvirtual machine is an isolated C'“S'E_'. By
computing environment, you can use virtual ” %
machines as desktop or workstation - 1

environments, as testing environments, or to
consolidate server applications

In vCenter Server, vitual machines run on
hosts or clusters. The same hostcan run

manyvirtual machines. tl

vSphere Client

Basic Tasks Explore Further

Virtual Machines

Datacenter

vCenter Server

Leam how to install a guest operating

Navigator 3| GpHanato & | @ B @ | Géctions
4 Back 3 J Getting Started | Summary Monitor Configure Permissions Snapshots Datastores Networks Update Manager
[ o | B o ok
- @ 1821687522 - Whatis a Virtual Machine?
~ [lgSIC19 Avirtual machine is a software computer that,
w B HCI-HANA like a physical computer, runs an operating

2. Open the Snapshots tab and select the snapshot that you want to use. In most cases, you will want to use the latest

snapshot.
|
Navigator X Gouanato | & 0 B B 5 | Eacons - =~
4 Back ¢ Getting Starled  Summary  Monitor Configure  Permissions | Snapshms“ Datastores  Networks  Updaite Manager

9| @ B8 e

g o ¥ | &hAlActions v

- [gsicta
~ [ HCI-HANA
E hx-esxi-01 ciscolab local
ﬁ hx-esxi-02.ciscolab.local
E hx-esxi-03 ciscolab local
E hx-esxi-D4 ciscolab local
G HANA-DT
G HANA-D2
. HANA-DS
Gp HANA-DY
G HANA-DS
G HANA-DE
|
G HANA-1T
%SICTNNFWZ P22070904
ﬁbletNM-WZ P220708T3
abletNMfWZ P22090HCV
%SICTNM-WZ P22090HF3
i testwinVM

- [51192.168.75.22 [+

~ {g) SENTINEL
w (%) VM-HOURLY-Wed-Feb-27-13:00:01-UTC-2019
w (& VM-HOURLY-Wed-Feb-27-19:00:01-UTC-2019
(%) VIM-HOURLY-Wed-Feb-27-20.00:01-UTC-2019
» () VM-HOURLY-Wed-Feb-27-21:00-01-UTC-2019
w [ VM-HOURLY-Wed-Feb-27-22:00:01-UTC-2019
() VM-HOURLY-\Wed-Feb-27-23.00:01-UTC-2019

(% VM-HOURLY-Thu-Feb-28-00:00:01-UTC-201!

HOURLY-Thu-Feb-28-01:00:01-UT!

(@ You are here

Snapshot details

Name

Description

Created

Disk usage

Snapshot the virtual machine’s
memary

Quiesce guest file system

Console

VM-HOURLY-Thu-Feb-28-
01:00:01-UTC-2019

com springpath createSnapshot

Task: task-5917

Wednesday, February 27, 2019

5:04:21 PM
3533 GB
No

No

-
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3. Click All Actions and choose “Revert to.”

ﬁbletNMfWZPEZDTDEQJ
EﬁslctNM-WZF'ZMTDQTS
EﬁletIVM-WZF‘ZZDQDHCV
%SICINM—WZPZEDQDHFS

{5 testwinVM -

Navigator X Gpuanato | & o @ B 5 | Gecons -
4 Back | F Getting Started  Summary  Monitor Configure  Permissions | Snapshots | Datastores Metworks  Update Manager
| @ 8 a i & K | Ghactons ~ Snapshot details <
v@ 192.168.75.22 3 @SENTIN % Revertio |
| -
~[gsJc1e # Edit Snapshot r Naame VIM-HOURLY-Thu-Feo-23-
w g VM-HG C-2019 01:00:01-UTC-2019
~ [ HCI-HANA ¢ Delete Snapshot
E hx-esxi-01.ciscolab.local v (g VI Delete All Snapshots -UTC-2018 Description com.springpath.createSnapshot
[ hx-esxi-02 ciscolab local e VIPFODRIYWEd Feb 2720700 01-UTC-2019 Task task-5a17
D hx-esxi-03.ciscolab.local [ YM-HOURLY-Wed-Feb-27-21:00:01-UTC-2019
i tocesd 0 chacolabilocal (6 VM-HOURLY-Weg-Feb-27-22:00:01-UTC-2018
G HANA-D1 e
w () VM-HOURLY-Wed-Feb-27-23:00:01-UTC-2019
G HANA-02
s HANA-D3 + {8 VM-HOURLY-Thu-Feb-25-00:00:01-UTC-201!
(5 HANA-D4 FHOURLY-Thu-Feb-.
Wednesday, February 27, 2019
55 HANA-DS @ ou are here Created 50421 BM
G HANA-06
I = HANA-10 Disk usage 3538 GB

) v 3
(53 HANA-11 Snapshot the virtual machines No

memory
Quiesce guest file system No

Caonsole

I

4. Confirm the process by clicking Yes.

Confirm Revert to Snapshot

a

Feb-28-01:00:01-UTC-2018?

Current state of the virtual machine will be lost unless it is
saved in a snapshot. Revert to snapshot WM-HOURLY-Thu-

| oves ||

No |

],
CIscoO

On Cisco HyperFlex systems, the reversion process is very fast because a redo log does not need to be committed in the data

files.
Navigator K| (B HaNA0 | & ) £ G | @ hctons - | # Work In Progress X
4 Back | b Gefting Started  Summary Monitor  Configure  Permissions | Snapshots | Datastores Networks  Update Manager 85 HANA-D1- Cione Exist
J g | @ =] 2} @ & X | @hasctons - Snapshot details 72l | T New Virtual Machine
v (311921687522 - =
- [sicts | |7 SENTINEL . VIM-HOURLY-Thu-Feo-25-
& oA « {0 VM-HOURLY-Wed-Feb-27-18:00:01-UTC-2019 3 01:00:01-UTC-2019
@ '
g neswi-01 ciscolab local + () VM-HOURLY-Wed-Feb-27-18:00:01-UTC-2012 Description com springath createSnapshot
[ neesxi-02.ciscolablocal {0 VM-HOURLY-Wed-Feb-27-20:00:01-UTC-201 Task faslk-5917
[@ hx-esxi-03.ciscolab.local v [ VM-HOURLY-Wed-Feb-27-21:00:01-UTC-2019
[ nr-esxi-04 ciscolab local « (9 VM-HOURLY-Wed-Feb-27-22:00:01-UTC-2018
Gy HANADT
B HANAD2 + {5 VM-HOURLY-Wad-Feb-27-23:00:01-UTC-2018
B, HANADS {9 VM-HOURLY-Thu-Feb-26-00.00:01-UTC-201¢
L Wednesday, February 27, 2018
lednesday, February 27, 20°
G HANADS 0! You are here SEzai 5:04:21 PM
G HANA-DS
AN 10 Disk usage 3533 6B —
B HANA-TT Snapshot the virtual machine's Mo R N1
5 SICIVM-WZP22070804 memory | SR G
i SICHVM-WEZP220700TE Quiesce guest file system No
5, SICHVIM-WZP22080HCY .
5, SICHVM-WZP22090HF 8
G testwinvM - 7]
Q Recent Objects > Recent Tasks 3
Viewed Created Iy~ l’q Filter =)
31 HANA-10 “§ Task Name Target Ststus Initiator Queued For Start Time: 1v Completion Time Server
G HANA 1 Revert snapshot 1 HANAD + Completed VSPHERE LOCALI.. 4ms | 2282019 11127 AM | 202872019 1-11:32AM | 192.165.75.22
Create virtual machine native snaps. . HANA-11 v Completed Springpath Hourly § oms 212812018 1:0420 AM | 192.185.75.22
. VeeamProxy
pei— Create virtual machine native snaps.. | (31 HANA-1D v Completed Springpath Hourly § oms 21872019 1:0420 AM | 192.185.75.22
festwin
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The power state of the virtual machine will automatically power off. You can now power on the virtual machine and start SAP
HANA as usual.

' Navigator X | (3 HANA-1D i & p W G | Gections
4 Back Getting Started  Summary  Monitor C‘ [ Actions - HANA-1D r;-. Networks uiuate Man
J g | 8 aQ @ #/ X | FAactions - os , F. S
v [31192.168.75.22 “I < senTINEL Snapstiols [ ) |
v;?;fmm v@\f-r\.*I—HL‘URLY—'.'\"ed-FeD-Z?-1E:Ek".l:l} & Open Consale < l

[g hx-esx-01 ciscola loca + {9 VM-HOURLY-Wed-Feb-27-19:0 5 Migrate._. ]

[ he-esxi-02.ciscolab.local » [ VIM-HOURLY-Wed-Feb-27-2 Clone » i

Q hx-esxi-03.ciscolab.local + @ VM-HOURLY-Wed-Feb-2 Template » ——

@ hx-esxi—lj‘ri.cisccIab.laca\ + [ VM-HOURLY-Wed-Fe Fault Tolerance »

%E:::gz + (% VM-HOURLY-Wed| VM Policies »

{5, HANA-D3 i ~ ({3 VM-HOURLY-TI Compatibility »

{55 HANA-D4 Export System Logs... \Wadnes

EI}HN%A'DS ©Youareh By Edit Resource Seftings... 50421 |

Ly HANA-DG G Edi Settings... 35.38 GI

ED HANA-11 Move To... virtual machine's No
Verify that SAP HANA is running before you try to access the database.

bwpadm@hx-sles-10:/usr/sap/BWP/HDB10> HDB info

USER PID PPID %CPU VSzZ RSS COMMAND
bwpadm 24602 24601 0.0 15572 5468 -sh
bwpadm 24843 24602 0.0 13396 3416 \_ /bin/sh /usr/sap/BWP/
bwpadm 24874 24843 0.0 36888 2824 \_ ps fx -U bwpadm -
bwpadm 2814 1 0.0 21732 2988 sapstart pf=/hana/shared/
bwpadm 2823 2814 0.0 255776 49580 \_ /usr/sap/BWP/HDB10/hx
bwpadm 2839 2823 2.4 15594892 13021944 \_ hdbnameserver
bwpadm 3014 2823 0.2 3492084 425488 \_ hdbcompileserver
bwpadm 3016 2823 0.3 8651028 7319292 \_ hdbpreprocessor
bwpadm 3055 2823 2.4 14761732 11924760 \_ hdbindexserver -p
bwpadm 3057 2823 0.4 5741536 1644464 \_ hdbxsengine -port
bwpadm 3346 2823 0.2 3787280 445096 \_ hdbwebdispatcher
bwpadm 2727 1 0.0 493908 28840 /usr/sap/BWP/HDB10/exe/sa

bwpadm@hx-sles-10:/usr/sap/BWP/HDB10>
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You can connect to the database with the hdbsgl command and check the status in detail. The established connection to the
database indicates that the reversion process has likely succeeded.

bwpadm@hx-sles-10:/usr/sap/BWP/HDB10> hdbsql -i 10 -d BWP -u SYSTEM
Password:

Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit
hdbsql BWP=>

Configuring SAP HANA backup to file
The simplest way to back up your data in SAP HANA is to use SAP HANA'’s backup-to-file option.

Cisco highly recommends that you do not store this backup file directly on the SAP HANA server. Otherwise, both the backup
file and the original files may be lost if the SAP HANA server fails. You would also need to consider the number of backup
versions that can be stored on the local file system before you run out of space. Cisco recommends using NFS mounted on a
remote server or storage that is designed to store backup files and provides enough capacity to retain the number of backup
versions that you need based on your retention-period requirements.

To configure this backup type, you perform the following high-level steps:

o Back up the data from SAP HANA to a remote file system.
Note: Do not use the local storage in the virtual machine as the backup destination.
Prepare the operating system for file backup

Enter the following commands to prepare the OS for file backup:

# mkdir /hana/backup

# mount <storage>:/<share> /hana/backup
# mkdir /hana/backup/log

# mkdir /hana/backup/data

# chgrp -R sapsys /hana/backup

# chmod -R 774 /hana/backup

# Is -al

total 16

drwxrwxrwx 6 root root 4096 Feb 11 13:22 .
drwxr-xr-x 23 root root 4096 Jul 25 2018 ..

drwxrwxr-- 4 root sapsys 4096 Feb 11 13:22 backup
drwxr-xr-x 4 root root 33 Feb 8 15:34 data
drwxr-xr-x 3 root root 17 Feb 8 15:34 log

3

drwxr-xr-x root root 4096 Feb 8 15:34 shared

#
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Configure file backup in SAP HANA Studio
You configure file backup in SAP HANA Studio.

1. Log on to SAP HANA Studio and select the system database (SYSTEMDB) entry for the system that you want to back up.
Open the Configuration tab for the backup settings.

2. Enter /hana/backup/data as the destination for File-Based Data Backup Settings and /hana/backup/log for Log Backup
Settings and save the settings. Be sure that the checkbox for Enable Automatic Log Backups is selected.

@ Backup SYSTEMDB@BWP (SYSTEM) [Production System]
Cverview | Configuration | Backup Cata\ngl

Last Updatei5: 10:38 AM 0 ‘ [EH

} Backint Settings i =
File-Based Data Backup Settings Log Backup Settings
Destination Type: (&) File ®
The default destination is used unless you specify a different destination. If you specify a new O Backin: ®
destination, ensure that the directory already exists before vou start a data backup, For improved
data safety, we recommend that wou specify an external backup destination, Destination: | thanakbbackupjlog
Deestination: I Thanajbackup/data
Backup Inkerval: '1 15 IMinutes j

You can specify the maximum size of service-specific data backup files, IF a data backup exceeds

the specified size, it is split across multiple files, to which the system writes sequentially, By default,

data backups are not split across multiple files. @ If you disable automatic log backup, the log area will continue ko Fill, & full log area will cause the
database to hang,

[ Limit Masimum File Size akahasztohang

m Enable automatic Log Backup
-

Mazirnmum File Size:

Run a manual backup of SYSTEMDB to file

Now manually test your configuration.

1. Right-click the SYSTEMDB entry and choose Backup and Recovery >Back Up System Database

g Systems 52 = B *Badap SYSTEMDBBWE (SVSTEM) [Production System] 52 =8
& - - m P -
B E-l@ ae% < Backup SYSTEMDB@BWP (SYSTEM) [Production System] Lot tpderz0ss M g | (5| B
“HEL swp@eswp (SYSTEM) [Production System] W X
() Backup Overview |Confi Backup Catalog |
(= Catalog } Backint Settings i =
(= Cantert
(= Pravisioning File-Based Data Backup Settings Log Backup Settings
(= security o
-1[El s4P@34P (SYSTEM) [Produrtion System] Destination Type: @ File
' o The defsult destination is used Unless you specify a dfferent destination, IF you spedfy 3 nem O aacare
i ackup destination, ensure that the directary already exists before you start a data backup, For impraved
(= Catalog data safety, we recommend that you specfy an extermal backup destination. Destination: | franafbachupiion L
(= Content Destination: [ ransfbadapideta
(= Frovisioning
> Securty ) Backup Interval: ] 15 [tirures >]
& ou can speciy the maximum size of servica-specific deta backup fles. IF a data backup excasds
y | thespeciied size, it is spit across mukle fies, to which the system writes sequentialy. By default,
3 Bscup o G A | data backups are not st scrss multiple files, /&, 1F you disable automatic log backup, the log area wil continue to Fill. 4 Full log area will cause the
(= Catalog o Lfecrele Management L B _ database t@ hang.
> Content [d  Open Backup Console Enable Automatic Log Backup
o provi Sty G Ba:: Up System Date:ese. . [~
Back Lp Tenant Database ..
(= Seauity 1 open 0L Consel
5 svorenon ri=m Sl EanEe Manage Storage Snapshit. .
") Boctups T SAP HANA Madkr ) Recover System Database..
Gy Recover Tenant Database. .
& oo syskem with Different User ..
(= Provisiol 3¢ pemave Delete:
(= security
Log Off
& Refresh =
Properties Alk+Enter
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2. In the Backup Type field, choose Complete Data Backup, and in the Destination Type field, choose File. Verify that the
Backup Destination definition points to /hana/backup/data; if it does not, then the configuration was not saved properly.
Click Next.
"B Backup of SYSTEMDB@BWP

[_[O[]
Specify Backup Settings

specify the information required For the data backup
Estimated backup size; 1.47 GE.

@ This is a production system. Manipulate data on this system with caution.

Backup Type

Destination Type |File

Backup Destination

The default destination is used unless yvou specify a different destination. If vou specify a new destination,
ensure that the directory already exists. For improved data safety, we recommend that vou specify an exkernal
backup destination.

Backup Destination I thana/backup/data/SYSTEMDE
Backup Prefix

| COMPLETE_DATA_BACKUP

i Note that customer-specific changes to the SAP HAMA database configuration are not saved as part of the
data backup.
More Information: SAP HANA Administration Guide

@

Caneel

= Back I Mextk = I Fimish |

3. Review the backup job definition and click Finish.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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"B Backup of SYSTEMDB@BWP =1 E3

Review Backup Settings

Review the backup settings and choose 'Finish' to start the backup. To change the
recovery settings, choose ‘Back!,

Database Information

Database: SYSTEMDE@EWP
Host: 192,168,35.110
Wersion: 2.00.033,00,15357 11040

Backup Definition

Backup Type: COMPLETE DATA BACKUR
Destination Type: FILE

Backup Destination: [hanafbackupdata/SySTEMDE
Backup Prefix: COMPLETE_DATA_BACKLP

® < Back | Mext = I Finish I Cancel

4. After the backup job is finished, click Close.

"\ Backup of SYSTEMDB@BWP [_ O] x]

Backup Execution Summary

i Backup of database SYSTEMDB@BWP finished
1 volumes were backed up

Open Log File

® Close |

5. Check the file system. The directory structure for the SYSTEMDB and tenant database is created and contains backup files
for the SYSTEMDB data.

/hana/backup # Is -IR *
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data:
total 8
drwxr-x--x 2 bwpadm sapsys 4096 Feb 11 14:56 DB_BWP
drwxr-x--x 2 bwpadm sapsys 4096 Feb 12 10:22 SYSTEMDB
data/DB_BWP:
total O
data/SYSTEMDB:
total 1558168
-rw-r----- 1 bwpadm sapsys 155648 Feb 12 10:22 COMPLETE_DATA BACKUP_databackup 0 1
-rw-r-—--- 1 bwpadm sapsys 1593843712 Feb 12 10:22 COMPLETE_DATA BACKUP_databackup_1 1
log:
total 8

drwxr-x--x 2 bwpadm sapsys 4096 Feb 11 16:52 DB _BWP
drwxr-x--x 2 bwpadm sapsys 4096 Feb 11 16:48 SYSTEMDB

log/DB_BWP:
total O

log/SYSTEMDB:
total O

/hana/backup #

Run a manual backup of a tenant database to file

Now test the configuration for the tenant database.

1. Select the SYSTEMDB entry and right-click it. Choose Backup and Recovery > Back Up Tenant Database.

2. In the new window that appears, select the database that you want to back up and click Next.
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¥ Backup of Tenant Database in BWP

M=l E3
Specify tenant database

|ty'pe filker bext

@

< Back I Mext = I Eimishy |

Cancel |

3. In the Backup Type field, select Complete Data Backup, and in the Destination Type field, select File.
4. The Backup Destination field should already point to /hana/backup/data. Click Next.

® Backup of Tenant Database in BWP H[=1 B3

Specify Backup Settings

Specify the information required For the data backup

® This is a production system. Manipulate data on this system with caution.

Backup Type Complete Data Backup hd
Destination Type |File hd

Backup Destination

The default destination is used unless you specify a different destination. IF vou specify a new destination,
ensure that the directory alveady exists, For improved data safety, we recommend that you specify an external
baclkup destination.

Backup Destination | thana/backupjdata/DE_BWP
Baclup Prefix

| COMPLETE _DaTA_BACKUP

i Mote that customer-specific changes to the SAP HAMA database configuration are not saved as part of the
data backup.
Mare: Information: SAP HAMNA Administration Guide

@

Finish | Cancel |

5. Review the backup job definition and click Finish.
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¥ Backup of Tenant Database in BWP [_ O]
Review Backup Settings
Review the backup settings and choose 'Finish' to start the backup. To change the
recovery settings, choose 'Back!.

Database Information

Database: BWP@EWP
Host: 192, 168.35.110
Wersion: 2.00.033.00.1535711040

Backup Definition

Backup Type: COMPLETE DATA BACKLP
Destination Type: FILE

Backup Destination: Thanajbackupidata/DE_BWP
Backup Prefix: COMPLETE_DATA_BACKLP

I ext = I Finish I Cancel

@

6. After the backup job is finished, click Close.
=] S

" Backup of Tenant Database in BWP

Backup Execution Summary

i Backup of database BWP@BWP finished

2 volumes were backed up

@ Close: |

7. Check the file system.
/hana/backup # Is -IR *

data:
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total 8
drwxr-x--x 2 bwpadm

drwxr-x--x 2 bwpadm

data/DB_BWP:
total 1771380

-rw-r-——-—- 1 bwpadm
-rw-r-——-—- 1 bwpadm
-rw-r-——-—- 1 bwpadm
data/SYSTEMDB:

total 1558168

-rw-r-—-—-- 1 bwpadm
-rw-r-—-—-- 1 bwpadm
log:

total 8

drwxr-x--x 2 bwpadm

drwxr-x--x 2 bwpadm

log/DB_BWP:
total O

log/SYSTEMDB:
total O

/hana/backup #

To schedule a backup-to-file operation, use the SAP documentation related to the applications you are using.

sapsys

sapsys

sapsys
sapsys

sapsys

sapsys

sapsys

sapsys

sapsys

Recover a database from file

4096 Feb
4096 Feb

12 10:40
12 10:22

155648 Feb 12
83894272 Feb 12
1728061440 Feb 12

155648 Feb 12
1593843712 Feb 12

4096 Feb
4096 Feb

11 16:52
11 16:48

DB_BWP
SYSTEMDB

afrafn
CISCO

10:40 COMPLETE_DATA_BACKUP_databackup_0_1
10:40 COMPLETE_DATA_ BACKUP_databackup_2_1
10:40 COMPLETE_DATA_ BACKUP_databackup_3_1

10:22 COMPLETE_DATA_ BACKUP_databackup_0_1
10:22 COMPLETE_DATA_ BACKUP_databackup_1_1

DB_BWP
SYSTEMDB

You can recover the existing database from a file or install a new database and recover the data from a file. The process for both

operations is basically the same. Refer to the recovery-related documentation from SAP at http://help.sap.com/hana.

1. Open SAP HANA Studio. Select the database that you want to recover and open the backup catalog.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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Uy Systems 57 =0 (¥, Backup SYSTEMDB@BWP (SVSTEM) [Production System] 33 St m |
_ B-/@§-=85% 7 @ Backup SYSTEMDB@BWP (SYSTEM) [Production System| Lot psetzzzoran 3 | )| By
B BWP@BWP (SYSTEM) [Production System] B W -
F& 54P@SAP (SYSTEM) [Procuction Systen] overview | Configuration | Backup Catalog

SYSTEMDB@BWP (SYSTEM) [Production System] =] Feb 15, 2019 8:02:08...  00h 00m 14s 1.50GB DataBackup  Snapshot | -]

% Backup =] Feb 15, 2019 4:01:09...  00h 00m 135 1.50GB DatsBackup  Snapshot pedtonel 1nfermation: 2o

(= Catalog ® Feb 15, 2019 12:01:1...  00h 0Om 13s 1.50GB DatsBackup  Snapshot

(= Content ® Feb 14, 2019 8:01:19...  00h 0Om 135 1.50GB DatsBackup  Snapshot

(= Provisioning ® Feb 14, 2019 4:01:48...  00h 0Om 14s 1.50GB DatsBackup  Snapshot Location:

| B Serurity =] Feb 14, 2019 12:01 00h 00m 135 1.50GE  Data Backup Snapshot fhanafbackupfdatafSySTEMDG!
[ SYSTEMDB@S4P (SYSTEM) [Froduction System] ® Feb 14, 2019 8:02:03...  00h0Om L4s 1.50GE DataBackup  Snapshat

® Feb14, 2019 4:02:10...  00h0Om L4s 1.50GE DataBackup  Snapshat
(=] Feb 14, 2019 12:01:5... 00h 00m L4s 1.49GE  Data Backup Snapshot Izt~ [ sersice I Size | Mame [Source T
5] Feb 13, 2018 :01:58...  00h 00m 145 1.48GB DataBackup  Snapshat ocsteca ) nameserver 428KE  COMPLETE DA...  topology
5] Feb 13, 2018 4:02:09,..  00h 00m 145 1.48GB DataBackup  Snapshat ocstosa ) nameserver 1.48GB | COMPLETE DA... | wolume
® Feb13, 2013 2:04:56...  00h DOm 10s 1.43GE DataBackup  Snapshot
® Feb13, 2013 12:02:1...  00hDOm L4s 1.43GE DataBackup  Snapshot
® Feb13, 2013 BOL:ST..,  00hDOm L4s 1.43GE DataBackup  Snapshot
® Feb 13,2013 4:02:04...  00h 00m L4s 1.48GE DataBackup  Snapshot
® Feb 13,2013 12:01:2...  00h0Om 13s 1.48GE DataBackup  Snapshot
® Feb12,20198:01:54...  00h00m 13s 1.48GE DataBackup  Snapshot
® Feb12,20194:01:14...  00h0Om 13s 1.48GB DataBackup  Snapshot
® Feb 12,2019 12:02:0...  00h 0Om l4s 1.48GB DataBackup  Snapshot
® Feb12, 2019 8:01:27...  00h 0Om 13s 1.48GB DataBackup  Snapshot
® 00h 00m 415 Data Backup  Snapshot
[ 00k 00 Data Backup

2.
Database or Recover Tenant Database.

Ug Systems 33
B @i-282% ~

% EMWP@EWP (SYSTEM) [Production Syshem]

;% S4P@S4P (SYSTEM) [Production Syskem]

=--0 g Backup SYSTEMDE@EWP (SYSTEM) [Production System] 53
<p Backup SYSTEMDB@BWP {SYSTEM)

Creerview | Configuration |Backup Catalog

Right-click the database that you want to recover and choose Backup and Recovery.

- Ecbic_onioc.oxg,,, 00h 00m 145 150G
BackUp Configuration and Monitaring ~ ooh 00m 135 150G
- Catalog «E Lifecycle Management 11 nnk NN 13 150
Content Open Backup Console
Provisioning Security »  Back Up System Database. ..
(= Security Back Up Tenant Database. ..
FM Open S0L Console
[ SYSTEMDB@S4P (SYSTEM) [Froduction Sys! pen 59 Manage Storage Snapshet...
%E, AP HAMA Modeler » Recover System Database. ..
Recover Tenant Database.
Add System with Different User. ., 5. 00k 00m 145 1455
9 Remove Delete t09... 00h 00m 14s 1486
(56, 00h 00m 10s 143G
Log Off £, 00h 00m 145 148G
| Refresh FS bS7.0 00h 00m 145 143G
N t04... 00h 00m 145 1486
Propetties Alt+Enter 2. 00h 00m 13¢ La8G
I'= Fah 9 2010 8.01.64 ARk (e 4 2 1 anc

3.
"B SAP Start Service Logon {(BWP)

Enter the user name and password of the operating system user {<sid=adm)
of the SAP HAMA system

User Mame: I bwpadm

Password: | - o

[+ Store user name and password in secure storage

o1

Caneel |

4
Shut Down System BWP
l This is a production system. Manipulate data on this system with caution.
"

Swstem must be offline before recovery can start; the system will be shut
down now

Cancel |

5. Select the recovery type that best meets your needs and click Next.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

Then choose either Recover System

Enter an operating system user and password with the required permissions: for instance, enter <sid>adm. Thenclick OK.

If the system is running, click OK to confirm that the system can be shut down.
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"B Recovery of SYSTEMDE@BWP |_ (O] x|
Specify Recovery Type

Select a recovery bype.

@ This is a production system. Manipulate data on this system with caution.

" Recover the database to its most recent state &

" Recover the database to the Following point in time ©

[ate: IZDIQ-DZ-ZE |:| Tirne: IDZ:23:56

Select Time Zone: I(GMT-DS:DD) Pacific Standard Time j

1 System Time Wsed (GHTH: 2009-02-25 10:23:56

& Facover the datahase (o 2 speric nats barkp©

Advanced = |

® < Batk I Mext = I Eimish | Cancel

6. Click OK to confirm that you want to recover the data.

"B Confirm Ei

The database will be recovered to a specific data backup, or to an earlier
point in time. Any changes made after the data backup, or after the point in
time, will be lost, For example, information about the creation of kenants,

Cancel |

o],
CISCO

7. Specify whether you want to select the backup location from a backup catalog, on a file system or through Backint, or
whether you want to perform recovery without a backup catalog. For details about the options, see the documentation from

SAP.
Select the option that best meets your needs and click Next.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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Specify Backup Location

hoose whether you wank ko select a backup from a backup catalog or enter the name and the path of &
backup in the next step.

™ Recover using the backup catalog

€ Search For the backup catalog inthe Fle systerm oy

Backup Catalog Location: I,ihana,ibackup,ilongVSTEMDB

= Gearch For the hackup catalng in Backint anly

Backink System Copy
™ Backint System Copy

SOUFCE Systems

@ < Back. I Mext = I Einish | Cancel I

8. In the Destination Type field, choose File, and specify the location and prefix of the backup files. Click Next

"m Recovery of SYSTEMDB@BWP M=l E3

Specify the Backup to Recover
Specify the backup to be recovered,

Destination Type: IFl\e 'I

Locate the Data Backup

Specify the destination of the data backup that you want to use ko recover the database,

Location: | [hanafbackupfdataiSYSTEMDB

Backup Prefix: | COMPLETE_DATA_BACKUP

® < Back.

Eimish Cancel

9. Review the information and click Finish.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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B Recovery of STSTEMD

Review Recovery Settings

Review the recovery settings and choose 'Finish' o start the recovery, You can modify the recovery
settings by choosing 'Back!,

Database Information

Database: SYSTEMDE@E WP
Host: 192.168.35.110
Wersion: 2.00.033.00.1535711040

Recovery Definition

Recavery Type: Data Backup Recovery
[rata Backup Prefix: COMPLETE_DATA_BACKUR
Data Backup Location: [hanafbackupydata/SYSTEMDE

Configuration File Handling
& Caution

To recover customer-specific configuration changes, you may need to make the changes manually in the target system,
More Information: S&P HAMA Administration Guide

Show SQL Statement

® I 2 Back | Hext = I Einish I Cancel I

10. To confirm that you want to recover the database, click Yes.

"B Backup

1N

nfigural

n
This is & production system. Manipulate data on this system with caution.

[ yiou wank ko continue?

[T Dan't show this message again during this editor session

Yes

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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11. After the recovery process is finished, click Close.

"B Recovery of SYSTEMDB@BWP

Recovery Execution Summary

i Database SYSTEMDB@BWP recovered
1 volurnes were recovered

@

Close |

The database will start automatically after recovery.

Yo Systems 52

= 8  []svstevoeapwe 52

B2l -=m35% ~ gSYSTEMDB@BWP (SYSTEM) [Production System] isz.ies.35.1

E% EWP@EBWP {S¥YSTEM) [Production System]
% SAP@S4P (S¥YSTEM) [Production Syster]

E-E% SYSTEMDB@EWP (S¥STEM) [Production System]
@ Backup

Catalog

Content

Provisioning

i = Security

E% SYSTEMDB@S4P {S¥STEM) [Production System]

Overview | Landscape | Alerts | Petformance | Wolumes | Configuration | System Information | Ciagnosis Files

General Information

Operational Status: @ Al services started

System Lsage: B> Production System

Start Time of First Started Service: Feb &, 2019 2:27:36 PM

Skart Time of Most Recently Started Service: Feb 25, 2019 10:34:09 AM

Distributed System: Mo

Version: 2.00.033.00.1535711040 (FajhanaZsp03)
Eiild Tirne: Aug 31, 2018 12:51:44 PM

PlatForm: SUSE Linux Enkerprise Server 12,3

Linuz Kernel Yersion: 4,4,140-94, 42-defaul

Hardware Manufackurer: YMware, Inc,

Configuring Veeam Backup and Replication managed snapshots with pre- and post-snapshot

scripts

Veeam Backup and Replication integrates into the Cisco HyperFlex HX Data Platform and can run commands before taking a
snapshot and after the snapshot is finished. Veeam provides pre-freeze and post-thaw scripts for SAP HANA. These are located

on GitHub under MIT license.

To configure this backup type, you perform the following high-level steps:

1. Run the pre-freeze script on the SAP HANA server.

P 0N

Create a snapshot on the Cisco HyperFlex system for the virtual machine.
Run the post-thaw script on the SAP HANA server.

Back up the data from the Cisco HyperFlex system to the Veeam backup repository.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information. Page 31 of 76



afrafn
CISCO

White Paper

5. Delete the snapshot on the Cisco HyperFlex system.

To restore the system from the snapshot, you need to restore the data from the Veeam backup repository first or use the instant
virtual machine recovery function in Veeam.

Download pre- and post-snapshot scripts

Download the pre-freeze and post-thaw scripts from the Veeam area of GitHub:
https://github.com/VeeamHub/applications?files=1. For example, for SAP HANA, download the hana-post-thaw and hana-pre-
freeze commands.

I = | HAMA
Home Share i e
- v > This PC » Docurments » HAMA
Marne Date rmodified Type Size
> #F Quick access
D hana-post-thaw.sh 2/af 209 127 PR 5H File 12 KB
~ [ This PC [7] hana-pra-freeze.sh 362019 1:26 P SH File 10KE
> [ Desktop
v Docurments
HAMA
» * Dowvriloads
LY

Create OS user for backup on the SAP HANA server

You should create an OS user for backup operations on all SAP HANA systems. This user should have read access to the
installed SAP HANA configuration files. In the following example, the user is named veeam and is part of the sapsys group.

Note: The connection from the Veeam Backup and Recovery (VBR) server to the SAP HANA server is established with this
backup user, and the commands run on the SAP HANA server are elevated with a sudo command to root.

# useradd -d /home/veeam -G sapsys -m -u 2000 -p *****x**x**x yveeam

Communication between the Veeam server on Windows and the SAP HANA system on Linux is performed through Secure Shell
(SSH). As a best practice, you should use shared keys for authentication instead of a user and password combination. The
easiest way to create a private and public key pair is with the ssh-keygen command in Linux.

1. In Linux, enter the following command:

# ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/root/.ssh/id rsa): /tmp/id rsa

Enter passphrase (empty for no passphrase): ***xx*x*x

Enter same passphrase again: ***x*x*xx

Your identification has been saved in /tmp/id_rsa.

Your public key has been saved in /tmp/id rsa.pub.

The key fingerprint is:

SHA256 : 6ABAonu72Pcnll/t0CZTQTi2ZDHISVoOVadnrcpyS5k root@hx-sles-10

The key's randomart image is:

+---[RSA 2048] ----+
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| +. .++++00 |
|o. =+ *= . |
. . . .+.0+ |
| oo |
| s o |
| ..o B |
| E+ |
| o oo =B |
|. o. 0.0 |
+----[SHA256] ----- +
#
#
# mkdir /home/veeam/.ssh
# chown veeam /home/veeam/.ssh
# chmod 700 /home/veeam/.ssh
# cat /tmp/id rsa.pub > /home/veeam/.ssh/authorized keys
#
2. Copy the private key file to the VBR server as sshkey_4_veeam.priv.
3. Copy the public key file to the VBR server as sshkey_4_veeam.pub.
| 7 | HaMA
Hame Share i
&~ v » ThisPC » Documents » HAMNA v 8
Marne - Date rmodified Type Size
7 Quick access -
| hana-post-thav.sh 2/8/2019 127 PR SH File 12 KB
K8 This PC | hana-pre-freeze.sh 2/6/2019 126 P SHFile 10 KE
[ Desktop Mj sshkey 4 veearn.priv 2182010412 Prd PRI File 2KE
Documents mj sshkey 4 veearn.pub 2129132 Py PUE File 1KE
HAMNA,
; Downloads

| S
4. Add the Veeam user to the sudoers file on all SAP HANA servers.

# visudo

veeam ALL=(ALL) NOPASSWD: ALL

#

Depending on your local security policies, you may want to lock this user from manual logon. Refer to the documentation for

your Linux distribution for information about the process.

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.
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Create a secure HANA Database user store

The best way to grant user root access to the SAP HANA system to run the pre-freeze and post-thaw scripts is to maintain the
SAP HANA secure user store.
Run this command as user root on the SAP HANA system:

# /hana/shared/<SI1D>/hdbclient/hdbuserstore set HDB<NR><hostname>:3<NR>13@SYSTEMDB
<USER><PASSWORD>

<SID> = SAP HANA SID.

<NR> = SAP HANA system number.

<HOSTNAME > = hostname of the server SAP HANA is running on.

<USER> = Database user with privileges to create SAP HANA internal snapshots.
<PASSWORD> = Password for the database user.

For example, enter the following command to grant access for user SYSTEM on the SAP HANA system with

SID S4P and system number 10 running on host hx-sles-10:

# /hana/shared/S4P/hdbclient/hdbuserstore set HDB10 hx-sles-10:31013@SYSTEMDB SYSTEM

R e e

Test the pre- and post-snapshot scripts

Copy hana-pre-freeze.sh and hana-post-thaw.sh to the SAP HANA server and run the files manually to verify that they work. In
some cases, you may need to run the dos2unix command to remove hidden characters in the scripts. Copy the tested new
version back to the VBR server.

1. Run the pre-freeze script manually on the SAP HANA server.

veeam@hx-suse-10 :~ > sudo ./hana-pre-freeze.sh

In SAP HANA Studio, the snapshot is listed but without status and duration information.

@ Backup SYSTEMDB@BWP (SYSTEM) [Production System] Last Updateisizantd a5 | (] | By
Crerview | Configuration | Backup Catalog
Backup Catalog Backup Details =
IC: 1549968026652
Database! IBWP 'I
Status: Successful
[ show Log Backups [] Show Delta Backups Backup Type! Data Backup
Destination Type: File
Status | Starked ~ | Duration | Size: | Backup Tvpe | Destination. .. | Starked: Feb 12, 2019 2:40:25 AM {AmericafLos_Angeles)
Feb 12, 2013 5:24:05... 1.63GB  Data Backup Snapshot Finished: Feb 12, 2019 2:40:33 AM (AmericafLos_aAngeles)
] Feb 12, 2019 2:40:28.,, 00h 00m D45 1,69 GE [ata Backup File: Duration: ooh 0om O4<
Size: 1.69 GE
Throughput: 432,00 MB/s
System ID:

Comment:

Additional Information: [ <gke

Lacation: [hanajbackup/data/DE_Ewr)
Host = | Service | Size: I Mame | Source TYpe EBID
hix-gles-10 indexserver 1.35KE COMPLETE_DA...  topology
hxz-sles-10 indexserver 1.61 GB  COMPLETE_DA...  wolume
hiz-sles-10 ®gengine 80,00 ME COMPLETE_DA...  vaolume

-
4 | »
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2. Run the post-thaw script manually on the SAP HANA server.

veeam@hx-suse-10 :~ > sudo ./hana-post-thaw.sh

In SAP HANA Studio, the snapshot is now listed with status and duration information.

@ Backup SYSTEMDB@BWP (SYSTEM) [Production System] Last UpdateiSizai5z a5 | (] | By
Cwerview | Configuration | Backup Catalog
Backup Catalog Backup Details =
ICn 1549968025852
Database: IBWP 'I
Status: Successful
[ show Log Backups [ Show Delta Backups Backup Type: Data Backup
Destination Type: File
Status | Statked ~ | Duration | Size: | Backup Tvpe | Destination. .. | Started: Feb 12, 2019 Z:40: 26 AM (AmericafLos_Angeles)
=] Feb 17, 2018 5:24:05. . 00h 00m 415 1.69GE | Data Backup Snapshot Firished: Feb 12, 2019 2:40:33 AM (America/Los_Angeles)
= Feh 12, 2019 2:40:28. ., 00h 00m 045 1.69 GE  Data Backup Filz Duration: 00h 00m 04s
Size:! 1.69GE
Throughput: 432,00 ME('s
Swskemn I0:
Comment:
Additional Information: [ g
Location: fhanafbackup/data/DE_BwP|
Host = | Service | Size | Mame | Source Type | EEID
hix-sles-10 Xsengine 80,00 ME  COMPLETE_DA...  wolume
hix-gles-10 indexserver 1.61 GE COMPLETE_DA...  wolume
hix-sles-10 indexserver 1.38KB COMPLETE_DA...  topology

-
1 | 3

Configure a backup job in Veeam

Now that the SAP HANA server is prepared and the scripts have been tested, you can configure the backup job in Veeam.
1. Open the Veeam Backup and Replication console.

N Veeam® o

Backup & Replication™ 9.5
Type in a backup server name or P address, backup service port number,

and user credentials to connect with.

localhost 9392

\Administrator
Password

+ | Use Miindows session authentication

Save shortcut Connect Close
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2. Click Backup Job and choose “Virtual machine.”

HOME VIEW

2

Backup Replication Backup Copy @ Failover  Import
Job ~ Job - Copy~ Job~ | Plan~ | Backup

lél Virtual machine... obs | Restore | Actions
1= Wind Tipe | b
E ) MNew Backup Job Q Jpein an o,
) Linux Creates a new backup job,
s lab ManE T
4 |_—?§. Last 24 Hours
[% Failed

3. Enter a name for the backup job and click Next.

Mew Backup Job x

Mame
Type in a name and description for this backup job,
—

[1#M1-Snap--Sap-HANA

Wirtual Machines L
Description:

Storage i&pplication awrare shapshot based backup of 3AP HANA virtual machines,

Guest Processing

Schedule

Surmmary
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4. Add the virtual machines to be backed up by this job and click Next.

Mews Backup Job X
Yirtual Machines
Select virtual machines to process via container, or granularly, Container provides dynamic selection that automatically changes
= m as you add new WM inta container,
Marme Wirtual machines to backup:
Marne Type Size Add...
I (s i Mochine 1758 o
= - . B
Storage ¥ HAMNA-11 Wirtual Machine 197 GB
Guest Processing Exclusions..
Schedule
+ Up
S
urnrnary + Down
Recalculate
Total size:
39.4GB
‘ < Previous | | Mext = | Finish Cancel

5. Select the backup proxy and backup repository for this backup job and click Next.

Mew Backup Job X

Storage
& Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
= m job and customize advanced job settings if required,

Name Backup proxy:

Lhoose...

Wirtual Machines

Backup repositany:

_ SOBR (Created by VEEAM\Administrator at 1/24/2019 546 PhA.) ~

Guest Processing § A71 TE free of 472 TE Map backup
Seloashilz Restore paints ta keep an disk: |14 12 €
Summmary [ Canfigure secondary destinations for this job

Copy backups produced by this job to another backup repositary, or to tape, Best practices
recarnmend maintaining at least 2 backups of production data, with ane of them being off-site,

Advanced job settings include backup mode, compression and deduplication,

X . X . - X A d
block size, notification settings, automated post-job activity and other settings, gdvance

< Previous Einish Cancel
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6. Select the checkbox for “Enable application-aware processing” and click Applications.

Mew Backup Job ped
Guest Processing |
Choose guest OS5 processing options available for running Whis,
-
Marme Enable application-aware processing
. Detects and prepares applications for consistent backup, performs transaction logs processing, and
Wirtual Machines configures the OS5 to perform required application restore steps upon first boot,
Storage Custarmize application handling options for individual items and applications Applications...

[] Enable guest file system indexing

Guest P i ) . . . R )
UESLErOCEsINg Creates catalog of quest files to enable browsing, searching and 1-click restores of individual files,

Indexing is optional, and is not required to perform instant file level recoveries,
Schedule

Customize advanced guest file system indexing options for individual iterms

Surnmary Guest OS5 credentials

v Add...

Manage accounts

Custormize guest OS credentials for individual iterns and operating systems Credentials...

Guest interaction proxy:

Automatic selection Choose...

Test Mow

< Previous Cancel

7. Select all objects and click Edit.

E_ Mew Backup lob

Guest Processing 0
= Choose guest O3 processing options available for running Whis,

Application-Awmare Processing Options X
MNarne
. Specify application-aware processing settings for individual items: ssing, and
Wil Bl Ohject WSS Transaction logs Exclusions  Scripts Add..
Storage EFHANA-‘IU Require success  S0L: Truncate, EBxchange: Tr..  Disabled Mo ications... |
|':|?HANA-11 Require success  SOL: Truncate, Exchange: Tr.,,  Disabled Mo

Guest Proc .
ual files,

Schedule

Surmrmary
Bdd...
Hentials...
ol 31

< Previous Next = Cancel
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8. Choose Scripts.

Mew Backup Job X

Guest Processing PTIol
Choose guest 05 processing options available for running Whs,

Application-Aware Processing Options hed

MNarne

Specify application-aware processing settings for individual items: ssing, and

Wirtual Mag Object WSS Transaction logs Exclusions  Scripts Add...

Starage CI¥ HAMA-10 Require success  SOL: Truncate, Exchange: Tr..  Disabled Nao lTl Icatlons...l

E?HANA-‘I‘I Require success  SOL: Truncate, Exchange: Tr..  Disabled No

Micrasaft SOL Server..

Schedule Oracle
Surnrnary File exclusions...
Scripts..
Add...
dentials...
oose..,
| Ok || Cancel | st Mowe

| < Previous || MNext = | Finish

9. Select “Require successful script execution.”

10. In the “Linux scripts” section, for “Pre-freeze script,” click Browse.

New Backup Job Guest Scripts Settings X %
Guest Process  Script processing mode
- m Choose gusst (® Require successful script execution
Application] O Ignore script execution failures %
MName (O Disable script execution
Specify apy lsin
. . q, and
Wind t
b I T el pd
= = - ications...
Storage I,:FHANA | | | Browse,., | Edit... | _I
LW HANA)
- Past-thaw script: B i
| | | Browse.. | ual files,
Schedule .
Linu scripts exing..
Pre-freeze script:
Surnrmary
| | | Browse... |
Post-thaw script: Add...
| | | Browse... |
enfials,..
O03e.,
Cancel st Moy
Ok | | Cancel )
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11. Select the hana-pre-freeze.sh script local to the VBR server and click OK.

Mew Backup lob
Guest Proces
= Choose guest
Application
Marme
Specify ap
Wirtual Mag Object
-
Starage ?HANA
LW HANA
Schedule
Surnrmary

Mewr Backup lob
Guest Proces:
= Choose guest
Application
Mame
Specify ap
“Wirtual Mao Object
-
Storage 'E_"?HANA
¥ HANA
Schedule
Sumrmary

Guel *
Select Script File X X
% Erowrse for file:
@ o ~
I [ ProgramData
d 5 x
= [ Recovery
d [ |f' Systerm Volume Information
e < [ U_se” ssing, and
A 4 [ Administrator Add..
I: b [ AppData :I E ications... |
p [ Application Data
I: [ ; Contacts :I (=IAAIERS ual files.
[ Cookies
Li [ Desktop exing..
i a |f' Diocuments
[ 4 [ HANA ]
F | hana-post-thaw.sh Bed...
I: E hana-pre-freeze.sh :I
E sshkey_d_weearn.priv dentials...
D sshkey_d wveearm.pub
| Py husic
00§E..
r m My Pictures v
< > Concel | st Now
File types to shows:
All Files (o9 v
| | | Cancel | :| nish
12. Repeat this step for the “Post-thaw script” field and click OK.
Guest Scripts Settings * %
Script processing rmode
®) Require successful script execution
(O Ignare script execution failures W
() Disable script execution
Wiindouws scripts add PRI
Pre-freeze script: =
ications... |
| ‘ | Browse.., | Edit... |
Post-thaw script:
BIMOve .
ual files,
| ‘ | Browse.., |
Linwe scripts exing
Pre-freeze script:
|C:\Users\Admimstratnr\Documents\HANA\hana-pre-freeze.sl"| Browse... |
Post-thaw script: Add...
|C:\Users\Admin\strator\D0cuments\HANA\hana-post-thaw‘sf‘| Browysg... |
dentials...
OO35e.
Cancel st Moy
| | Cancel ikl
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13. Click OK.

| Mew Backup Job
Guest Processing 0
Choose guest OF processing options available for running Wiis,
-
Application-fware Processing Options X
Marne
. Specify application-aware processing settings for individual items: ssing, and
Littualliad Object WSS Transaction logs Exclusions  Scripts Add..,
Storage 'D':?HANA-W Require success  SOL: Truncate, Exchange: Tr..,  Disabled Yes ications... |
L HAMA-11 Require success  SQL: Truncate, Exchange: Tr.,  Disabled s
Guest Proc .
ual files,
Schedule
Surmrmary
Budd...
Hentials...
oosE...
[0]4 Cancel st Mo
< Previous Mext = Cancel

14. In the Guest OS credentials section, click Add and choose “Linux private key.”

Mew Backup Job *
Guest P i
uest Processing . . . . PTION
Choose guest 05 processing options available for running Whis,
Mame ing;
) . Detects and prepares applications for consistent backup, performs transaction logs processing, and
Wirtual Machines configures the 0% to perform required application restore steps upaon first boot,
Customize application handling options for individual iterns and applications Applications...

Storage

[] Enable guest file system indexing

Guest P i . . . . . . .
uestrrocessing Creates catalog of guest files to enable browsing, searching and 1-click restores of individual files.

Indexing is optional, and is not required to perform instant file level recoveries,

Schedule
Customize advanced guestfile system indexing options far individual iterns
Surnrmary Guest O3 credentials
~ Add..,
Ianage accounts Standard account..,
Custarmize guest OS5 credentials for individual iterms and operating systems Linuwx account...
Guest interaction proxy: Linux private key..
Automatic selection LChoose...
Test Mowr

< Previous Cancel
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15. In the Username field, enter the name of the backup user on the SAP HANA server (for example, veeam) and click Browse

to find the private key file.

Mewr Backup lob
Guest Processing
Choose quest 05 Credentials
’gﬁ Username:
x
Marne Passwaord:

|Ueeam

action logs processing, and

Wirtual Machines Private key: |J’Set private key from fits] | E Browse... i st hoot.
Sorage Passphrase: | | ations Applications...
restores of individual files,
- TR
Schedule Mon-root account
[[] Elevate account privileges automatically ems Indexing...
Surnmary Add account to the sudaers file
Use “su™ if “sudo” fails :I
- ~ Add..,
Boot passwaord: L accounts
Description: s
Weeam
| LChoose..,
Test Mow
| Ok | | Cancel |
‘ < Previous | | Mext = | Finish

16. Select the private key file stored on the VBR server and click Open.

Mewr Backup lob X
Guest Processing
: PTION
|¥‘ Choose guest 03 Credentials *

m Open *
Mame “— v » This PC » Documents » HANA v O Search HAMA P
Wirtual Machines Organize v New folder Bz~ MM @
Storage ~ Marme Date modified Type Size

s Quick access
_ E hana-post-thaw.sh 2/6/2019 1:27 PM ZH File
&3 This PC 1| hana-pre-freeze.sh 2/6/20191:26 PM SH File
Schedule [ Desktop | sshkey_ 4 veearn.priv 2/8/2019 412 PM PRIV File
Docurments 1 sshkey_4 veearn.pub 2112019132 P PUE File
Summary
‘ Downloads
J5 husic
[&=] Pictures
B videos
‘i Local Disk (C:)
- tepo (D0
- repoi (B
v £ >
L File narne: |sshkey_4_\.-'eeam.pri\.-' "|
Open | | Cancel |

17. Enter the phrase defined at the time of the key creation.
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18. Select the check box for “Elevate account privileges automatically.” If you do not select this option, you will see an error

message later in the creation process. Click OK.

Mew Backup lob
Guest Processing
Choose gquest 05
Marme

Wirtual Machines
Storage

Guest Processing
Schedule

Surmmary

Credentials X

<0 Usernarne: |veeam ‘
]

Password: | ‘

action logs processing, and
Private key: |C:\Users\AdministratDr\Documents\I Browse... rst boot.

Passphrase: |.... ations Applications...

55H port: (22 =
restares of individual files,

Mon-root account veries,
Elevate account privileges autornatically £rms
[ &dd account to the sudoers file
[ Use *su™if *suda” fails
o[ add.
e accounts
Description: ms Credentials..,
weearn|
LChoose...
Test Mow
el
< Previous Mext = Cancel

19. Click Test Now.

Mew Backup Job

MNarre

Wirtual Machines
Storage

Guest Processing
Schedule

Surmrmary

Guest Processing
Choose quest OF processing options available for running s,
-

Enable application-aware processing

Detects and prepares applications for cansistent backup, perfarms transaction logs processing, and
configures the O to perform required application restore steps upon first boot,

Customnize application handling options for individual items and applications Applications...

[ Enable guest file system indexing

Creates catalog of quest files to enable browsing, searching and 1-click restores of individual files,
Indexing is optional, and is not required to perform instant file level recoveries,

Customize advanced quest file systemn indexing options for individual iterns

Guest OF credentials

| T weearn f{veeam, last edited: less than a day aga) w Add...

Manage accounts
Custormize guest OF credentials for individual items and operating systerns Credentials...

Guest interaction proxy:

Automatic selection | LChoose..

< Previous Mext = Cancel
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20. Veeam now tests the communication with the SAP HANA servers, but it does not run the scripts. Click Close after the test is
finished.

ewr Backup lob *
Guest Credentials Test X
|
Mame . Status Action Duration
E:IHANA-‘IU ) Success () Building list of machines to process
E:IHANA-H O Success OMachines count: 2

O Pracessing machine: HAMNA-10
9
[v] Processing machine: HAMNA-11

Retry Test H CLlose
TrevEE T T T e
Iew Backup Jaob s
Guest Credentials Test *
I
Marne . Status Action Duration
= .
CIHAMA-10 ©) Success () Find target Wi on Host 192,168,75.22
E:IHANA-‘H ) Success O\u"alidating guest agent availability for the Wha
Dm is powvered on,
) Guest OS state is Running
OVMware Tools status is Ok
(WM file narme: [HX-DS-01] HAMA-10/HANA-1 0
OIP address: 192,168.35.110
O Guest 05 SUSE Linux Enterprise Server 12
(V] Checking Linug credentials
Retry Test || Llose
eI T Trr wrreeT
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21. Click Next.

Mew Backup Job

MNarne

Wirtual Machines
Storage

Guest Processing
Schedule

Surmmmary

Guest Processing
Choose quest O% processing options available for running Whis,
—i

Enable application-aware processing

Detects and prepares applications for consistent backup, performs transaction logs processing, and
configures the OS5 to perform required application restare steps upon first boot,

Customize application handling options for individual items and applications Applications...

[] Enable guest file system indexing

Creates catalog of quest files to enable browsing, searching and 1-click restores of individual files,
Indexing is optional, and is not required to perform instant file level recoveries,

Custarnize advanced quest file system indexing options forindividual iterns

Guest OF credentials

Tpweearn {weeam, last edited: less than a day agao) w~ Add...

Manage accounts

Customize guest OS credentials for individual items and operating systems Credentials...

Guest interaction proxy:

Autamatic selection LChoaose..,

Test Now

< Previous Cancel

|l|||||||
CISCO

22. Select the checkbox for “Run the job automatically.” Select “Periodically every” and choose the time that best meets your
needs: for example, 4 hours. Click Apply.

Wirtual Machines
Starage

Guest Processing
Schedule

Sumrmary

MNewr Backup lob

Schedule

Specify the job scheduling options, If you do not setthe schedule, the job will need to be controlled manually.
Mame Run the job autornatically

(O Daily at this time: 1000 PRA S| Everyday
(O Monthly at this time:  [10:00FM 2 | | Fourth Saturday
®) Periodically every: 4 ~ | |Hours ~ Schedule...

Autormatic retry
Retry failed iterns processing: 3 2 times

Wait before each retry attermpt for: (100 3 minutes

Backup windou
[ Terminate job if it exceeds allowed backup window

If the job does not complete within allocated backup window, it will be
terminated to prevent snapshot commit during production hours.

< Previous Apply Cancel
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23. Click Finish.

Mew Backup lob X
Summary |
The job’s settings have been saved successfully, Click Finish to exit the wizard,
— i
MName Summary:
[arne: YM-Snap-4-S4P-HAMNA
Wirtual Machines Type: Witware Backup

Enable application-aware processing

Source items:
HANA-10{192,168.75.22)
HANA-11 (192.168.75.22)

Storage

Guest Processing

Comnand line to startthe job on backup server:
Schedule "CAPrograrmn Files\WeearmBackup and Replication\Backupieeam.Backup.Manager.exe” backup

23350167-527F-4ec0-00F0-fheddc45h 070

[ Bun the job when | click Finish

< Previous Mext = Cancel

Run a manual backup job

Now manually run a backup job.

1. Right-click the backup job you created and choose Start.

HOME

4 2 b ) E @8 X

Start Stop Retry Active | Statistics Report | Edit Clone Disable Delete

Full
Job Control Details Manage Job
HOME Q) Type inan object name to search for
4 G lobs NAME T TVPE STATUS LAST RUN LAST RESULT HEXT RUN DESCRIPTION
42 Backup 65 VM-Snap-4-SAP-HANA  idars Back Stopped 2/1172019 400:0..  Application sware snapshot based backup of SAP..
4 (3 Last 24 Hours L
[% Failed Stop
Retry
B Active Full
Statistics
Report

Disable
Clane

Delete

Edit...

The job details are shown in the lower section of the Veeam console window.

2.
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Duration: 01:15
Processing rate: QKB/s
Bottleneck:
MAME STATUS
(51 HANA-10 0%
[ HANA-T1 0%

DATS STATUS THROUGHPUT {LAST 5 RIN)
Processed: 0.0B (%4 Success; 0
Read: Q0B Warnings: 0
Transferred: Q0B Errars: 0
ACTION

lob started at 2/11/2019 2:55:01 PM
Building list of machines to process

Wi size: 1.3 TB (39.4 GB used)

Changed block tracking is enabled
Processing HANA-10

Processing HANA-11

AllYM3 have been queued for processing

3. Click a virtual machine name to see the job details for this virtual machine.

SUMBSRY

Duration: 01:58
Processing rate: OKB/s
Bottleneck:

MANME STATUS
[T HANA-10 0%
[ HANA-11 0%
SURRARY

Duration: 02:46
Processing rate: 215B/s
Bottleneck: Source
MARE STATUS
51 HANA-10 5%
(I HANA-TT %

DaTa, STATUS THROUGHPUT {LAST 5 MIN)
Processed: 0.0B {0y Success [}

Read: 0.0B Warnings: Q

Transferred: 0B Errars: o
ACTION

Queued for processing at 2/11/2019 35827 PM

Required backup infrastructure resources have heen assigned
Using Backup Repositony 1 scale-out repository extent

W processing started at 2/11/2019 25832 Phd

Wh size: 690.0 GB (29.7 GB used)

Storage initialized

Getting WM info from wSphere

Running pre-freeze script in the guest 05

Creating HyperFlex snapshot

Running post-thaw script in the guest 0%

DURATI,.,

00:04

00:52
00.07
00:00

DURATI...

00:44
00:05
00:06
0014
00:00

Speed: 1.2 GB/s

DATA, STATUS THROUGHPUT {LAST 5 MIN)
Processed: 6.4 5B (4% Success: 0

Read: 64.4 58 Warnings: 0

Transferred: 13.5 GB (4.8%) Errors: 0

ACTION

Creating HypetFlex snapshot

Running post-thaw script in the quest 05

Saving [Hx-D5-01] HANA-10/HANA-10.mix

Saving [HX-D3-01] HANA-10/HANA-10.nvram

Using backup prowy Whiware Backup Proxy for disk Hard disk 1 [nfs]
Using backup prozy Wiiare Backup Proxy for disk Hard disk 2 [nfs]
Using backup proxy Whiware Backup Proxy for disk Hard disk 3 [nfs]
Hard disk 2 (130.0 GB) 16.2 GB read at 416 MEB/s [CET]

Hard disk 1(60.0 GB) 15.9 GE read at 408 MB/s [CET]

Hard disk 3 (300.0 GB) 15.6 GE read at 309 MB/s [CET]

DURATI...
o014
Q000
0000
QC:00
0000
0000
Q000
00:43
042

0042 v

lllllllll
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The backup file is already listed in the SAP HANA backup catalog as a snapshot-based backup. It is listed after the post-thaw
script is finished. The data is transferred from the Cisco HyperFlex HX Data Platform to the Veeam backup repository after the
entry in the SAP HANA backup catalog is complete.

The scripts provided by Veeam work for all databases on the virtual machine and work with multiple system IDs (SIDs) as well as

multitenant databases.
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@ Backup SYSTEMDB@BWP (SYSTEM) [Production System]

Owerview | Configuration |Backup Catalog

Last Update:7:53:07 aM 1 |

o],
CISCO

Backup Catalog

Backup Details

IC: 1549896997279
Datsbase:
Status: successful
[ show Log Backups [ Show Delta Backups Backup Type: Data Backup
Destinakion Type: Snapshot
Stakus | Started ~ | Duration Size | Backup Type | Destination. .. | Started: Feb 11, 2019 6:56:37 AM {America/Los_Angeles)
(=] Feb 11, 2019 6:56:3. 00h S6m 105 1,47 GB  Data Backup Snapshot Finished: Feb 11, 2019 7:52:47 &M (America/Los_angeles)
Duration: 0oh S6m 10s
Size:t 1.47GB
Throughput: n.a
System I0:
Comment: vesam Backup Pre-Freezs - Mon Feb 11 14156137 UTC 2019
Additional Information: [ gl
Location: fhanafdatafmnt00001 )
Host =~ | Service | Size | Mame | Source Type EBID
hix-sles-10 nameserver 1.47 GB  hdb000ooi wolume Yeea
4 L4 I
@ Backup SYSTEMDB@BWP {SYSTEM) [Production System] Lost Lpdatersi0is3 At 51 |
COrwerview | Configuration | Backup Catalog
Backup Catalog Backup Details =
jH 1549896997279
Database:! IBWP =
Status: Successhul
[ show Log Backups [ show Delta Backups Backup Type! Data Backup
Destination Type: Snapshot
Status I Started - I Duration Slzel Backup Type | Destination. .. | Skarted: Feb 11, 2019 6:56:37 AM {(America/Los_Angeles)
=] Feb 11, 2019 6:56:37. ., 00h S6m 105 1.67 GB DataBackup Snapshot Finished: Feb 11, 2019 7:52:47 AM (America/Los_Angeles)
Duration: ooh 56m 105
Size: 1.67 GB
Throughput: n.a.
System ID:
Comment: Weeam Backup Pre-Freeze - Mon Feb 11 1956137 UTC 2019
Additional Information: [ 2ok
Location: Jthanajdatafmntoo0o L
Host  ~ I Service I Size | Mame I Source Type EBID
hix-sles-10 wsengine 80.00 MB  hdboDO02.00003  volume Veea
hi-sles-10 indeseserver 1.59 GE  hdb00003.00003  wolume Veea
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NAME T TYPE STATUS LAST RUM LAST RESULT MEXT RUN DESCRIFTION
{é‘t WhA-Snap-4-S8P-HANL  \huare Backup Stopped 19 minutes ago  Success 2/11/2019 8:00:0..  Application aware snapshot based hackup of SAP..,
SUMRARY DATE, STATUS THROUGHPUT {ALL TIME)
Speed 2.6 GB/s
Duration: 1717 Processed: 1.3 TE (100%) Success: 2
Processing rate: 1GB/s Read: 1378 WWarnings: 0
Bottleneck: Source Transferred: 59.0 GE (234 Errars: 1]
MAME STATUS ACTION DURATI...
[ ARG S Using backup proxy Whdaare Backup Proxy for disk Hard disk 1 [nfs] 00:00
5 HANA-11 Success
Using backup procee Wiktnare Backup Proxy for disk Hard disk 2 [nfs] Q0:00
Using backup proxy Whiweare Backup Proxy for disk Hard disk 3 [nfs] 0000
Hard disk 2 {130.0 GB) 130.0 GB read at 483 MB/s [CET] 04:33
Hard disk 1 (60.0 GE) 60.0 GB read at 432 MB/s [CBT] 02:23
Hard disk 3 {500.0 GB) 500.0 GB read at 607 MB/s [CET] 14:04
Rermoving HyperFlex snapshot 11
Finalizing 00:00
Busy: Source 98% > Proxy 2696 > Metwork 17% > Target 194
Primary bottleneck: Source
Metwork traffic werification detected no corrupted blocks
Processing finished at 2/11/2019 41516 Ph v

If a backup job, such as the transport of the data from the Cisco HyperFlex HX Data Platform to the Veeam backup repository,
fails, the entry in the SAP HANA backup catalog will still exist. Remove snapshot entries from the catalog if the snapshot or the
backup on the Veeam repository server does not exist to prevent information from being incorrectly read.

Restore a system from the Veeam backup repository

To restore the data from the Veeam backup repository, you initiate the restore process from the Veeam console.

1. Open the Veeam console and on the Backup tab navigate to Backups > Disk. In the right pane, select the virtual machine

that you want to restore.

D REPLICATION

B Lty 2 & & 3 X

Instant VM Entire Virtual VM  Guest Application Amazon Microsoft = Export  Delete

Recovery VM Disks Files Files~ ltems~ EC2  Azure | Backup from Disk
Restore Restore to Cloud Actions

HOME Q Type in an object name to search for

4 ¥ Jobs JOB HAME T CREATION TIME RESTORE POINTS ~ REPOSITORY PLATFORN
42 Backup b SAPHANA

4 [ Backups 4 2 WM-Snap-d-3AP-HANA 2/23£201912:00 &M SOBR Yldware
= Disk 51 HANA-10 27282019 815 AM 33

4[5 Last 24 Hours 7 HANA-1 27282019 815 AN 33
[*2 Running (1)
[ Success
[ Failed

2. Select Entire VM. This option will restore all files before the virtual machine can be started.
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=- HOME BACKUP

B &L R e X

Instant VM Entire Virtual VM Guest Application Amazon Microsoft  Export  Delete

Recovery VWM Disks Files Files~  Iterns = EC2 Azure Backup from Disk
Restore Restore to Cloud Actions
Entire ¥M Restore . .
HORE Type in an object name to search for
Restores the entire Wi, Q e ! f
P Jobs JoB MAME t
42 Backup b M SAP HAMA
4 [ Backups 4 M -Snap-4-SAP-HAMNA,
% Disk (1 HANA-10
4 [ Last 24 Hours 5 HANA

3. Click Next.

Full Wi Restore

I_l Yirtual Machines
E’* Select virtual machines to be restored, You can add individual virtual rachines fror backup files, or containers from live

environment {containers will be automatically expanded into plain WM list),

|Q Tipe in g VM name for instant lookup

Restore Mode

Marne Size Restore point Add VA
Reason -
L HANA-10 388.6GB  less than a day ago (815 &M .. Point
Summary -
Remove

< Presious Einish Cancel

4. For Restore Mode, select “Restore to a new location, or with different s

ettings” and click Next.

Full %A Restare X

Restore Mode
E’* Specify whether selected Whs should be restored back to the original location, or to a new location orwith different settings,

Wirtual Machines (O Restore to the original location
Quickly initiate the restore of selected WM to its original location, with the ariginal narme and

_ settings, This option minimizes the chance of user input errar,

(® Restore to a new location, or with different settings
Customize the restored Wi location, and change its settings. The wizard will automatically populate
all contrals with the ariginal WhA settings as the defaults.

Hust

Resource Pool

Datast () Staged restore

atastare Run the selected WA directly from backup files in the isolated Datalab to make changes to the
Bl guest 05 or applications prior to placing the ¥YM into production environment.

older

Mebwork Pick prosgy to use

Reason

Summary

CQuick rollback (restare changed blocks onkyd
Allouys for quick Wi recovery in case of guest OF software problemn, or user error, Do not use this
aption when recovering from disaster caused by hardware or storage issue, or power 053,

< Previous Finish Cancel
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5. If required, change the host. Click Next.

Full 'k Restore

X
Host

By default, ariginal host is selected as restore destination for each Wi, You can change host by selecting desired Wi and clicking
Host Use multi-select (Ctrl-click and Shift-click) to select rmultiple VM3 at ance.

Wirtual Machines Wi location:

Marme Haost:

Restore Mode E:IHANA-W

Resource Poal

E hix-esxi-03.ciscolab.local

Datastare
Falder
Metwinrk
Reason

Summary

Select rultiple Whds and click Host to apply changes in bulk,

| < Previous || Hext = Finish

6. If required, change the resource pool. Click Next.

Full Wt Restare

Resource Pool

By default, original resource pool is selected as restore destination for each Wk, You can change resource pool by selecting I
desired Wh and clicking Pool, Use multi-select {Ctrl-click and Shift-click) to select multiple Whs at once,

Wirtual Machines WM resource pool:

Marne Resource Pool
Restore Made

E:IHANA-‘IO O Resources
Haost

Rewsefool
Datastore

Falder

Metnrork

Reason

Surnrnary

Select multiple YMs and click Poal to apply changes in bulk,

< Previous | | Next = Finish
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7. If required, change the data store. Click Next.

Full Wk Restare

s

Datastore

By default, original datastare and disk type are selected for each Wi file, You can change thern by selecting desired Wi file, and
clicking Datastore or Disk Type, Use multi-select (Ctrl-click and Shift-click) to select multiple Whs at once,

Virtual Machines Files location:
File Size Datastore Disk type
Restore Mode . |:'_‘|__IHANA-TO
Host ETICUnﬁguratmn files HX-D3-01 [21.2 TE free]
EHard disk 1 {HAMA.,  60.0 GB Hix-DE-01 [21.2 TE free] Same as source

Resource Pool EHard disk 2 (HAMA..  130.0GE Hi-DE-01 [21.2 TE free] Same as source
_ EoHard disk 3 (HAMA..  500.0 GB Hi(-DE-01 [21.2 TE free] Same as source

Folder

Metwork

Reason

Summany

Select multiple Whds to apply settings in bulk, Datastore,., Disk Type..,

< Previous Einish Cancel

8. Click Name and specify the name of the virtual machine after the restore operation and click OK.

1 Full M Restare X

t Folder

By default, ariginal Wk folder is selected as restore destination for each VM. You can change folder by selecting desired Wi and
] clicking Falder. Use raulti-select (Crl-click and Shift-click) to select multiple VM3 at once,

=

Virtual Machines VM Folder:
| MHame Mew Marme Folder
Restore Mode
Change Marme * HANA
Host
Specify how selected WM name should be changed.
Resource Pool Set name to:
[Hana-10
Datastare
[ Add prefiz:
IEET |
Metnnrk Add suffix
|_restnred
Reason

Summary
[

Select rultiple YhAs to apply settings change in bulk, Falder..,

Restore WA tags
Select this option to restore WM tags thatwere assigned to the WM when backup was taken.

< Previous Mext » Finish Cancel
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9. Click Next.

Full 'h Restaore

Folder

clicking Folder, Use rnulti-select (Ctrl-click and Shift-click) to select multiple Yhs at once,

Wirtual Machines WM Folder:

By default, original WM folder is selected as restore destination for each Whd, You can change folder by selecting desired W and

*

Mame

Restore Mode Ej HANA-0

Mew Narne Falder

[IHANE-10 restared HARE
Hast

Resource Pool
Datastare
Metnrork
Reason

Surnrmary

Select multiple YWhds to apply settings change in bulk,
Restore Wh tags

Select this option to restore Wi tags thatwere assigned to the W when backup was taken,

Mame... Fuolder...

< Previous Finish Cancel

10. If required, change the network connectivity settings. Click Next.

Full WiA Restore

X
Metwork L
By default, we will connect the restored W to the same virtual netnearks as the ariginal WhA, If you are restoring to a different
location, specify how netwarks map between ariginal and new locations,
‘irtual Machines Metwark connections:
Source Target
Restore Mode
4 [IHANA-1D
Host I%,vm-net\n\mrk-325 win-netaork-325
Resource Pool
Datastore
Falder
Reason
Surnrnary
Select multiple Whs to apply settings change in bulk, Metwork.., Disconnect

< Previous Finizh Cancel
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11. Review the settings and click Finish.

-
oA
Huost

Folder

Restore Mode

Resource Pool

Datastore

Full Wt Restore

Sum mary

Please review the restare settings before continuing. The restore process will begin after you click Finish. Mavigate to the

carrespanding restore session under History node to maonitar the progress,

Wirtual Machines Surnmary:

Proxy: Automatic selection

Criginal WhA name: HANA-10
Mews WA name: HANA-10 restored
Restare point: less than a day ago (8:15 &M Thursday 2/28/2019)
Target host: hx-eszi-01.ciscolablocal
Target resource pool Resources
Target Whd folder: HANA
Target datastore: HX-D5-01
Metwark mapping:
wm-hetiwork-325 - > vin-netiwark-325

MNetiiark

Reason

[] Power on target WM after restoring

< Previous Mext =

Cancel

WM restore X

Wh name: HANA-10 Status: Success

Restore type:  Full YM Restore Starttime:  2/28/201912:02:00 PM

Initiated by:  YEEAM\Adrinistratar End time:  2/28/201912:08:18 PM

Statistics Reason  Parameters Log

Message Duration  #
Restoring [HX-DS-01] HANA-10_restored/HANA-10wrrx
Restoring file HANA-10.nrar (8.5 KB)
Registering restored Y on host: hx-esxi-Ol.ciscolablocal, pool: Resources, folder..  0:00:04
Mo M tags to restore 0:00:01
Preparing far virtual disks restore 0:00:05
Using prosy Yhtware Backup Proxy for restaring disk Hard disk 2
Using prosy Y¥hware Backup Proxy for restaring disk Hard disk 1
Using prosy Yhtware Backup Prosy for restaring disk Hard disk 3
Restoring Hard disk 3 (500.0 GB) : 24.7 GB restored at 220 MB/s [nfs] Q:01:57
Restoring Hard disk 2 {130.0 GB) : 4.1 GB restored at 192 MB/s [nfs] 0:00:23
Restoring Hard disk 1 {(60.0 GB) : 44.5 GB restored at 259 MBSs [nfs] Q:02:57
Restore completed successfully v

Close

The restored virtual machine is powered off on the target system.

HNavigator X | () HANA-10_restored | & [ [ £ (5 | {3hActions v =v
i 3. Back J Getting Started ‘ Summary  Monitor  Configure Permissions  Snapshots  Datastores  Metworks  Update Manager
P | @ B8 @ o E
- [l sJcts & Whatis a Virtual Machine?
[ HCFHANA Avirtual machine is a software computer that,
F-gsx-01 ciscolab local like a physical computer, runs an operating
g system and applications. An operating Virtual Machines
[ tuesi-02.ciscolab.local system installed on a virtual machine is
[g fe-esxi-03.cizcolab.local called a guest operating system
(g toeesx-04.ciscolablocal Because everyvirtual machine is an isolated Cluster
5 HANA-O1 compuling environment, you can use virtual
EDHANA_DQ machines ats dESII“U[i or workstation . .
environments, as testing environments, orto
EDHANA'DB consolidate server applications
(55 HANA-D4
E‘DHANA—DS In vCenter Server, virtual machines run on
hosts or clusters. The same hostcan run
(s HANA-O manywirtual machines ds
| Datacenter
(31 HANAD er
. HARA- 11
%STCUVM—WZPZZUTUBQQ
Sﬁ_’)StCﬂVM-WZPQQUTUQTB
%StCWM'WZPZQDQDHCV Basic Tasks Explore Further
%STCUVM—WZPZZUEUHFB
-

i testwin'/i

12. The virtual machine will be restored with the specified settings. After the process is finished, click Close.

[ Power on the virtual machine

Leam how to install a guest operating

© 2019 Cisco and/or its affiliates. All rights reserved. This document is Cisco Public Information.

afrafn
CISCO

Page 54 of 76



White Paper

13. Right-click the restored virtual machine and choose Power > Power On.

Navigator

elali 5 Actions - HANA-10_restored

[p Poweron
Guest 03 NE

4 Back

Snapshots L |

| v
-5

= [ Open Console

- [fn5JC18 |

HCI-HARNA
G reesx
@ reesn
@ heesxi
E hi-esi
s HANAL
s HANAL
5 HANAL
G HAMAL By Edit Resource Settings..
GpHaradl [ Edit Gettings...

G HAR A

Clahe »
Template

Fault Tolerance
WM Policies
Cornpatibility

Export Systern Logs

wvirtual machines.

Rename...
Edit Motes

2

, PNYSICAICOMPUTer, TUNS an opé
1 and applications. An operatin

» Minstalled on a virtual machine
| a guestoperating system.

»
Ise every virtual machine is an i

» uting environment, you can use
Ines as deskiop or workstation
inments, as testing environmer
Midate server applications.

snter Server, virtual machines o
or clusters. The same hostcar

14. Log on to the virtual machine and check the status of the SAP HANA system.

bwpadm@hx-sles-10:/usr/sap/BWP/HDB10> HDB info

USER PID PPID %CPU
bwpadm 2650 2022 0.0
bwpadm 2651 2650 0.4
bwpadm 2756 2651 0.0
bwpadm 2787 2756 0.0
bwpadm 2021 1 6.0
bwpadm 2104 2021 6.1
bwpadm 2111 2104 0.0
bwpadm 2119 2111 1.6
bwpadm 2135 2119 199
bwpadm 2284 2119 0.0
bwpadm 2288 2284 0.3
bwpadm 2319 2119 8.2
bwpadm 2321 2119 7.8
bwpadm 2365 2119 24.0
bwpadm 2623 2119 0.0
bwpadm 2640 2119 0.0
bwpadm 1845 1 0.0
bwpadm 1867 1845 0.0

VSZ
106964
15452
13396
36888
428384
21724
21732
256036
6418120
96216
1499424
3342772
3673344
4520732
96216
96216
36752
88140

bwpadm@hx-sles-10:/usr/sap/BWP/HDB10>

RSS
3756
5340
3348
3080

28432
4440
3052

49284

3710492

5876

16916
363932
402736
999740
5836
5880
4536
1660
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COMMAND
sshd: bwpadm@pts/0
\_ -sh
\_ /bin/sh /usr/sap/
\_ ps tx -U bwpa
/usr/sap/BWP/HDB10/exe/sa
\_ sapstart pf=/usr/sap/
\_ sapstart pf=/usr/
\_ /usr/sap/BWP/
\_ hdbnamese
\_ /usr/sap/
| \_ SapBa
\_ hdbcompil
\_ hdbprepro
\_ hdbxsengi
\_ /usr/sap/
\_ /usr/sap/
/usr/lib/systemd/systemd
\_ (sd-pam)
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Configuring Cisco HyperFlex snapshot with virtual machine quiescing

For manual snapshots or snapshots taken using the VMware API, VMware Tools integration and OS quiescing can be used to
create SAP HANA-aware snapshots by calling the same hana-pre-freeze.sh and hana-post-thaw.sh scripts as used by Veeam
Backup and Replication. The main difference between the Veeam-managed approach and the manual or API approach is that
the data will not be backed up in the Veeam repository. Instead, the data from the snapshot will remain in the Cisco HyperFlex
storage.

One use for this option is maintenance work, such as a SAP HANA upgrade or data housekeeping.

This snapshot option should not be the only option used to protect SAP HANA. It must be combined with other options
discussed in this document.

Unlike for the Veeam-managed option, for the VMware Tools option you need to copy the pre-freeze and post-thaw scripts
directly to the SAP HANA servers. Refer to the VMware documentation for virtual machine quiescing for details.

To configure this backup type, you perform the following high-level steps:

1. Run the pre-freeze script on the SAP HANA server.

2. Quiesce the disk 1/0.

3. Create a snapshot on the Cisco HyperFlex system for the virtual machine.
4

Run the post-thaw script on the SAP HANA server.

Prepare the SAP HANA virtual machine
You first need to copy the scripts to the SAP HANA virtual machine.

1. Copy hana-pre-freeze.sh to /usr/sbin/pre-freeze-script and copy hana-post-thaw.sh to /usr/sbin/post-thaw-script on the
SAP HANA system.

2. Repeat the preceding step for all virtual machines on which this option will be used.

Configure scheduled snapshots in the VMware vSphere Client

Configure the snapshots for the vSphere Client.

1. Connect to the vSphere Client from which the Cisco HyperFlex system is managed.
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e, VMware® vCenter” Single Sign-On

Password:

2. Select the virtual machine on which SAP HANA is running.

vmware* vSphere Web Client g Q_ Search

Navigator X | (hHANAD2 = | &y (5 | {S3Actions v =~ | | # Work In Progress 8
Getting Started | Summary | Monitor Configure  Permissions  Snapshots  Datastores  Networks  Update Manager 8 HANA-01 - Clone Existi
T NewVirtuzl Machine
(] | | =] a HANA-02 CPU USAGE !
v (31921887522 GuestOS:  SUSELinux Enterprise 12 (64-bi) 0.00 Hz
- [la8Jc18 Compatibiity:  ESXi6.5 and lster (UM version 13) MEMORY USAGE
¥ CDiscovared vitual maching \iMw are Tools: Running, version 10209 (Guest Mansged) 1.28 GB
vE’HANA More info. STORAGE USAGE

N N costeme  hosks 02 =l 1311268 el
b [veeam d  Paddresses: 192168.25.102 ) Alarms X X
i View all2 P addresses =
£ testwinita Host hx-eszi D1 ciscolablocal [ e
i VeeamProwy A
» VM Hardware EI‘ | »  Advanced Configuration o

~ Tags O | = Custom Attributes

Assigned Tag Categary Aftribute Value

This listis empty

Description

HOURLY clus domain-c7

') Recent Ohjects X x Recent Tasks X %
| viewed Created Iy~ (@ Filter -
5 HANAD2 - Taiget E— itator Gueuse For Start Time 2] Compietion Time —

iy HANADG Check new notifieations ([ 1921868.75.22 + Completed \iihware vEphere Up. 13 INGSITOIAM  LBI01G5182TAM  19216ETEZD

[ Discovered virtual machine
i stCIVWZP22000HFE
Gt HANADS
Gt HANAD4
[ HANADS
£ HANA

G testwinvi
B HCHHANA

3. Choose Actions > Snapshots > Take Snapshot.
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vmware: vSphere Web Client  #=

' Navigator x| Gpuanato | & [ B 5 | {GActons v
Bac Getting Started | Summary | Monitor 15‘5 TS = R |10res Metworks  Update Manager
J’ 7] | a3 a . Power »
~ (31182168 75 22 B oot O ”99105 4
- g aic1s compatil Shapshots 1' Take Snapshat.
+ [ HCRHANA Vidward Open Console | ligy Revertto Latest Snapshot B
[3 tueesxi-01 ciscolab local 5 Migrate... iz Manage Enapshots E
[ toeesxi-02 ciscolab lacal DNS Narth Clone r i
[ tesxi-03 ciseolab el IP Addres Tamglats p Delete All Snapshots
[ re-esxi-04 ciscolab.local F
B HANA. 01 Host Fault Tolarance »
(9 HANA-02 &) Wi Palicies »

(5 HANA- O - Tags

i H. 10 Assigned Tag Category

§
G HANA-03 f Compatihility »
E[}HANA-M ‘ ¥ VM Hardware _j [n EI|
(5 HANA-05 Expart System Logs...
% & Edit Resource Seftings o
@ Edit Settings...

This list is empty.

- hhiave To
: I’
- R
‘D) Recent Objects 1 x Recerit Tasks ‘ ename l
=5 | Edit Motes... E
‘ Viewed ‘ Created - Tags & Custom Attributes >
(G Hanao fadk Hame Target ] Add Permission. . [’ Quzusd For
(53 HANA-DZ Alarms 4
[ HANADS
E‘D HANA-11
£ HANA AllvCenter Orchestrator plugin Acti.. »
B, HANAD3S i Cigeo HY Data Platiorm v
Update Manager 3

£ Veeam " .

4. Deselect the check box for “Snapshot the virtual machine’s memory” and select the check box for “Quiesce guest file
system.” Click OK.

{9 Take WM Snapshot for HANA-10 (7)
MNarne |vw| Snapshat 2(13/2019 1:57 PM UTC-08:00
Description

[+ Guiesce guestfile systermn (Needs Yhtware Tools installed)

[ OK ] [ Cancel

The snapshot is taken and is displayed in the vSphere client.
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vmware: vSphere Web Client  #= 1t (HTMLS) Help > |
Navigator X | GpHana0 | & & 3 | EhActons ~ =7 | # WorkInProgress X
Getting Staried | Summary | Monitor Configure  Permissions  Snapshots  Dafastores  Networks  Update Manager 2% HA01 - Clone Exst
W
R Hew Vitual Machine
J @ ‘ @ 8 Q HANA-10 D CPU USAGE
- [(192150.75.22 - Guest 05 SUSE Linu: Enterprise 12 (64-bi) 252 00 MHz
v [maic1e Compatibiity:  ESXi6.5 and later (/M version 13) an MEMCRY USAGE
~ [ HoHANA \/Mware Tools: Running, version-1 0308 (Guest Managed) 256 GB
[ hs-esxi-01 ciscolablocal More infe. 1"1 STORAGE USAGE
[ hweesxi-02 ciscalab Iocal DNS Narme: = B456068
[l fmeesi-03 ciscolab local P Addresses: © Aarms X x
[ hee e si-04 ciscalab.local [ ai@ | MNewm  Aknow
Host:
B HANA-O1
s HANA-02 [_\ &
s HANA-03
(i HANE-04 » /M Hardware O] | »  Advanced Configuration [m]
G HANA-05
(s HANA-06 v Tags O | ¥ Custom Attributes [m]
Assigned Tag Category Deseription Attribute Value
i HANA-11 = This listis empty. HOURLY elus. . e
B3 it sarmmannTann
) Recent Objects X X ] Recent Tasks X x
| viewed | Created By~ (@ Filter -]
(5 HANA1D Task Hame Target Status Initiator Queued For Start Time 1¥ Completion Time Sener
G HANAD2 Create vilual machine snapshot B HANA1D v Completed VEPHERE LOCALTL 3ms 213201020458 PM 2132019 20512 PM 1021687522
R HANADS

The snapshot also is listed in the SAP HANA backup catalog.

WP Host: 192.161

File Edit Navigate Project Run Window Help

M@ i F-o-

Y Systems 52

B-lejj-md88% ~

(G BwP@BwP (SYSTEM) [Praduction System]

(%) Backup

He Catalog

(= Content

= Provisioning

1= security

[ 54P@S4P (SYSTEM) [Production System]
Backup

How Catalog

(= Content

= Provisioning

1= security

[F8 SVSTEMDB@EWP (SVSTEM) [Production System]
Backup

I+ Catalog

(= Content

= Provisioning

1= security

B SVSTEMDB@S4P (SYSTEM) [Production System]

Delete the backup catalog entry for deleted or replaced snapshots

0 Instance: 10 Connected Us

= g8

YSTEM System Usage: Produci

(% *Backup SYSTEMDB@BWE (SYSTEM) [Production System]

Overview |Backup Catalog

1§ BwreBWP

udenceess] || B |[%

() Backup BWP@BWF {YSTEM) [Production System] 57

&> Backup BWP@BWP (SYSTEM) [Production System]

Last Update:2:05:47 PM 1

2.8

| B

Backup Catalog

O show Log Backups [ Show Delta Backups

Status [ Started +
=] Feb 13, 2019 (11PM | 00hDOm 145
=] Feb 13, 2019 8:01:57 AM 00h 00m 145
= Feb 13, 2019 00h 00m 145
[=] Feb 13, 2013 00k 00m 135
=] Feb 12, 2019 01154 PM 00h 00m 135
=] Feb 12, 2019 00h 00m 135
=] Feb 12, 2019 124 00h 00m 145
=] Feb 12, 2019 8:01:27 AM 00h 00m 135
=] Febi 12, 2019 5:24:05 AM 00k 00m 415
(=] Febi 12, 2019 2:40:26 AM 00k 00m 045

1,70 GB
1,69 GB
1.69 GB
169 GB
169 GB
1,69 GB
1,69 GB
1.69 GB
1.69 GB

Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup
Data Backup

Snapshot
Snapshat
Sniapshot
Snapshat
Snapshot
Snapshot
Snapshot
Snapshat
Snapshat
File

Destination

Backup Details
In:

Status:

Backup Type:
Destination Type:
Started:
Finished:
Duration:

Size:
Throughput:
System ID:
Comment:

‘additional Information:

1550095498539

Suceessful

Data Backup

Snapshet

Feb 13, 2009 2:04:58 PV {AmericafLos_Angeles)
Feb 13, 2009 2:05:09 PM {AmericafLos_Angeles)
0oh 0om 10s

1.70GB

na.

Veeam Backup Pre-Freeze - Wed Feb 13 22:04:58 UTC 2019

<ok

NI
CISCO

If a snapshot on the Cisco HyperFlex system is deleted or replaced, be sure to delete the entry from the SAP HANA backup

catalog.

1. Select the entry and right-click it.

< Backup BWP@BWP (SYSTEM) [Production System]

Crwerview |Backup Catalog

Backup Catalog

[ show Log Backups [ Show Delta Backups

Started ~

Status

IoD@DE@m

For snapshot-based backups, only the catalog entry can be deleted.

2. Click Finish.

Feb 13, 2019 12:02:11 PM
Feb 13, 2019 §:01:57 AM
Feb 13, 2019 4:02:04 AM
Feb 13, 2019 12:01:25 AM

Delete Data Backup

00h 00m 14s napshot
00h 00m 145 Configure Table... napshot
00h 00m 145 “IEYGE  DagBaay———snapshat
00h 00m 13 1.69 GE  Data Backup Snapshot
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= Delcte sackupofsystemowe —————————— — m=IE]|
Specify Backup Deletion Settings

Delete the data backup from the catalog only,
ot from the catalog and physically from the backup location.

@ This is a production system. Manipulate data on this system with caution.

| Gatalog and Backup Location

= Back | Mexk = | Finish I Cancel |

3. Confirm the deletion, and after the entries are deleted click Finish.
[ Delte Backupof Systempwp ————— mimpsll

Review Backup Deletion Settings

Review the deletion settings and choose Finish' to stark the
deletion. ¥ou can modify the deletion settings by choosing ‘Back',

Data backup will be deleted only From the backup catalog.

Tokal Size: 1.70 GE
"B Confirm Deletion [%]

% The selected data backup will be deleted. This action cannat be undone.

Cancel

|

< Back | [dEXE = | Finish I Cancel |

Revert the virtual machine

To revert the virtual machine, you use the same process presented in the section “Configuring Cisco HyperFlex snapshot” earlier
in this document.

Configuring SAP HANA Backint-based backup with the Veeam plug-in

With the release of Veeam Availability Suite 9.5 Update 4, the Veeam Plug-in for SAP HANA is available and can be used to
create application-based backups as recommended by SAP. The plug-in creates a link between SAP HANA and the Veeam

repository. The backup and restore jobs are managed by the SAP administrator within the SAP system. Veeam serves only as a
storage repository.

To configure this backup type, you perform the following high-level steps:

e Back up the SAP HANA database to the Veeam repository server using Backint.
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Configure the backup repository for backups from SAP HANA

To allow the SAP HANA system to write to a Veeam backup repository, you must grant access permissions in the Veeam

system.

1. Log on to the Veeam Backup and Recovery console and under Backup Infrastructure, select either Backup Repositories or
Scale-out Repositories. Then select the repository that will be used for SAP HANA backups.

2. Right-click the repository name and choose “Access permissions.”

S HOME SCALE-OUT REPOSITORY

B X M 9 e

Add Scale-out Edit Scale-out Remove | SetAccess  Set Rescan
Repository  Repository Repository | Permissions Location = | Repository
Manage Scale-out Repository Manage Settings Tools
BACKUP INFRASTRUCTURE Q. Type in an object name to search for
& Backup Proxies HAME T TYPE HOST PATH CAPACITY FREE DESCRIFTION
£ Backup Repositories 54, SOBR 473,078 4713TB  Crested by VEEAMMAdministrator at 1/24/2010 5id..
= Open
5 Efternal Repositaries
4 B Scale-out Repositories Rescan
Remoue

55, SOBR
£ WAN Accelerstors
{7 Sevice Providers
(T SureBackup
() Application Groups
b, Virtual Labs
(Z1 Managed Servers
B VMware vSphere
[Rs Micrasoft Windows

Bccess permissions...

Location »

S

Fo & X

Properties

S

3. Select “Allow to everyone” or maintain the account or group configuration based on the Veeam documentation. Click OK.

HAccess Permissions x
Repository access:

(O Deny to everyone

®) Allow to everyone

O Allow to the following accounts or groups only:

Accountor group Add

BRemowe

[ Encrypt backups stored in this repository
Pazswaord:

tanage passwords

Your work at the Veeam console is complete.

Install the Veeam Plug-in for SAP HANA
The Veeam Plug-in for SAP HANA is located on the Veeam Backup and Recovery DVD.

1. Copy the SAP HANA plug-in from the Veeam DVD to the Linux system that has SAP HANA installed.

I = | x6d - ] X
Home Share Wien W 0
&« v » This PC » DWD Drive {F:) Veeam Backup and Replication 9.5 > Plugins » S8P HANA » x84 v O Search x64 P

Documents  # * Mame Date modified Type Size

i ‘eeamPluginfor’ dargz Y ile 3
= Pictures * WeeamPluginforSAPHANA targ 124262016 10:42 GZ Fil 18,816 KB

Backup_lnb_" [] eeamPluginforSAPHAMNA-0.5.4,2309-1.86_64.rpm 12/26/201810:42 .. RPM File 18,642 KB

Backup_lob_7_cl

HaMA,

Weearn
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2. Install the plug-in on the SAP HANA system as user root.
hx-sles-11:~/Veeam # Is -1
total 37508

-rw-r--r-- 1 root root 19088526 Feb 11 16:24 VeeamPluginforSAPHANA-9.5.4.2399-
1.x86_64.rpm

-rw-r--r-—- 1 root root 19267035 Feb 11 16:24 VeeamPluginforSAPHANA.tar.gz

hx-sles-11:~/Veeam #

hx-sles-11:~/Veeam # zypper in VeeamPluginforSAPHANA-9.5.4.2399-1.x86_64.rpm
Refreshing service "SUSE_Linux_Enterprise_Server_for_SAP_Applications_12_SP3_x86_64".

Retrieving repository "SLE-12-SP3-SAP-Updates® metadata .................. [done]
Building repository "SLE-12-SP3-SAP-Updates®™ cache ... ... ... . ... ... ... [done]
Retrieving repository "SLE-HA12-SP3-Updates®™ metadata .................... [done]
Building repository "SLE-HA12-SP3-Updates® cache ...... .. . .. . oo ... [done]
Retrieving repository "SLES12-SP3-Updates® metadata ....... ... ... ... ..... [done]
Building repository "SLES12-SP3-Updates®™ cache ... ... .. . ... ... ... ... [done]

Loading repository data...
Reading installed packages...

Resolving package dependencies...

The following NEW package is going to be installed:
VeeamPluginforSAPHANA

The following package has no support information from its vendor:
VeeamPluginforSAPHANA

1 new package to install.
Overall download size: 18.2 MiB. Already cached: O B. After the operation,
additional 48.3 MiB will be used.
Retrieving package VeeamPluginforSAPHANA-9.5.4.2399-1_.x86_64

(1/71), 18.2 MiB ( 48.3 MiB unpacked)
VeeamP luginforSAPHANA-9.5.4.2399-1.x86_64.rpm:

Package is not signed!

VeeamPluginforSAPHANA-9.5.4.2399-1_.x86 64 (Plain RPM files cache): Signature verification
failed [6-File is unsigned]

Abort, retry, ignore? [a/r/i] (&): i
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Checking for fille conflictsS: ... i ae e aaaas [done]
(1/1) Installing: VeeamPluginforSAPHANA-9.5.4.2399-1.x86_64 .. ... ... ...... [done]
Additional rpm output:

Run "'SapBackintConfigTool --wizard"” to configure the Veeam Plug-in for SAP HANA

hx-sles-11:~/Veeam #

hx-sles-11:~/Veeam # SapBackintConfigTool --wizard
Enter backup server name or IP address: veeam
Enter backup server port number 10006:

Enter username: Administrator

Enter password for Administrator:*****x**
Available backup repositories:

1. Default Backup Repository

2. SOBR

Enter repository number: 2

Configuration result:

SID S4P has been configured

hx-sles-11:~/Veeam #
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Configure backup through Backint in SAP HANA Studio
In SAP HANA Studio, under Configuration > Backint Settings, Backint Agent is now pointing to /opt/veeam/....

1. To enable the SAP HANA system to also back up the log files to Veeam, change Destination Type from File to Backint.

2. Save the new configuration.
@ Backup SYSTEMDB®@S4P (SYSTEM) [Production System]
Crverview | Configuration | Backup Catalugl

~ Backint Settings i

Last Update:3:33:23 a0 o | ] | e

Configure the connection to a third-party backup tool by specifying a parameter file For the Backint agent.

Backint Agent:  Joptfvesam/YesamPluginforSAPHANA Ihdbbackink

Data Backup Log Backup

Backink Parameter File: | Eackint Parameter Fils: |

Use the same parameter file for data backup and log backup.

File-Based Data Backup Settings Log Backup Settings

Destination Type: O Fils ®

The default destination is used unless vou specify a different destination. IF vou specify a new ®
destination, ensure that the directory already exists before wou start a data backup. For improved
data safety, we recormmend that you specify an external backup destination, Destinakion: | [ustfsap(54pi3va giobalihdb/backint 5V STEMDE
Destination: | TustjsapfS4PIHDEL 1 backup/data
Backup Interval: [ 15 [Mirutes =]

You can specify the masxdmunn size of service-specific data backup files. IF a data backup exceeds
the specified size, it is split across multiple files, to which the system writes sequentially. By default,
data backups are not split across multiple Files. (& If you disable automatic log backup, the log area will continue ta fill. & Full log area will cause the
o . . database to hang.
D Limnit Maximum File Size
Enable Automatic Log Backup
Maximum File Size: I j

Perform manual backup from SAP HANA Studio

A simple way to test the new configuration and also establish the backup job configuration within Veeam is to initiate a manual
backup of the system database.

1. In SAP HANA Studio, right-click the SYSTEMDB file of the changed system and choose Back Up System Database.

mmm ey mam RS

= Securiy Destination: I fustfsapf34pPHI
Bl

Backu Configuration and Monitoring 3
P < Lifecycle Management 3 ‘ou can specify the maximum size of ser
L= Catalag . o ——— I ss multip
Content , REN Backlp Lonsale s multipl
(= Provisior Security 3 Bac: Up System Data:ase...
Lo ; Back Up Tenant Database. ..
L= Security —
HT Open SQL Consols Manage Storage Snapshot. ..
%3, SAP HANA Modeler v Recover System Database. ..
Recover Tenant Database. ..
Add System with Different User, ..
28 Remove Delete
Log off
2 | Refresh F& [ Properties &2 7 Error Log
Properties Alt+Enter SYSTEMDB@S4P (SYSTEM)
Bramerbu
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2. In the Destination Type field, choose Backint and click Next.
B Backup of SYSTEMDB:

P [S[=]
Specify Backup Settings
Specify the information required for the data backup
Estimated backup size: 1.50 GE.

@ This is a production system. Manipulate data on this system with caution.

Backup Type IComp\ete Data Backup 'l

Destination Type

Backup Destination

The defaulk destination is used unless you specify a different destination, IF vou specify a new destination,

ensure that the directory already exists. For improved data safety, we recommend that you specify an external
backup destination.

EBiackup Destination | Jfusrfzap/54p[5y5 globalihdbbackinkf S STEMDE
Backup Prafix | COMPLETE_DATA_BACKUR

i Mote that customer-specific changes ta the SAP HAMNA database configuration are not saved as part of the
data backup.

More Information: SAP HAMNA Administration Guide

® < Back I et = I Einish | Cancel

3. Review the job summary and click Finish.

" Backup of SYSTEMDB!

p

Review Backup Settings

Review the backup settings and choose 'Finish' bo start the backup. To change the
recovery settings, choose ‘Back!,

Database Information

Database: SYSTEMDE@S4P
Host: 192.168.35. 111
Wersion; 2.00,033.00,1535711040

Backup Definition

Backup Type! COMPLETE DATA BACKUP

Destination Type: BACKINT

Backup Destination: Jusrfsap54p)5v5)globalfhdbbackint/SYSTEMDE
Backup Prefix; COMPLETE_DATA_BACKUP

® « Back Mext = | Finish I Cancel
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® Backup of SYSTEMD!

Backup Progress Information

@ Backup is running - 0 of 1 services finished successfully

= E3

hx-sles-11

Marne Server
Execute Data Backup In Progress

32.0%

4. After the backup job is finished, click Close to close the window.

Backup of SYSTEMD!

Backup Execution Summary

i Backup of database SYSTEMDB@S4P finished

1 volumes were hacked up

©pen Log File

@ o= |

In the backup catalog, a new entry with Backint as the destination is listed.

@ Backup SYSTEMDB@S4P (SYSTEM) [Production System]
Owerview |Configuratiun Backup Catalog

Last Update:8:38:13 M |

Backup Catalog

Databass; [SYSTEMDE =

[ show Log Backups [ Show Delta Backups

@ Feb 11, 2019 7:59:08... 00h 00m 135 1,52 GB  Data Backup Snapshot
@ Feb 11, 2019 7:32:39... 00h 00m 165 1.52 GB  Data Backup Snapshot
@ Feb 11, 2019 6:56:38... 0oh 12m 095 1.52 GB  Data Backup Snapshot

Backup Details

D

Status:
Backup Type:
Destination Type:
Started:
Finished:
Duration:
Size:
Throughput:
System ID:
Comment:

Additional Information:

1549902982581

Successful

Data Backup

Backint

Feb 11, 2019 5:36:22 AM {AmericafLos_Angeles)
Feb 11, 2019 &:37:46 AM (AmericafLos_Angeles)
0oh 01m 23s

1.52GB

18.70 MB/s

<ok

Location: justfsapSaP(Sysjglobal/hdb/backint/SYSTEMDB]
Host = I SErvice | Size | Mame | Source Type EBID
hix-sles-11 nameserver 1.52GE COMPLETE_DA...  walume 06Fz
hix-sles-11 nameserver 4,.32KE COMPLETE_DA...  topology FOEE
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Monitor backup progress and jobs in Veeam

In the Veeam console, a new job is listed as “<hostname> SAP backing backup (<Repository>).” This location is used for all
backup jobs from this host. The information about the database or backup type is shown in the job details.

Q Tupe in an object name to seqrch for

MAME T TVPE STATUS LAET RUMN LAST RESULT MEXT RUMN DESCRIPTION
-@}hx—s\es—ﬂ SAP backint backup (SOBR) 58P HAMA Backup Stopped 2 minutes ago Success <not scheduled: S4P HAMA backint job
@VM-Smap-él-SAP-HANA Whiware Backup Stopped A1 minutes ago Success 271172018 2:00:0..,  Application aware shapshot based backup of S4P..
< >
SUMMARY DATA STATUS THROUGHPUT {ALL TIME)
Duration: 01:24 Processed: 1.5 GB (100%) Success: 1
Processing rate: 18 MB/s Read: 13 GB Warnings: Q
Bottleneck: Source Transferred: 5941 ME (2.6 Errors: a
MAME STATUS ACTION DURATI...
F{\ hix-sles-11 Success SAP HAMNA Backup job started at 2/1172019 43658 PR, 0124
Backup is currently in progress, statistics will be updated upon job completion
Processing backup file: fusr/sap/S4P/3¥5/global/hdb/backint/SYSTEMDEB/COMPLETE_DATA_BACKUP_databackup_0_1 0033
Processing backup file: fust/sap/S4P/SYE/globalfhdb/backint/ SYSTEMDB/COMPLETE_DATA_BACKUP _databackup_1_1 0020
Creating metadata 0o:01

Session completed

Back up the SAP HANA backup catalog

With the Veeam Plug-in for SAP HANA Backint installed, the default location for the backup catalog backup is still the former
destination: located at the file location for the log backup. You should change the location to Backint.

O Systems 53 = 8 [f svsEroe@ser [} Backup SYSTEMDB@S4P (SYSTEM) [Froduction System] 53 = g8
B - - & v -
. B2l -m30% <> Backup SYSTEMDB@S4P (SYSTEM) [Production System] Lot tpdtestosssozam g | (|
102 Y
1H) Bwp@ewp (sysTEM) k4
B wo@swa (svsTEm Overview | Configuration [Backup Catalog
B S4P@S4P (SYSTEM) [Production Systeni] Backup Catalog Backup Details =l
(g svsTEMDB@EBWR (SYSTEM)
1B svsTEMDE@EBWG (SYSTEM) Database: |S¥STEMDE - 10 1551464953699
EHED SYSTEMDB@S4P (SVSTEM) [Production System] Status: Successful
- Backup Show Log Backups [ Show Delta Backups Backup Type: Log Backup
(= Catalog Destination Type:  Fie
(= Content Status [ Started Durtion Bachup Type | Destination. [~]  Started: Mar 1, 2019 10:23:13 AM {Americajlos_Angsles)
[ Provisioning ] 1 Firished: Mar 1, 2019 10:23:13 AM {AmericaiLos_Angeles)
B Security =] Mar 1, 2019 10:25:48. 00h0Om25s  5.93MB  LogBackup Backint Duration: 00h 00 00
=] Mar 1, 2019 10:14:13...  O0h0OmO0s  980.95KB  LogBarkup File Sioe: 381,47 KB
a Mar 1, 2019 10:13:45...  Q0hDOm2Ss  6.0LMB  LogBackup Backint Throughput: e,
=] Mar 1, 2019 3513 AM  00hDOM00s  990.43KB | LogBackup File System ID:
=] Mar1,2019 %i55:43 M O0h0Om?5s  5.93MB  LogBarkup Backint Commert:
=] Mar 1,2019 %4413 4M  O0h0OmO0s  973.91KB  LogBarkup File '
a Mar 1, 2019 34543 AM  O0hDOm2Ss  7.50MB  LogBackup Backint
=] Mar 1, 2019 %213 4M  O0hDOm00s  972.39KB  LogBackup File addional InFormation: [
=] Mar 1,2019 %25:48 M O0hOOM?Ss  5.93MB  LogBackup Backint
=] Mar1,2019 %1413 4M  00h0OmO0s 978,87 KB | LogBarkup File
=] Mar1,2019%13:48 M  O0h0OM2Ss  6.01MB  LogBarkup Backint
Lacation: STYIETE o]
=] Mar 1, 2019 H5%13AM  O0hDOM00s  978,34KB  LogBackup File
=] Mar1,2019 Bi55:48 M OOhDOM255  5.93MB  LogBackup Backint
=] Mar 1, 2019 Bi#4:13AM  O0h0OmO0s  S77.82KB | LogBarkup File
=] Mar 1, 2019 8:43:48 4M  00h 00m 255 7.49ME  LogBackup Barkint Host » [ service I Size [ ame [ Source 7
a Mar 1, 2019 5213 A4M  00hDOmO0s  977.30KB | LogBackup File Fresles11 nameserver 301 47KE o backup 0_...  catslog
a Mar 1, 201 2 M 596 MB | LogBackup Backint

To change the location for the catalog bacrkuprfrorrﬁ Friilertio Backint, you need to change the parameter
catalog_backup_using_backint in the global.ini file from false to true. An easy way to change parameters is to use SAP HANA
Studio.
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1. Open SAP HANA Studio and double-click the SYSTEMDB entry of the system that you want to change. Select the

Configuration tab at the right.
= g
B-Bil-aE8% -

B Systems 52 Tl svsTEMDB@SHR B3

~[E! BwWP@BWP (SYSTEM)

B BwWo@BW (SYSTEM)

% S4P@SAP (SYSTEM) [Froduction System]
[ SvSTEMDB@EWP (SYSTEM)

B SYSTEMDB@S4P (SYSTEM) [Production System] 19z.163.35.111 11

Overview |Landscape |Alerts |Perf0rmance |\u'olumes Configuration | System Information | Diagnosis Files | Trace Configuration

Last Update: Mar 1, 2019 10;

Fen [ %

B sYSTEMDB@BWG (SYSTEM) Name - | Defaul | system | Database - 54p
E'l% SYSTEMDE@I4P (3YSTEM) [Production System] attributes.ini
@ Backup cacheserver.ini
= Catalog compileserver .ini =
B Content daemon. ini =
-c? Provisioning diserver.ini *

(= Security

dacstare.ini
dpserver.ini
esserver,ini
E2] executor.ini

2. In the Filter field, enter catalog_backup_using_backint and press Enter.

Y Systems 52

= g

B l2H-mEes -

(B BwP@BWP (SYSTEM)

B Bwo@BWG (SYSTEM)

_% S4P@S4P (SYSTEM) [Production System]
(B SvSTEMDB@EBWR (SYSTEM)

Tl sYsTEMDB@S4P 52

[ SYSTEMDB@S4P {SYSTEM) [Production System] 1s2.165.3¢

Overview |Landscape |Alerts |Performance |VOIumes Configuration | System Information | Diagnasis F

Filter: [g_backup_using_backint|| 3¢

(B sysTEMDB@EWQ (SYSTEM) Mare - | Default | System
El_% SYSTEMDB@34P {(SYSTEM) [Produckion System] = global.ini *
¥ Backup =1 L] backup *
Catalog catalog_backup_using_backint false

Content
L= Prowisioning
B Security

3. Double-click the field with the value “false.”

4. In the new window that appears, enter true as the new value in all sections. Click Save.

" change Configuration ¥alue

catalog_backup_using_backint
glohal.ini [backup]

=l 3

@ This is a production system. Manipulate data on this system with caution.

Default Value: | False:

[V Database - 54

[~ Syskemn

Active Value: |

New Value: I true Restore Default
[~ Databases

B [=

Active Yalue: |

Mew Value: | true Restore Default
[~Hasts

S [=

[V Host - hx-sles-11

Active Yalue: |

Mews Value:

I true|

Restore Default

Restore Default for Al

@

o |

The parameter becomes active without a system restart.
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Y Systems £2 = O  JfsysTEMOBRSP 53

B2 - 2Es - [ SYSTEMDB®@S4P (SYSTEM) [Production System] 192.168.35.111 11 Lsst Update: Mar 1, 2019 10:26:04 &M & | [ Tnterval: [0 [=] 5

[ ewpaetn (svsTEM)

I mwergpwey (svsTeM) Overview |Landscape | lerts |Performance | Wolumes | Canfiguration | System Infarmation | Diagnesis Files | Trace Configuration |

[E s4p@s4P (SYSTEM) [Production System] Fier: |3_batkup_using_badkint | 3¢

SYSTEMDB@EWP (SYSTEM)
B svsTEMDB@EwWG (SvaTEM) Name_+ [ Default [ System [ Database - 4P [ Host - h-sles-11
=HES SYSTEMDE@S4P (SYSTEM) [Production System] B [2] globalini *
- Backup =[] backup

Content
Provisioning
[+ Security

The next catalog backup will automatically use the Backint integration.

*
& Cakalog catalog_backup_using backint __Jfalse |8 tue 8 twe _________lbwe |

U Systems 52 = 8 1§ svsTEMDB@SP (&) Backup SYSTEMDB@S4P (S¥STEM) [Production System] &3 =
B - i - & v .
B B-Bll-mBE8% Backup SYSTEMDB@S4P (SYSTEM) [Production System] i & &
Last Updats: 10:37:06 AM [
(B sweaewe (srsTEM) A "
B swomewaq (svsTem Overview | Configuration [Backup Catalog
BB sep@s4p (SYSTEM) [Production System] Backup Catalog Backup Details -
B svstempe@BwR (sYSTEM)
[ svsteroB@BWR (SYSTEM) Database: [SYSTEMDE - o 1ssLaeszIm 3
={ES SYSTEMDB@S4P (SYSTEM) [Froduction System] Status: Successful
& :
% Backup Show Log Backups ] Show Dielea Backups Backup Type: Log Backup
(= Catalog Destination Type: Backint
0 Content Status | Started = Destination. Started: Mar 1, 2019 10:37:01 AM {AmericajLos_Angeles)
> Provisioning [] Finished: Mar 1, 2019 10:37: 14 &M (AmericajLos_Angsles)
[ Security =] 00h 01m 225 Daka Backup Backint Duration; 00h 00m 125
a 0ChOOM00s 981,47 KE  LogBackup File size 932,21 KB
=] 00h 00m 255 5.93M6  Log Backup Backint Throughputs e
=] 00h00m00s  980.95K5  LogBackup Fils System ID:
=] 00h 00m 255 601 M6 Log Backup Backint p—
=] Mar1, 2019 9:59:13 A 0Ch0Om 005 980.43KE  Log Backup Fils
=] Mar 1, 2019 9:56:48 AM | 00h D0im 255 S5.93M6  Log Backup Backint
=] Mar 1, 2019 9:44:13 A 0ChOOm 005 979.91KE  Log Backup File addtione Information: 2z
=] Mar 1, 2019 9:43:48 AM | 00h D0im 255 Z50ME  Log Backup Barkint
[=] Mar 1, 20199:20:13 A 0Ch0Om 005 979.39KE  Log Backup File
[=] Mar 1, 2019 9:28:48 AM | 00h D0im 255 S.93ME  Log Backup Barkint
Location: Jusrisap/54P] KinkfS¥STEMDB/
[=] Mar1,20199:14:13AM  OChOOm 005 976.87KE  LogBackup File
[=] Mar 1, 2019 9:13:48 AM | 00h D0im 255 .01 ME  Log Backup Backint
=] Mar 1, 2019 8:59:13AM  0Ch0DmDOs 97834 KE  LogBackup File
=] Mar 1, 2019 8:55:48 AM | 00h 0t 255 S.93ME  LogBackup Barkint [ost_= [ Servica [ Size [ Hame [Source
[E] Mar1,2019 844113 A 0ChQOm00s  977.82KB  LogBackup File | Presles11 nameserver 362 21K8 g barkup D_... _ catalog

Recover a database from Backint
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To demonstrate recovery from Backint, a new SAP HANA system with the SID BWP was installed. To enable the Veeam Plug-in
for SAP HANA Backint, the plug-in was installed on the system and linked to the SAP HANA system as described earlier in this

document.
In the new system, the backup catalog is empty.

g Systems 53 = 0 ) Backup SYSTEMDE@EWP (SYSTEM) [Production System] 52

B-lall-a82% ¥ < Backup SYSTEMDB@BWP (SYSTEM) [Production System]

E-% BWP@EBWP (SYSTEM) [Production Syskem]

{—ﬂ Backup Owerview | Configuration | Backup Catalog

‘= Catalog

- Backup Catalog
= Content
(= Provisioning Datsbase: |SYSTEMDE i
_-c? Security
lE‘ S4P@SAFR (SYSTEM) [ show Log Backups [ Show Delta Backups
EHEL SYSTEMDB@EWR (SYSTEM) [Froduction Syskem]
{—ﬂ Backup Skakus | Starked + | Diuration | Size | Backup Type | Destination. .. |

= Catalog
= Content
= Prowisioning
B Security
[H! sysTEMDB@S4P (YSTEM)
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1. Right-click SYSTEMDB@BWP and select Recover Tenant Database.

U Systems 53 o

B () Backop SYSTEMDB@EWP (SYSTEM) [Product

B-BH-2EE% ° @ Backup SYSTEMDB@BY

El-l_% BWP@EWP [SYSTEM) [Production Syskem]
!\ Backup
= Catalog

&

L= Content

Provisioning
= Secutity
S4P@S4P (SYSTEM)

Backup Configuration and Manitaring

= Catalog < Lifecycle Management:

Conkent

= Provisioning Security

Overview | Configuration |Backup Catalog

Backup Catalog

Database: ISVSTEMDE 'l

O show Log Backups [ Show Delka Back.

"
G ls |Started b |

-

Open Backup Console
» Back Up System Database...

=" Security

@) svsTempB@ste (5 0PN 5@k Censole

Back Up Tenant Database. ..
Manage Storage Snapshat...

T3 SAP HAMA Madeler

» Recaver System Database...

Recover Tenant Database...

Add System with Different User...
3¢ Remave Delete
Lag OFf
& | Refresh F5
Properties Ale+Enker
T
2. Select BWP and click Next.
il "5 Recovery of Tenant Database in BWP M=l B

Specify tenant database

Itype filker text

|l|||||||
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3. Select the recovery mode that best meets your needs. In most cases, recovery to the most recent state is the best choice.

Click Next.
il "5 Recovery of Tenant Database in BWP [_[O[x]
Specify Recovery Type
Select a recovery bype.
@ This is a production system. Manipulate data on this system with caution.
& Recover the database to its most recent state ©
 Recover the database ta the following paint in time &
Date; |2019—03—01 l:l Time: | 11:04:21
Select Tifne Zorie; [{GMT-08:00) Pacfic Standard Time =l
i System Time Wsed (GMT) 2008-03-01 190421
 Recover the database to a specific data backup
Advanced >
'
@ <pck [ Wexts | moh | cencel |
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4. Select “Recover using the backup catalog” and “Search for the backup catalog in Backint only.” Click Next.

"B Recovery of Tenant Database in BWP H=

Locate Backup Catalog
Specify lacation of the backup catalog.

% Recover using the backup catalog

" search for the backup catalog in the File system only

Backup Catalog Location: [ jusr/sap/BWP/HDB L0/backup/log/DE_BWR

% Search for the backup catalog in Backink ony:

' Recover without the backup catalog

Backint System Copy
[~ Backint System Copy

Source System; I

@ < Back I Mexk = I Einishi I Cancel I

5. Accept the warning telling you that the system will be stopped if it is a production system.

"m Stop Database BWP@BWP E }

This is a production system, Manipulate daka on this system with caution,

3
The database must be offline before recovery can start; the database will be
stopped now

Cancel

The system fetches data from the VBR server using Backint.
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"B Recovery of Tenant Databas

BWP =1

Select a Backup
(1) Fetching Backup Catalog. ..

Selected Point in Time
Database will be recovered to its most recent state.
Backups

The overview shows backups that were recorded in the backup catalog as successful, The backup at the top is estimated ko have the
shorkest recovery time.,

Stark Time | Location | Eiackup Prefix | Awvailable |

Refresh | StiovMare:

Details of Selected Ttem

Skart Time: Destination Type: Source System: BWP@EWP
Size: Backup ID: External Backup ID:
Backup Mame:

Alternative Location: '1

Check Availability:
@ < Back | [iEext = | Eimish I Cancel |

6. Select the backup version that you want to restore and click Next.

® Recovery of Tenant Database in BWP M=l 3
Select a Backup

Select a backup to recover the SAP HANA database

Selected Point in Time
Datahase will be recovered ta its mosk recenk state.
Backups

The overview shows backups that were recorded in the backup catalog as successful, The backup at the top is estimated to have the
shortest recavery time.

Location Available

2019-02-28 08:51:05 Just/sapfEM/PjSYS/globalfhdb)...  COMPLETE_DATA_BACKUP
2019-02-12 02:40:28 Jhana/backupidatalDE_BwP]  COMPLETE_DATA_BACKUP

Refresh | Show More

Details of Selected Item

Start Time: B 3019-03-01 09:14:26 Destination Type: BACKINT Source System: BWP@EBWP
Size: 1.66 GB Backup ID: 1551460466670 External Backup ID:  3FB949884C3EFEID
Backup Narme: Jusr[sap/BWPISYSiglobalfhdb/backint/DE_BwWP/2019_03_01:09:16_BACKUP_FILE

Alternative Location: ‘1

Check Availability
@ < Back. I et > I Einish | Cancel |

7. Enter the location for the database log file backups on the file system: for example, /hana/backup/log/DB_BWP. Click Next.
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Locate Log Backups

Specify location{s) of log backup files to be used ko recover the database.

@ Even if no log backups were created, a location is still needed to read data that will be used For recovery,

If the log backups were written ko the file system and subsequently moved, you need to specify their current location. IF you do
nok specify an alkernative location For the log backups, the system uses the location where the log backups were First saved, The
directory specified will be searched recursively,

Locations: | Acdd

Thanafbackup/log/DE_BWP

Remayve |

® < Back I Mext = I Eimish | Cancel |

8. Select Third-Party Backup Tool (Backint) and Initialize Log Area. Confirm the selection and click Next.

1 Recovery of Tenant Database in BWP M =] E3

Other Settings

[ Check Availability of Delta and Log Backups

‘ou can have the system check whether all required delta and log backups are awailable at the beginning of the recovery process, IF
delta or log backups are missing, they will be listed and the recovery process will stop before any data is changed. If you choose not
to perfarm this check now, it will still be performed but laker. This may result in a significant loss of time if the complete recovery
must be repeated,

Check the availability of delta and log backups:
I~ File System @
¥ Third-Party Backin Tanl (Rarkintt

B Confirm Clearing of Log Entries X

r~Initialize Log Area —

If you initialize the log area, only the log entries in the log backups will be

IF wou do not wank t Tk

deleted from the loc
¥ Initialize Log Are As a result, the system will only be recovered until the paint in time when the
® most recent log backup was made. All data stored in the system after that log
backup was started will be lost.

g entries will be

[ Use Delta Backups —
Select this aption if Are you sure you want to initialize the log area? thout delta
backups, only lag ba
¥ Use Dela Backup

Cancel |

rInstall Mew License k
IF you recover the database From a different system, the old license key will no longer be valid
ou can:

- Select a new license key to install now
- Install a new license key manually after the database has been recovered

™ Install Mew License Key

I Browse |

® < Back I Mext = I Einish Cancel
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9. Review the settings and click Finish.
Review Recovery Settings

Review the recovery settings and choose 'Finish' to start the recovery, You can modify the recovery
settings by choosing 'Back..

Database Information

Database: EWR@EWP
Host: 192.168.35.110
Version: 2.00,033,00,1535711040

Recovery Definition

Recavery Type: Paint-in-Time Recovery (Unkil How)

Data Backup Location: Iusrisap/BWPISYSfglobalfhdb/backint jDE_BWwPy
Log Backup Location: thanajbackupflogiDE_BWF

Catalog Backup Location: Backint

Backup ID: 1551460466670

Initialize Log Area: ‘fes

Check Availability of Delta and Log Backups: Yes

Use Delta Backups: Yes

Configuration File Handling
& Caution

To recaver customer-specific configuration changes, you may need ta make the changes manually in the target system.
More Information: SAP HAMA Administration Guide

Show SGL Statement

| [Hext = | Einish I Cancel |

First the selected data backup file is used to recover the database.

"Bl Recovery of Tenant Database in BWP [_ (O] =]

Data Recovery (Phase 1 of 3)

@ Recovery is running - 0 of 2 services finished successfully

Host: hx-sles-10

Index Server |
0B of 1.55 GB

By
80,00 ME of 80,00 ME

Next, the available log file backups are applied to the database.

[T ST TR SR - ran ' S S A L L A L ST LA R ' i-

1 Recovery of Tenant Database in BWP =] E3

Log Recovery (Phase 2 of 3)

@ Recovery is running - 0 of 2 services finished successfully

Host: hx-sles-10

Index Server [ ——

*SEngine
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Then the database is started.

= Recovery of Tenant Database in BWP [_ O] x|
Restart (Phase 3 of 3)

@ Recovery is ranning - 1 of 2 services finished successfully

Host: hx-sles-10

TN S | N
Restart completed

XSEngine I
Restarting

10. Click Close to finish the recovery process.

Recovery Execution Summary

i Database BWP@BWP recovered

2 volumes were recovered

Recovered to Time: Mar 1, 2019 10:36:42 AM GMT-05:00
Recovered bo Log Position: 74798656

® Clase |

Best practices

One best practice is recommended for all customers: Combine two or more of the methodologies described in this document to
reduce risk and improve recovery-point objective (RPO) and RTO.

Here is one approach for combining the various methodologies:

e Create Cisco HyperFlex snapshots every hour.
o Provides a simple restart point for the whole virtual machine

o Does not place an entry in the backup catalog
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o Create Veeam-managed snapshot-based backups every 4 hours.
o Provides an application-aware restart point for the whole virtual machine
o Places an entry in the backup catalog
o Requires full virtual machine recovery
e Create a Backint-based backup once a day or week.
o Provides application-based backup and recovery

o Used in combination with the other options, allows a roll forward of the database

Conclusion

The seamless integration of Veeam technology with the Cisco HyperFlex HX Data Platformprovides a best-in-class solution for
SAP HANA systems that can meet business SLA RPO/RTO requirements and help ensure application consistency. The Cisco
HyperFlex hyperconverged platform is an excellent choice for running SAP HANA.
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