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INTRODUCTION
• Face Verification 

• ConvNets for feature extraction 

• Patches



• Sun, Yi, Xiaogang Wang, and Xiaoou Tang. "Deep learning face representation from predicting 10,000 classes." 
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2014. 

• 89.60% 

• Sun, Y., Wang, X. and Tang, X. (2014). Deep Learning Face Representation from Predicting 10,000 Classes. 2014 
IEEE Conference on Computer Vision and Pattern Recognition. 

• 97.45% 

• Sun, Yi, et al. "Deep learning face representation by joint identification-verification." Advances in neural 
information processing systems. 2014. 

• 99.15% 

• Sun, Yi, et al. "Deepid3: Face recognition with very deep neural networks." arXiv preprint arXiv:1502.00873 
(2015). 

• 99.53% 

RESEARCH BY AUTHORS ON FACE VERIFICATION



RELATED WORK

•  Generally shallow models  

•  High dimensional & Low Level Features 

• Learning-based Learning Entropy(LE) descriptors 
• L2 distance between the LE descriptors [4] 

• Local Binary Patterns (LBP) descriptors 
• and Joint Bayesian [5] after PCA. 

•  Scale Invariant Feature Transform (SIFT) features into Fisher vectors[6] 

• Deep Models 
• Convolutional Deep Belief Networks (CDBN) => Information-Theoretic Metric Learning( 

ITML) and linear SVM 
• Siamese Networks[8]  
 
 
 

http://www.machinelearning.org/proceedings/icml2007/papers/404.pdf


THIS PAPER

•  Feature extraction and recognition is not jointly learned, instead 
they do it in 2-steps: 
• ConvNet for feature extraction 
• Joint Bayesian or Neural Network for recognition 

•  Last hidden layer is used as features not the output layer. 

•  Classifying all the identities simultaneously instead of training 
binary classifiers  
 



LEARNING DEEP ID FOR FACE VERIFICATION



DEEP ID - CONV NET

•  Convolution operation: 

•  Max-pooling can be formulated as: 

•  ReLU nonlinearity is used for hidden neurons ( y = max(0,x) ). 

•  Last hidden layer takes:  

•  Softmax:  



LEARNING FEATURES

• From Each image: 

• 60 Face Patches 

• 3 Scales 

• 2 Channels ( RGB or Gray) 

•  60 ConvNets trained for each patch (+ Horizontally Flipped 
Counterpart) 

• 160 Dimensional Features 

• (160x2x60) Dimensional Features



WHAT TO DO WITH THE DEEPID FEATURES

•  Train Classifiers using DeepID Features 

➢ Joint Bayesian 

➢ Neural Networks



MULTI SCALE CONV NETS

•  They used the output of the 4th conv layer as DeepID 

•  Adding the output of the 3rd conv layer improves validation 

accuracy by 4.72% 

➢ Actually improves final accuracy from 95.35% to 96.05%



LEARNING EFFECTIVE FEATURES

•  Learning from large number of classes is the key to learn compact 
and expressive DeepID Features 

•  They doubled the number of identity classes from 136 to 4349 

•  Significant average accuracy gain 
• 2.03% for Joint Bayesian 
• 1.68% for Neural Network



LEARNING EFFECTIVE FEATURES



JOINT BAYESIAN METHOD

•  Normal Bayesian Method uses the difference of the features from 

two face images  

•  Train on both images instead of the “difference” 

• Chen et al. [2] achieved 92.4% test accuracy on LFW dataset.



JOINT BAYESIAN METHOD

• Subtract the mean from the 
features 

• Represent them as addition of 2 
Gaussian distributions 

• μ ∼ N (0, Sμ) face identity 
• ε ∼ N (0, S ε) intra personal 

variations 



JOINT BAYESIAN METHOD



JOINT BAYESIAN METHOD



NEURAL NETWORK METHOD



EXPERIMENTS
•  They Used LFW(Labelled Faces in the Wild) dataset in order to test the methods 

•  5749 people 

•  85 have  > 15 images 

•  4069 people have one image 

•  Inadequate to train on this 

•  They used CelebFaces for training 

•  87, 628 face images 

•  5436 celebrities 

•  approximately 16 images per person



EXPERIMENTS

•  80% of Celebfaces to learn DeepID 

•  20% to train neural network and joint bayesian 

•  Used PCA to reduce number of features to 150 in Joint bayesian



EXPERIMENTS

•  Use 4349 dimensional softmax output instead of DeepID 
• 66% accuracy on Joint Bayesian 

• Neural Network fails



EXPERIMENTS 

•  Try Different k values for patches 
• k = 1, 5, 15, 30, 60 

•  Comparison of k = 1 and k = 60 
• 4.53% Neural Network 
• 5.27% Joint Bayesian 

•  96.05% Joint Bayesian 

•  94.32% Neural Network



EXPERIMENTS 



METHOD COMPARISON 

•  Used CelebFaces+ ( larger than CelebFaces) 

•  Used 100 Patches 

•  Used 5 Different scales instead of 3 

•  97.20% test accuracy on LFW. (Joint Bayesian )



METHOD COMPARISON 

•  Training with CelebFaces+ doesn’t generalize well to LFW. 

•  Cao et al. [3] proposes a way to adapt joint bayesian from source 
domain to target domain. 

•  After adaptation Joint Bayesian gets 97.45% accuracy. 

•  97.53% is the human accuracy.



METHOD COMPARISON 



DISADVANTAGES

• 2 Step Learning process 

• Shallow Model for Verification ( Using DeepID ) 

• Need to extract patches
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