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Background

Deep learning is a machine learning technique which utilizes
multiple layers of Neural Networks.
The basic Building Blocks are:

Multiple Layers
Bias
Input Weighting (and not the weighting between “Neurons”)
Pooling Operation between layers
Pooling together inputs which reduces the size of the input
between layers. Can be overlapped like in the Alex Network
ReLUs (Rectified Linear Units)
Modeling a neuron’s output and keeping it positive such as
f (x) = max(0, x). Can also be tied to Local Response
Normalization (brightness normalization)
Types of Learning

Stochastic Gradient Decent
Restricted Boltzmann Machines
Auto-encoders
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Kinds of Deep Learning Networks
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History
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What is a Convolutional Neuro-Network
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Data Augmentation

1 Augmenting data is crucial to avoid overfitting and build
robustness

2 Ideally you want to cover all deformations occurring in target
domain (not more)
translations
scales
rotations
contrast
lighting
colors
flip

3 If possible, average or max over these transformations at test
time

4 Allows for smaller datasets (Imagenet would be far too small
without this for the Alex Network)
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Mutliscale

1 Skip Connections can improve multiscale detection
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Spatio-Temporal Features

1 If you know where you need to scale then you can do use
multiple streams
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Different kinds of Networks

Funk Deep Learning



10/34

Deep Learning deconvnet Overview Creating a CNN

ImageNet pre-training

1 Leveraging Previously Trained datasets (Transfer Learning)
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ImageNet pre-training

1 Size of your dataset dictates the number of levels (or at least
the approach)
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Why are CNNs so good?

1 Size of your dataset dictates the number of levels (or at least
the approach)
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Pedestrian Detection
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Visualizing and Understanding Convolutional Networks

Authors: Matthew D. Zeiler and Rob Fergus.
Dept. of Computer Science, Courant Institute, NYU.
Abstract: Large Convolutional Network models have recently demonstrated

impressive classification performance on the ImageNet benchmark (Krizhevsky

et al., 2012). However there is no clear understanding of why they perform so

well, or how they might be improved. In this paper we address both issues. We

introduce a novel visualization technique that gives insight into the function of

intermediate feature layers and the operation of the classifier. Used in a

diagnostic role, these visualizations allow us to find model architectures that

outperform Krizhevsky et al. on the ImageNet classification benchmark. We

also perform an ablation study to discover the performance contribution from

different model layers. We show our ImageNet model generalizes well to other

datasets: when the softmax classifier is retrained, it convincingly beats the

current state-of-the-art results on Caltech-101 and Caltech-256 datasets.
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Purpose

The purpose of the paper is to propose a way of visualizing
the inter workings of the Convolutional Neuro-Networks called
a Deconvolutional Network (deconvnet)

Understand Deep Learning in general
Understand how the specific network is working

Reverse the flow of the network to visualize the learned
elements. Not a generative projection from the model!

They are showing the highest activation levels of the filter
from a validation set
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Basic Opperations

Unpooling
The unpooling step is to reverse of the pooling operation
between layers. This normally is a one way function so they
have to include variable (called switches) which represent
which elements the pooling operation is selecting to move to
the next layer.

Rectification
This operation makes sure that the output of the reverse
direction is non-negative. This is done in the normal feed
forward network stage as well.

Filtering
The CNN uses convolution with learned filters at beginning
stage of each layer. To invert this, they use a transpose of the
same filter but apply rectified maps to this element (instead of
a different part of the layer)
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Visualization of Deconvnet
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The Network
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Training

They use a dense amount of connections for the 3, 4, and 5 layers
unlike the Alex Network which used sparse connections because of
less hardware restrictions
They trained on ImageNet 2012 training set (1.3 Million Images /
1000 different classes)
Image Processing Steps

Resize smallest dimension to 256

Cropping the Center 256x256 region

Subtracting the per-pixel Mean (across all images)

10 different sub-crops of size 244x244 (corners + center
with(out) horizontal flips)
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Training Parameters Continued

Learning Parameters

Stochastic gradient descent with a mini-batch size of 128 to
update parameters

Starting with a learning rate of 10−2 and a momentum term
of 0.9

They anneal the learning rate throughout training manually
when the validation error plateaus

Dropout is used in the fully connected layers (6 and 7) with a
rate of 0.5

All weights are initialized to 10−2

The visualization of the first layers showed that some filters were
becoming too dominate so they renormalized layers with a high
RMS
It took them 12 days of training on a single GPU using 70 epochs
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Final Visualizations Part 1
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Final Visualizations Part 2
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Final Visualizations Part 3

l5 r1 c2 patches have
little in common but
the background

l3 r1 c1 complex
invariances capturing
similar textures

l4 significant variation
but class specific

l5 entire obj with
significant pose
variation
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Figure Evolution During Training
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Figure Invariance
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Architecture Selection
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Occlusion Sensitivity
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Correspondence Analysis
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Results

First they Replicated the
Alex Network results, than
surpassed the best with
error rate of 14.8%

Then they played around
with tweaking the network
(results bottom right)

Convolutional Part is
important for best results
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Results Generalizaed on Caltech-101/256

Training on 15 or 30
randomly selected images
per class and test on 50 per
class

The results showed how
pre-training on a large
dataset increase accuracy
tremendously

Just need 6 Caltech-256
training images to beat the
next best which needs 10
times as many
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Results Generalizaed on Pascal 2012

They could not beat the
state of the art here overall
(but they did for some
classes)

Might be because of the
difference in the datasets

3.2% from best reported
result but who’s counting
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Feature Analysis

They add an SVM or
softmax classifier at the end
of each layer of the
Imagenet-pretrained models

They show how well each
additional layer does at
classifying the image
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Discussion

Features are far from randomize

Increasing Invariance while ascending through the levels

Can use this to debug problems

Occlusion can be use to localization of objects in the image

The increase in classification is cause by holistic elements of
the model and no specific aspect
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