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Business Continuity: The Big Picture

Business Continuity = Minimizing Downtime

Cost of Downtime Per Hour
Availability expectations
continue to increase

> RTO'’s decreasing from
>24 hours to <12
hours

Cost of downtime
continues to rise

$Millions per Hour

> Increasing
dependence on x86
infrastructure Source: META Group

| Average |

Manufacturing
Insurance

| Enerqgy

Almost 60% of surveyed companies incurred significant financial damage as a
result of systems failure in the past year
-- Economist Intelligence Unit




Built on areliable
platform

Independent of physical
Infrastructure

Protection across operating
systems and applications

Protection against a
broad spectrum of
downtime causes

» Over 85% of customers using for
production workloads
* No reliance on OS or arbitrary drivers

» Hardware-independent protection

» Application and OS independent
protection

» Protection against planned and
unplanned downtime

» Protection against component, server,
data, and site failures



Agenda

Business Continuity Requirements

Minimizing Downtime in the Datacenter
> Protection against failures
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Cost

A

Traditional solutions are costly and complex

Point solutions tied to HW, OS, or applications :
VMware reduces cost and Sites

complexity at each business Fault-Tolerant
continuity level Configurations

_ ith the VI platform :
Integrated with the VI platfo Failover

> HW, OS, app independent Cluster > Site Recovery

: Manager
High-End
Server
» VMware FT
Entry-Level
erver
Encapsulation
» Isolation

» VMware HA
» DRS

» VMotion
» Shared Redundancy

v

Uptime



VMware Offers Protection At Every Level

Protection against hardware failures
Planned maintenance with zero downtime

Protection against unplanned downtime

and disasters

) T~ g g Site
N g Recovery

VMware Fault Tolerance,
High Availability,
DRS Maintenance Mode,

NIC Teaming,
Multipathing

Manager

Storage
VMotion

VCB + 3rd-Party Backup
Solutions,
VMware Data Recovery




Protection Against Planned Downtime

Server Maintenance
= VMotion & DRS Maintenance Mode

> Migrate running VMSs to other servers
in the pool

> Automatically distribute workloads
for optimal performance

Storage Maintenance
> Storage VMotion

> Migrate datastores for running VMs to
other storage targets




Protection Against Unplanned Downtime

Component Failure

> Leverage redundant network and
storage connections

> Share redundancy across workloads

IS #@1&& Server Failure
- Q -a?g Resourcafool \ > Automatic restart of virtual machines;

i ) e :
VMware High Availability automatically
VMware ESX VMware ESX VMware ESXI i .
- - - restarts VMs on other servers in the pool
Continuous protection with VMware Fault
Tolerance

Site Failure

‘ > Automated failover with Site Recovery

Manager




VMware Fault Tolerance — New in vSphere 4!

VMware ESX

App App App
(O] (O (O]

VMware ESX

Single identical VMs running in lockstep
on separate hosts

Zero downtime, zero data loss
failover for all virtual machines in case
of hardware failures

Integrated with VMware HA/DRS

No complex clustering or specialized
hardware required

Single common mechanism for all
applications and operating systems

/
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Challenges of Traditional Disaster Recovery

Complex recovery
processes and
infrastructure

Dependent on
perfect training,
documentation,
and execution

P

Failure to meet
recovery requirements

> Recovery takes days
to weeks

~ Recovery tests often
fail

- Significant IT time
and resources
consumed

BN




Drivers of risk

New applications or changing app/infrastructure configuration

Gap between current configuration and last revision of the DR plan
Human error and manual steps during DR testing & failover
Availability of key DR staff

Lengthy recovery time

Increasing complexity of managing the DR solution

Assoclated costs

Lost business & productivity for each hour of downtime
(Unpredictable) staff overtime

Application end-users disrupted by testing & outages;
inability to meet SLAs



DR Risk Mitigation

¥ Frequent testing to ensure DR plan correct &
successful

= Automation to minimize mistakes and speed up
recovery time

¥ Tight integration between infrastructure management
and DR solution

= Multiple layers of downtime protection at all levels of
the datacenter




Key Features of Virtualization for Disaster Recovery

Hardware-Independence
- Reliably recover a virtual machine to any hardware
- Enable waterfalling of equipment to recovery site

Encapsulation
< All information about a system is stored as data on disk
< Entire systems can be protected with data protection tools

BbE e Partitioning and Consolidation

YMware ESX
_ - Reduced hardware requirements at production and DR site
« Can use higher consolidation ratios at DR site

LRI AL = L N
S —— H\ .; Resource Pooling

e m - Transparently share and allocate hardware resources
< Automatic resource optimization




VMware for Disaster Recovery

N\, e
Customers Press

STO

VMware Site Recovery Manager

RAGE
e 2008 Gold Award for
E— | m Backup and Disaster Recovery

Software and Services
[ p N (Storage Magazine)

(#1 reason for virtualization behind

Son. N be “Best Disaster Recovery
consolidation/resource utilization)

Product of 2006”
MOM (TechTarget)

55% of customers using
virtualization for BC/DR
VMware Infrastructure

/)

N

“Using VMware Infrastructure in our disaster recovery plans, we've been able

to reduce the time it takes to recover our critical systems by 50 percent.”
-- Ted Duncan, Education Datacenter, Florida Department of Education




Building Better Disaster Recovery Solutions

Management

> Simplify and automate
implementation, testing, and execution
of recovery process

Data

> Provide full protection of
configuration, OS, and application data

Infrastructure

> Reduce cost and complexity of
providing infrastructure necessary to
ensure successful recovery




Reduce Cost and Complexity of Recovery Infrastructure

Eliminate hardware dependencies
> Reduce risk of failures during recovery
> Reduce ongoing management burden

Reduce infrastructure requirements
> Consolidate production and recovery

> Reuse servers from production
for recovery

Turn recovery site into productive
resource

> Leverage recovery site for other
workloads

> Resource guarantees ensure predictable
resource allocation

Production

Ve

Recovery

Failover Test/Dev




Improving Data Protection

VMware enables scalable, non-disruptive backup and
simple, reliable restore to any hardware

o CREATE SMAPSHOT

BACNIJP

Traditional backup
 Disruptive to applications and users
» Slow, complex process for full restore

Backup with VMware vSphere
* Non-disruptive to applications & users

» Enables off-host backup with standard
backup software

* Enables image and file-level backup of
virtual machines




VMware Data Recovery — New in vSphere 4!

1. Backup

vCenter Server

1.Schedule backups via VC
2.Snapshots taken
3.Data de-duped and stored

De-duplicated
Storage

p
> Agent-less, disk-based backup

and recovery of your VMs
> VM or file level restore
> Incremental backups and data

. de-dupe to save disk space

N




VMware Data Recovery — New in vSphere 4!

1. Backup

Agent-less, disk-based backup
and recovery of your VMs

1.Schedule backups via VC > VM or file level restore
2.Snapshots taken = De-duplicated

3.Data de-duped and stored Storage > Incremental backups and data

@ de-dupe to save disk space
- Y, ' Quick, simple and complete data

protection for your VMs

2. Restore | Centralized Management through
— VMware Infrastructure client
Cost-effective use of storage for
1.VM goes down backup data

2.Select VM imagesffiles
to recover

3.Restore...VM running
in seconds

-




Improved Recovery with Data Recovery

= h‘itual Machie Restore Wizar B ac k u p S an d r eStO reS C an

Select one or more Virtual Machines to restore r u n S i m u | tan eo u S Iy

Yirtual Machine Sources Select one or more restore points that will be used to restore the cormesponding virtual machines. H i g h Iy C u Sto m i Zi b I e i m ag e

“irtual M achine Destination
Beady to Complete Filter: “irtual Machine name  contains |:| and The latest restore points I evel r eStO re

Mame
=

- | Last Backup | Backup Location
=] @ Browser-Appliance-1.0.0 09/02/08 10:44:56 Ak

= 09/02/08 10:44:56 &M [latest] / | Replace a lost VM

[ 2] 08/28/08 04:07-12 PM / . )

@ [ 2] 08/28/08 03:54:43 PM / ® Restore to a different location/datastore

B Select disks to restore

< Back | Mest > | Bestare LCancel |

4 > Fast “roll back”:
IW' ‘ m Use change tracking to roll back a virtual

Add to Backup Job disk/Virtual Machine to an earlier state
Femove From Backop Job 3

m  Only transfers modified blocks for fast
Reskore restore

estore Rehearsal
i Restore Rehearsal:

® Run arestore of a VM to a different
datastore and disable networking

Backup Mo




Simplifying the Disaster Recovery Process

U=y

Physical

Configure Install Configure Install Start “Single-step

hardware backup  zutomatic recovery”

oS OoS
virtual [ 2 '
m)

Restore Power
VM on VM

Eliminate recovery steps
> No operating system re-install or bare-metal recovery
> No time spent reconfiguring hardware

Standardize recovery process

> Consistent process independent of operating system
and hardware




VMware vCenter Site Recovery Manager

Site Recovery Manager leverages VMware Infrastructure to deliver
advanced disaster recovery management and automation

-

> Simplifies and automates
disaster recovery workflows:

Site A (Primary) Site B (Recovery) ®  Setup, testing, failover

WW "o > Turns manual recovery

e mﬂ A runbooks into automated

——
> Provides central management

of recovery plans from the

- - VMware Infrastructure Client

Failed Servers Works with VMware Infrastructure

to make disaster recovery rapid,
reliable, manageable, affordable




Site Recovery Manager Key Components

-

vCenter Server

/ ~
Site

Recovery
Manager

app Q app §F arp §f arp
§ O5 B8 OS5 g OS5 gg§ Os §

Servers

Storage

Site Recovery Manager
> Manages and monitors recovery plans
> Tightly integrated with vCenter Server

— VMware Infrastructure

> Builds on top of VMware ESX and
vCenter Server platform

Storage
> ISCSI or FibreChannel storage

Storage Partner Replication

> Integrated via replication adapters created,
certified and supported by replication vendor

SISISIeTSTS 0= 22

3 3PAR “

NetApp

l:c,-mr:u*ﬂtrrt FU lTSU ® Hltachl Data Systems LeftHand &



http://www-3.ibm.com/software/

Disaster Recovery Setup

-
Integrate with replication

Production - Recovery Site W Identify which virtual machines are
|F|_|w| |__| PP F_FI $ &PP] | PP protected by replication configuration
05

[0S ] ||[05]|[0s] (oS |§[0S]
Map recovery resources

W Server resources, network resources,
management objects

Create recovery plans

W For virtual machines, applications,
business units

W Convert manual runbook to
pre-programmed response

W Customizable with scripting and
callouts

o Simplify configuration of recovery infrastructure and process
« Simplify coordination of replication with virtual environment




Site Recovery Manager:
User Interface

«H dr-wC-¥im22.eng.ymware.com - ¥Mware Infrastructure Client

Eile Edit Yiew Ipventory Administrabion Plugins Help
: | ¥ P» S ¥ &

Irwventony Scheduled Tasks Events Adminiztration Maps Consolidation

Managed through
=R [;mm vCenter plug-in
=% Protection Groups

ﬂ] Protection G 1 Alarms ' Permissions
3 Recovery Plans

Local Site Paired Site

W Server: dr-ve-vimZ2.eng.ymware.com:443 WO Server: dr-vc-vim23.eng.ymware.com:443
SRM Server: 10.17.195.234:8095 SRM Server: 10.17.195.235:8095
Sike Mame: vim22 Sibe Name: vim23

Protection Setup
Use the steps below to configure protection For this site,

Key Conflguratlon Conneckion: Connected Configure | Break

Steps Brray Managers: Configured Configure
Inventory Mappings: Configured Configure
Protection Groups: 1 Create

Recovery Setup
Create recovery plans for protection groups on the paired site,

Recovery Plans: Mo Plans Created




Site Recovery Manager:
Creating and Editing Recovery Plans

Recovery plan editor

o dr-vo-vim23.eng.vymware.com - ¥Mware Infrastructure Client

File Edit View Inventory Administration PFlugins Help

51 n Y P
Ineentory Scheduled Tasks Events Administration
Brest [Mrase [Dresume [t [Prun
B % Site Recovery Recovery Plan 3 - Complete Site Failover

) Protection Groups

Summary - ¥irtual Machines - EREEGUS RO R History | Permissions
e R PFERBEQ

Recovery Step
#- @ 1. Shutdown Protected Virtual Machines at Protected Site "vim22"
2. Prepare Storage
3, suspend Mon-critical Yirtual Machines
4, Recover High Priarity Virtual Machines
5. Recover Mormal Priority Virtusl Machines
&. Recover Low Priority Yirtual Machines
* 7. Recover Mo Power On Yirtual Machines
Recovery p lans 3] 8. Message: Testrecovery complete, Please verify the success of the..,
for failure 9, Cleanup Virtual Machines Post Test

. 10. Resume Non-critical Yirtual Machines
scenarios s Vo - e




Testing

Recovery Site Replication Management

W Snapshot replicated LUNs before test
W Delete snapshots of replicated LUNSs after test

Network Management

W Change all virtual machines to a test port group
before powering them on

Customization/extensibility

W Same breakpoints and callouts as failover
sequence

W Extra breakpoints and callouts around the test
bubble

* Non-disruptive testing of recovery plans
 Testing can incorporate existing/non-virtual DR tools and processes




Testing and Executing Recovery Plans

Recovery Plam 2

Steps in
recovery plan

Status and time
stamps

EXXEKEZR’

= 1. Shutdown Protectsd Yirtual Machines st Protected Site “vienzz"
£I 1. Shutdewn Low Pricriby Protected Virbual Machines
l 2. shutdown Normal Prioricy Protected irtusl Machines
B 3. Shuedown High Priority Protected Yirtual Machines
B-10§ 1. Shukdown Frimary Sie WM “app_vml2®
- [ 2. Prepare Storage
L @ 1. attach Disks foe Probection Group “Probection Group 2°
= 0l 3 Suspersd Moncricical Virtual Machires
W& 4, Becover High Priceity Virtual Machines
ZE}& L. Pcovvsr W9 “app_vml2®
W & Recover Normal Priceity Yirtual Machines
8 1. Recover M app i7"
[ & 2. Reoover WM “app_wm8™
8 3 Recover WM “app_vme"
3 4. Recover WM “app_vmlD®
ﬁ S, Recover WM “app_vmil®
V& &, Rscover Low Prioity Vicbusl Machines
= 7, Recover No Power On Yirtual Machines

£ 9, Ceanup Vitual Machires Post Test

£ 10. Resume Non-critical Virtual Machines

[d 10, Resst Storage Post Test

L [ 1. Resst Disks For Protection Group “Protection Group 2°

(@] & Messags: Testrecovery complete. Plaass verfy the success of the. .,

X

| Task Started | Task Comgleted | Mode

Recovary ondy

41412008 3:11:11 PM
4[4 2003 3:28:15 PM
A[412008 32815 PM
442005 3:28:17 PM
44008 3; 3510 FM
41412008 3:35:19 PM
4008 3138006 PM
4142008 3:37:28 PM
442003 3:38:26 PM
HAR008 37527 P
442005 3::40:58 PM
44008 3140058 P
442008 3:40:28 PM

Error: Faled to conrect NFC service.,
Error: Faded to conrect NFC sarvice,
Sucoess
Sugtses

442008 3:26:15 PM
442008 32015 PM
442008 33510 PM
442008 3:35:10 PM
AfAfE008 34028 PM
442008 3:36,:26 PM

4412008 3:37:28PM
442008 3:38:26 PM
& 4T P008 33027 PM

When to execute

A[472008 340128 PM
4/4/2008 3:40:26 PM
AAT2008 340,28 PM
%

User

=

SpContimie  Message:

=

Test recovery complete. Please verily the success of the best. When done, click Continue bo clean up the test and return Lo a ready skake.,

message

confirmation




Failover Automation

Recovery Site

iaep] [ape] | AP
[os]|[os]|[os ]|} os

Detect site failures
B Raise alert when heartbeat lost

Initiate failover
W User confirmation of outage
B Granular failover initiation

Manage replication failover
W Break replication
W Make replica visible to recovery hosts

Execute recovery process
W Use pre-programmed plan
W Provide visibility into progress

 Automation for failover (and failback) process
* Real-time, step-by-step visibility into execution progress




ET,J dr-vc-¥imZ23.eng.¥ymware.com - ¥Mware Infrastructure Client

File Edit wiew Iowentory Administration EBlugins Help
1 ) n
BE . 7l g 2l $o ¥ B3
Irseentany Scheduled Tasks Events Adriniztration taps Canzolidation Site Becaverny

“ Test: II' Pause II' Fesume L ctop

In Run |

-5 Site Recovery
g Protection Groups

-5 Recovery Plans

..... Rl Recovery Plan 1 - Prokection Group 1

e [Recovery Plan 2 - Protection Group 2 |

“ofe] Recovery Plan 3 - Complete Site Failover

From the VI Client in the recovery site
expanid Recovery Plans in the left hand
pane and select the recovery plan to
execute the failover against. The
failover can be started by either
clicking on the 'Run’ button that is

Recovery Plan 2 - Protection Group 2

Petrnissions

ST Yirkual Machines | Recovery Steps . | Hiskary
General
Mame: Recovery Plan 2 - Protection Gro...
Descripkion: Partial Failover for app_ym7 to a...
Stakus:
Commands

o7 Edit Recovery Plan
n Tesk Recovery Plan

highlighted above or by clicking on the
‘Execute Recovery Plan’ link under the

Commands section

[ Execute Recovery Plan

¥ Delete Recovery Plan

7 Tasks @ Alams |

\Admiristrator 7




Simplified Compliance

Recovery Plan "Recovery Plan 1 - PG 1" - Windows Internet Explorer

Self-documenting
@@ - IEC:\DDEumenls and Settings\Administrator|Local Settings|Temp\mp3A.him k3| @ [ive search
r eC O V e ry p I a.n S w o ERacnvewP\an”ReEDvEI’YPI:1-PG1” |g |D D & - - - i} Page - (G Tools - ”

vmware Site Recovery Manager T

R. Plan 1 -PG 1
> Centrally managed R

app_vr1 to app_wmb
Start Time: 411672008 1:49:29 PM
> AIWayS C u rre nt Finish Time: 4116/2008 2:19:05 PM
Total Execution Time: 00:29:35
Mode: Test

Overall Result: Success

= = Execution
Easier testin
1. Shutdown Protected Yirtual Machines at Protected Site "im22"

1.1. Shutdown Low Priority Protected “irtual Machines

1.2. Shutdown Marrmal Priority Protected Virtual Machines
> E b H | .t -th 1.2.1. Shutdown Primary Site WM "app_wm3"
n S u re reCOVe ra I I y WI 1.2.1.1. Shutdown Guest OS for Remnate Vi "app_wm3"
- . . 1.2.1.2. Wait for Guest OS5 Shutdown
real IStIC testlng 1.2.1.3. Power off WM "app_wmn3"
1.2.2. Shutdown Primary Site WM "app_vimnd"
1221, Shutdown Guest 05 for Remate Wi "app_vm4"
1.2.2.2. Wait for Guest OS Shutdown
1.2.2.3. Power off WM "app_vrmd"
1.2.3. Shutdown Primary Site WM "app_wmi"

Auditable testing and 131 St 5 o 5 5

1232 Wait for Guest OS5 Shutdown

1.2.3.3. Power off WM "app_wmB"

failover —

> View and export recovery
plans, tests, execution
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Site Recovery Manager — Customer References

-navicure SETRO

Opérateur du réseau SEMTAQ

macquare @ kordia

peaple & technology s one

“If your organization is already taking advantage of

0 DA“ON virtualization, then adding Site Recovery Manager to handle

disaster recovery is a no-brainer.”

SUPERIOR Jerry Wilkin

Senior Systems Administrator, Dayton Superior Corporation

Learn more at www.vmware.com/customers/stories



http://www.vmware.com/customers/stories

Site Recovery Manager Promotion

Site Recovery Manager
Acceleration Kit

A 15% discount on what you need
for your first purchase of SRM

VWMware Site Recovery Manager ACCELERATION KIT

6-CPU 1 instance 6-CPU

An easy way to get started with
Site Recovery Manager



Why VMware Software for Business Continuity

Expand protection

> Any workload in a virtual machine can be
protected with minimal incremental effort
and cost

Slash planned downtime
> Zero-downtime hardware maintenance

> Non-disruptive virtual machine disk
migration

Minimize unplanned downtime

Platform reliability built-in

Automatic restart after server or OS
failure

Manageable, automated disaster
recovery




VIRTUALIZATION
ONLINE FORUM

DISCOVER. CONNECT. VIRTUALIZE.

Next Steps

e Learn more

- Read more about VMware Business Continuity Solutions at
http://www.vmware.com/solutions/continuity/

- Find more business continuity customer case studies at
http://www.vmware.com/customers/stories/index continuity.html

Start your evaluation
- VMware and partners can help you evaluate VMware software

o Get expert help in getting started

- Contact VMware at: sales@vmware.com or call 1-877-4VMWARE
(486-9273) in the U.S. and Canada, 1-650-475-5000 elsewhere



http://www.vmware.com/solutions/continuity/
http://www.vmware.com/customers/stories/index_continuity.html
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