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1.0 Abstract 
The following report documents the generation of a tool developed by the author over the course of an 

awarded fellowship by the Hydro Research Foundation. The Appendix of this report contains operational 

instructions for the use of the tool. The purpose of this tool is to provide the user with an established, 

rigorous technique to determine the accuracy associated with the application of a user specified number 

of flow measurement instruments. This tool specifically simulates the application of Current Meters and 

Acoustic Time of Flight Meters. The tool has been extensively tested and demonstrated consistent 

operation while being utilized within stated operational constraints. Case studies of both Current Meters 

and Acoustic Time of Flight Meters demonstrate that the recorded flow rate accuracy changes 

significantly as a function of: the number of sensors applied; the location of the sensors within the flow 

path; and overall flow rate itself. Demonstration of this variance acts to validate the need for further 

research into the effectiveness of flow measurement across the range of hydroelectric facilities given 

the influence of flow measurement accuracy on plant efficiency and revenue. It should be noted by the 

reader that the presented work along with the developed tool is preliminarily in nature. Therefore the 

findings and methodologies developed over the course of this research will be subjected to further peer 

review via: Oak Ridge National Laboratory Technical Manuscript Report, University of Tennessee Energy 

Science and Engineering Thesis or Journal Publication. This work is a subsection of the research the 

author is performing to attain a Doctorate in Energy Science and Engineering at the University of 

Tennessee which will establish scaling relations between hydroelectric plant characteristics and the 

value of flow measurement accuracy.  

2.0 Motivation 
The primary motivation for the development of this tool is to generate a methodology to assess the 

impact that increasing levels of flow measurement instrumentation has on the accuracy of the recorded 

flow rate. Currently such a tool does not exist; instead guidance for the application of flow 

measurement sensors is provided by industry performance test codes such as ASME PTC-18 and IEC 

60041. These provide the user with direction as to the appropriate number and type of flow meters to 

apply (within a range of acceptable geometrical and flow conditions) to achieve flow measurement at a 

code acceptable level of accuracy. These codes do not, however, address how accuracy of the flow 

measurement system evolves as the number of sensors ranges from below code acceptability to above. 

In further research by the author the tool will be used in conjunction with field measurements taken 

from a wide range of hydroelectric power plants at a variety of flow rates to determine the scaling of 

flow measurement accuracy based on hydropower plant characteristics. This scaling will then be 

combined with variations in plant operational styles and the cost of instrumentation to determine the 

overall scaling factors of the cost benefit curves for hydroelectric plants with a wide range of physical 

characteristics and operating styles. As will be discussed in the subsequent section, accurate flow 

measurement has the potential to increase the efficiency of the overall hydroelectric facility, boosting 

both electrical production and revenue of the facility. These are both important factors given the rise in 

domestic and international electrical demands in conjunction with increased concerns about the 

repercussions of producing electricity from carbon-based sources. The overall tool developed by the 

author is designed to provide hydropower operators with a robust tool to determine the level of flow 

measurement instrumentation that meets their required Cost-Benefit ratio. Establishment of Cost-

Benefit scaling factors is extremely important given the unquantified nature of the benefit received acts 

as a significant deterrent to the implementation of flow measurement in Hydroelectric Power Plants.  
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3.0 Role of Flow Measurement  
For the importance of accurate flow measurement to be fully understood it is critical to first discuss the 

role that flow measurement plays in hydroelectric facilities. While there are a myriad of applications of 

the flow rate, it has three primary roles: confirmation of environmental flow obligations; indication of 

overall system health; and determination of the optimal application of the individual turbine-generators 

“units” which comprise the facility. The author’s research will primarily address the impact that flow 

measurement has on the last of these factors; however the developed tool is designed in a broad 

context such that further research into the impact of flow measurement on the other two primary uses 

can also utilize this tool. Optimal unit application refers to the use of the unit or series of units which is 

able to meet electrical generation demand of the facility at the highest possible level of efficiency. The 

efficiency is measured by comparing the power generated by the unit to the power that could have 

been generated by an ideal (loss free) unit. Efficiency variation exists, even in units with the same 

manufacturing characteristics, for many reasons however the leading causes are: variations in the flow 

profile at the intake which are partially preserved at the location of the turbine; variations the overall 

health of the system. Subsequently variations in the health of the system is typically be caused by 

variations in historical operation and environmental conditions between the units. Measurement of 

individual unit efficiency requires precise knowledge of: Head, Power Production and the Flow Rate. 

While measurement of these is all susceptible to inaccuracies, flow measurement is widely 

acknowledged as the most difficult attribute to accurately measure. This is because the flow rate itself 

cannot be measured directly and must be inferred from a combination measured velocities within the 

flow and an assumed velocity distribution profile. Accuracy of the flow rate measurement hinges on the 

corresponding accuracy of the assumed velocity profile and the ability of the sensors to capture the 

range and distribution of the velocities. The typical velocity distribution is assumed to be an idealized 

the fully developed flow profile, in the interest of brevity the explanation of fully developed flow has 

been left to a variety of fluids texts. Conformance with the fully developed profile assumptions is of 

particular concern when addressing facilities with Quickly Converging Intakes (QCI) as the flow does not 

have the necessary travel distance to develop fully.  

The power generated is combined with the head and flow rate measurement to determine the 

efficiency of the unit at that specific head and flow rate. This is performed at multiple flow rates to gain 

as broad of an understanding of the performance of the unit across its electrical production range as 

possible. A curve is then interpolated across these points to generate the efficiency curve or 

“characteristic curve” over the generation range of the unit. The characteristic curves of each unit are 

then evaluated to determine the optimal unit assignment as described above.  The purpose of this 

research is to develop a tool to investigate how the recorded flow rate changes based on the number of 

applied sensors as variations in the recorded flow rate has the potential to vary the unit application and 

therefore the overall efficiency of the plant itself. 

4.0 Sensor Background 
While there are a significant number of sensor systems that can be used to measure flow rates, the 

Point Current Meter (CM) and Acoustic Time of Flight Meter (ATF) methods have been selected for 

application. The ATF and CM methods were selected because they are used widely throughout the 

hydroelectric industry and they operate in three and two dimensions respectively. Operation in varying 

dimensions was judged to be important, as this provides the user with information as to the impact of 
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operating in an environment that changes both in two and three dimensions. Operation in this range of 

dimensions also permits the user to utilize the results of the tool as an analog for other types of flow 

measurement instrumentation. The following subsections act to provide the reader with fundamental 

background information about the instruments and the operational characteristics relevant to their 

application to this tool.  

4.1 Point Current Meter Overview 
Point Current Meters are instruments which provide the user with point velocity measurements of the 

flow. There are two fundamental CM designs, those with vertical axis and those with horizontal axis. The 

vertical axis CM operates inconsistently when encountering axial flows or swirling flows and is therefore 

not applied to hydropower flow measurement and correspondingly is not considered in this study. The 

horizontal current meters are typically in the shape of propellers (as seen in Figure 1 (United States 

Department of the Interior: Bureau of Reclamation, 2001)) which convert the flow of water past the 

sensor into rotation of the propeller in a predictable manner. 

 

Figure 1: Current Meter 

There are two primary methods of application for the CM method: static and transiting. The static 

method involves mounting a series of CM on a ridged grid within the flow path as seen in Figure 2 

(Staubli, 1988) where measurements are recorded simultaneously. The transiting method instead 

mounts the current meters on a frame as show in Figure 3 (González Salgado, et al., 2013) which is 

incrementally lowered across the measurement plane; velocities are recorded at the corresponding 

increments. The transiting method has become increasingly popular because it requires significantly 

fewer sensors however application of this method is constrained to locations capable of accommodating 

the frame. This is typically in the intake gate slots of the plant; however at these locations the flow is not 

fully developed. Additionally the frame can easily be moved from one intake to another, allowing a 

single frame to be used to measure the flow of an entire plant.  Conversely while the static system 

requires significantly more effort to install and a larger number of sensors it has the advantage of being 

applicable to a higher number of points within the flow path. Additionally given that the measurements 

are taken simultaneously this method is applicable to the measurement of highly transient flows.  

An area that must be addressed in regards to the CM method is increased flow rate that this technique 

introduces. The current meters and mounting frame act as a constriction within the flow path; and in 

order to preserve the flow rate an increase in the velocity corresponding to the reduced cross sectional 
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area of the conduit is observed. As the simulated sensors are ideal, their impact is assumed to be 

negligible; and therefore it is important for the user to ensure that the data analyzed with this tool is not 

influenced by the method used to record it.  

 

Figure 2: Grid Mounted CM         Figure 3: Transiting CM 

4.2 Acoustic Time of Flight 
The Acoustic Time of Flight (Figure 4 (Rittmeyer, 2014)) flow measurement method utilizes the impact of 

the bulk fluid velocity on the transit time of an acoustic pulse traveling upstream and downstream to 

determine the flow rate along the path of the pulse. The AFT system is comprised of a pair of acoustic 

transducers in a configuration as demonstrated in Figure 5. The ATF sensors measure the flow utilizing 

two discrete steps. Initially the upstream transducer produces an acoustic pulse directed downstream, 

and the movement of the water acts to actually slightly increase the velocity of the acoustic pulse 

reducing the transit time of the pulse. Once this initial pulse has been received the downstream 

transducer produces an acoustic pulse directed to the upstream transducer and the bulk flow of the 

water acts to slow down the pulse and therefore increase the transit time of the pulse. This differential 

in transit time is combined with the length of the acoustic path to determine the average flow rate along 

this transect. Whereas the CM system in essence records discrete point velocities within the flow, the 

AFT system records the average velocity of the flow along this transect, therefore operating in three 

dimensional space.  
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Figure 4: ATF Sensor     Figure 5: ATF Sensor Layout 

The mechanism of mounting the ATF system is primarily dependent on the conduit where the ATF 

system is applied. Ideally the ATF system is located on an exposed section of conduit where it is 

mounted by drilling holes into the conduit from the exterior allowing for the transducer section of the 

sensor to be inserted into the conduit, leaving the remainder of the instrument on the exterior of the 

conduit as shown in Figure 6 (Gruber & Peter, 2010). In the case where the conduit is not exposed or it is 

not feasible to drill through the conduit the AFT system must be mounted entirely on the interior of the 

conduit. The signal from the instrumentation must be transmitted via cable to location where it is 

feasible to drill through the conduit, allowing the cable to exit the conduit (see Figure 7 (Gruber & Peter, 

2010)).  

 

Figure 6: Externally Mounted ATF   Figure 7: Internally Mounted ATF 

As with the CM method there is an area that must be addressed in the application of the ATF system. 

This is the impact of flows not in the direction of the primary flow, referred to as skew flows. The skew 

flows impact the measured velocity because the acoustic pulse travels in all three dimensions and 

therefore skew flows act to alter the transit time of the acoustic pulse similarly to the primary flow. 

Typically these are assumed to be of negligible impact however this assumption is valid only when the 

flow path where the ATF system is mounted falls within hydraulic constraints. The impact of skew flow 

in one direction can be compensated for with the application of an additional acoustic path in the 

opposite direction in the same plane as the skew flow that is being compensated for as demonstrated in 

Figure 8. It should be noted for however this will not compensate for skew flows in the third dimension, 

and the application of an additional path will not compensate for its influence.  
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Figure 8: Double Path ATF 

5.0 Regression Methodology 
The following section is designed to act as an overview of the numeric method and the assumptions 

associated with the numerical regression technique utilized in this tool. The regression technique is an 

integral component of this tool as it allows for the reasonable prediction of the flow rate at locations 

other than those measured within the flow. The Least Squares Approximation (LSA) numerical method 

technique is used rather than a Kriging or Cubic Spline technique because it is desirable to generate a 

continuous function of a scalable order. Further research may include the application of a Spline or 

Kriging methodology to act to confirm the validity of the results generated by the LSA method. 

5.1 Fundamental Numerical Assumptions 
The LSA method at assumes that the data provided is a function of a polynomial of a user selected order 

whose coefficients are calculated to minimize the variance between the measured velocities.  When 

single dimensionality is assumed, the velocity at each point is assumed to be of the form of Equation [1]. 

From this, the coefficients are solved for by utilizing a Gauss solution technique on Equation [2], 

generated from the values found in Equation [1]. Where: cn refers to coefficients of the polynomial that 

are being solved for; Ux is the velocity at the point x; and N is the number of data points that are 

provided. 

𝑈𝑥 = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑥
2 +⋯+ 𝑐𝑛𝑥

𝑛 

[1] 

 

[2] 
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The author converted this methodology to two and three dimensional regressions for the CM and ATF 

meters respectively. The tool is designed to determine polynomial coefficients which minimize the 

variation between the supplied data and the predicted value at that point. As such it should be noted 

that the function calculated will not precisely represent the distribution, rather it is designed to 

represent the overall distribution of the flow. Minor inaccuracies are considered to be permissible given 

both that there is permissible uncertainty in the flow meters themselves and also that the purpose of 

this work as it applies to the author’s thesis is to determine how the accuracy of the flow meters 

changes rather than precisely measure the flow itself. Increased accuracy can be obtained by increasing 

the order of the polynomial to which the data is fit, a factor which is specified by the user in both two 

and three dimensional regression codes. It should be noted, however when utilizing this tool that while 

increasing the order of the polynomial will reduce the variation between the provided data set and the 

function. Eventually this will also result in the polynomial will become increasingly oscillatory as the 

polynomial increasingly attempts to conform more completely to the provided data set. This is known as 

Runge’s Phenomenon (Fornberg & Zuev, 2007) and can be observed in Figures 9 and 10 which represent 

the polynomial regression of a 6th and 11th order respectively. The higher order function achieves a 

lower variation between the polynomial prediction and the actual dataset; however it can be observed 

that the velocity distribution is much more likely to align with the prediction of the lower order fit. 

 

Figure 9: 6th Order Regression    Figure 10: 11th Order Regression 

As user judgment is considered the best method to determine the appropriateness of the polynomial fit 

the tool is designed to allow the user to select the order of the polynomial that will be fit. Figure 11 

below demonstrates the impact of the order of the polynomial regression on the simulated ATF sensors. 

While the method of simulation will be described in the appropriate section below, it can be seen that 

as the order of the polynomial regression increases the level of resolution of the flow rate 

correspondingly increases, resulting in increasingly accurate sensor simulation. The actual procedure for 

this selection is included in the Operation Appendix found below; however this provides the user with 

an interesting opportunity perform an investigation as to the impact of the order of the polynomial 

regression on the predicted accuracy increase from the application of additional sensors.  
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Figure 11: Impact of Regression Order 

5.2 Application to Point Current Meters  
The idealized current meters are assumed to operate in a single plain and therefore a two dimensional 

regression solution is utilized to represent the distribution of the flow across the plain.  The polynomial 

function is assumed to take the form of Equation 3 where: U is the velocity; n is the order of the 

polynomial; and x and y are the breath and width of the measurement plain as is shown in Figure [12] 

 

𝑈 = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑦 + 𝑐3𝑥
2 + 𝑐4𝑥𝑦 + 𝑐5𝑦

2 +⋯+ 𝑐𝑛−1𝑥𝑦
𝑛−1 + 𝑐𝑛𝑦

𝑛 
 [3] 

 

  

               Figure 12: 2D Regression Area         Figure 13: Sample Regression Velocity Distribution 
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It should be noted that the 2 dimensional LSA regression code developed for this tool will always 

generate a function for a rectangular space, where the maximum and minimum of each dimension 

represent the boundaries of the interpolation zone. Due to this the reader should take appropriate steps 

within the sensor simulation if the conduit possesses a non-rectangular conduit. Additionally it is 

important for the reader to fully understand the differentiation between interpolation and 

extrapolation, as interpolation is typically significantly more accurate than extrapolation. Interpolation is 

the process of approximating the values located in the interval between two known values whereas 

extrapolation uses the trends of the known data set to approximate values outside of the bounds 

dataset itself. The extrapolation typically becomes increasingly inaccurate as the distance from the 

known values increases in combination with the variability of the values themselves. As such it is 

recommended that user of this tool minimizes the use of extrapolation capability of the tool. Ideally 

extrapolation should only be utilized to approximate the (minimal) region of the flow between the 

conduit wall and outmost set of sensors.  

4.3 Application to Acoustic Time of Flight Meters 
As described above the ATF system operates in three dimensions and therefore an applicable regression 

code must generate a distribution of the velocity in three dimensions as shown in Equation [4]. Similar 

to before U is the velocity; n is the order of the polynomial; however in this case y, z and x are the 

breath, height and streamwise distance of the conduit respectively as shown in Figure 14.  

𝑈 = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑦 + 𝑐3𝑧 + 𝑐4𝑧𝑥 + 𝑐5𝑥
2 + 𝑐6𝑥𝑦 + 𝑐7𝑦

2 + 𝑐8𝑦𝑧 + 𝑐9𝑧
2 +⋯+ 𝑐𝑛−1𝑥𝑦

2𝑧𝑛−1

+ 𝑐𝑛𝑥𝑦𝑧
𝑛 

[4] 
 

As with the 2D regression, the 3D regression generates a function between the maximum and minimum 

of each dimension of the values provided such as those in Figures 14 and 15. This is of particular concern 

in non-regular conduits as non-realistic extrapolation will occur outside of the conduit in the region 

between the bounds of the regression area and the conduit itself as shown. A method to compensation 

for this will be discussed further in the sensor simulation section.   

 

 Figure 14: 3D Regression Volume                      Figure 15: Sample Regression Velocity Distribution 



Christian, Mark  Page 12 
 

6.0 Sensor Simulation 
The following section is designed to provide the user with insight into the process in which the flow 

measurement sensors are simulated. This allows the user of this tool to fully understand the method 

and assumptions in which the flow distribution used to assess what velocities the individual sensors 

would record. The simulated sensors are used at increasing densities to assess the overall flow rate. The 

predicted flow rate produced by each sensor density is then compared to the known flow rate as 

determined by an integration of the regressed flow distribution polynomial.  

6.1 Point Current Meters 
Simulation of the CM sensors benefits from the assumption that the sensors themselves measure point 

velocities within the flow path. As such simulation of these sensors simply requires that the appropriate 

values of x and y are imputed into the velocity function and the velocity is recorded.  

6.2 Acoustic Time of Flight Meters 
Simulation of the ATF method requires significantly more effort than the CM method as the sensors 

themselves detect the mean velocity of the fluid flow along the acoustic pulse. This requires an 

integration of the fluid velocity along the path of the acoustic pulse itself; as such this correspondingly 

requires that the fluid velocity be converted from a function of the Cartesian coordinates to that of a 

path length, P, as shown in Figure 16.  

 

Figure 16: Conversion from Cartesian to Linear Coordinates 

Given the size of the polynomial two simplifying assumptions were made; the first was that the acoustic 

pulse would be set at a constant vertical location, and the second was that the acoustic pulse would be 

directed across the flow path at a 45 degree angle.  These two assumptions make it possible to convert 

Function [2] to a useable form using Functions [5] through [7]. Future work on this tool will allow for the 

sensor to be simulated at both varying angles and in three dimensions. As described in the ATF 

background section additional meters can be used across the flow path (known as cross path) remove 

the influence of skew flow. Given this, the velocity measured by the single path sensor is calculated by 

Equation [8] whereas the double path is assumed to be of the function [9] as the cross path is removes 

the influence of the skew flow, V.  
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𝑃 = √(𝑥 + ∆𝑥)2 + 𝑦2 
[5] 

𝑥 = √
𝑃2 − 2∆𝑥2

2
 

[6] 

𝑦 = [√
𝑃2 − 2∆𝑥2

2
− ∆𝑥] 

[7] 

𝑈 =
1

𝑃2 − 𝑃1
∫ 𝑈(𝑃) + 𝑉(𝑃)
𝑃2

𝑃1

𝑑𝑃 

[8] 

𝑈 =
1

𝑃2 − 𝑃1
∫ 𝑈(𝑃)
𝑃2

𝑃1

𝑑𝑃 

[9] 

6.3 Layout Assumptions 
The following section addresses the assumptions that are used by the tool both in regards to placement 

of the sensors and the method utilized to relate the determined velocities to the overall flow rate. It 

should be noted by the reader that these two factors have significant impact on the accuracy of the 

determined flow rate. There exist many different numerical methods to convert the measured velocities 

to an overall flow rate, however given the initial nature of this tool the decision was made to use a basic 

equal area-weighting technique. This technique divides the area into equal areas with a sensor located 

at the middle of each and the recorded flow is assigned to the entirety of the area. The rational for this 

is that other numerical methods make assumptions about the distribution of the flow, which may or 

may not be accurate. Addition of the code dictated numerical method represent additional work that 

will be performed and will be discussed is the subsequent sections.  

6.3.1 Current Meters 
The CM sensors are assumed to be distributed using Equations [10] and [11] for the locations in 

reference to conduit width (W) and height (H) respectively. It should be noted that the tool assumes 

that the number of sensors (n) increases exponentially. It should be further noted that the distribution, k 

and j refer to the horizontal and vertical grid distribution at which the sensors are placed at the gridline 

intersections. As described above the area-weight method calculates the overall flow rate using 

Equation [12]. Further work will adopt a log-linear sensor placement strategy and weighting function as 

recommended by industry code, however accurate application of this method requires mapping of the 

traditional distribution in a circular cross section into a rectangular cross section. 

𝑌𝑘,𝑖 =
𝑊

√𝑛 + 1
𝑖 

[10] 

𝑍𝑗,𝑖 =
𝐻

√𝑛 + 1
𝑖 

[11] 
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𝑄 =∑𝑈𝑗𝑘

𝑛

𝑖

𝐻𝑊

𝑛
 

[12] 

6.3.2 Acoustic Time of Flight 
The ATF sensor placement also utilizes a basic equal weight distribution methodology where the sensors 
are placed at a depth (Zi) into the conduit, according to Equation [13] and the overall flow rate (Q) is 
determined by Equation [14] where: H is the height of the conduit; L is the width of the conduit; n is the 
number of sensors; i is the individual sensor. As with the CM method an increase in the number of 
sensors acts to increase the recorded resolution of the overall flow rate. In future work the author will 
include the code recommended Gauss-Legendre Quadrature method into this tool which will determine 
both the location of the sensors and the method in which the flow rate is determined from individual 
velocities.   

𝑍𝑖 =
𝐻

𝑛 + 1
𝑖 

[13] 

𝑄 =∑𝑈𝑖
𝐻𝑊

𝑛

𝑛

𝑖

 

[14] 

7. Case Studies 
The following section is provided to demonstrate the results of the application of this tool to a 

hydroelectric facility. In the case of the Current Meter simulation, actual field data collected from a unit 

acceptance test was available and therefore this data was used. This same level of information is not 

available in three dimensions because the implementation of point velocity sensors in three dimensions 

within a hydroelectric conduit at a density required to gain meaningful insight into the flow distribution 

is logistically and economically infeasible. Therefore the Acoustic Time of Flight Simulation utilizes the 

results of a high density Computational Fluid Dynamic (CFD) model of a QCI provided by the Pacific 

Northwest National Laboratory.  

7.1 Point Current Meter 
The current meter simulation modeled a high head unit with three intake bays, all of which were 

modeled. Fortunately the data provided included the flow distributions of four different flow rates (also 

known as Runs), allowing for an investigation into the change in sensor performance corresponding to 

variations in the flow rate. The ability to perform such a study is of particular importance because this 

allows the user of the tool to anticipate, to a higher level of accuracy, the change in accuracy of the unit 

characteristics across the operational range of the unit. Figure 17 visualizes the extent to which the flow 

distribution changes both as a function of the intake bay and the flow rate.  
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Figure 17: CM Case Study Velocity Distribution 

All twelve of the flow distributions were analyzed using the 2 dimensional regressions Matlab code and 

CM simulation Excel tool that were developed over the course of the research. These tools provided the 

author with the overall flow rate would be recorded by sensors at the specified quantities at each of the 

flow rates. The subsequent analysis of the predicted flow data provided the author with several 

intriguing results. The first of which is the variation between the flow rate predicted by sensors at 

varying densities. As the tool simulates fourteen different numbers of sensors, the performance of: 25, 

64, 100, and 144 sensors along with the true flow rate in Bay A displayed in Figure 18. An area that 

should be noted in this Figure however is that even at the highest number of applied sensors a large 

differential exists between the actual and recorded flow rates (an average of 6.14 percent). This 

indicates two things to the author: that the overall flow distribution is highly variable and that additional 

work should be performed on the CM simulation section. In regards to the simulation of the sensors it is 

evident that the capability to simulate sensors at a higher density should be added to capture the full 

range of the accuracy evolution. Regardless of this it can be observed that at all levels of flow 

measurement density the flow rate is actually over predicted, albeit to extents varying based on the 

number of sensors. As mentioned above, one of the primary uses of flow measurement data is to 

determine the efficiency of the units comprising the plant itself. It is important to note that an over 

prediction of the flow rate corresponds to an under prediction of unit efficiency as it assumes that more 

fuel is provided to the turbine than actually is. While not graphically displayed, Bays B and C 



Christian, Mark  Page 16 
 

demonstrated similar over prediction of the flow rate with an average error of 4.65 and 5.45 percent 

respectively at the highest number of simulated CM. The numerical results of these Bays are provided in 

Section 9.1 below. 

 

Figure 18: Bay A CM Indicated Flow 

Another interesting result of this case study is the distribution of the flow between the Bays as shown in 

Figure 19. Bay C consistently has the highest flow rate of the intakes with the distribution of the flow 

being  28.72, 33.85, and 37.43 ft3sec-1 on average for Bays A, B and C respectively. Limitations on 

information about the geometry of the intake prohibits the author from making an informed estimation 

as to the reason for this distribution of the flow however it is speculated that the intake is similar to that 

in the AFT simulation case study below. If this is correct, then the geometry of the intake acts to 

distribute the water. Naturally this topic is discussed more extensively in the following section.  The 

increased information about the flow distribution and accuracy provided by this tool prompts an 

interesting operational decision that must be made by the operator about the level of appropriate flow 

measurement. As discussed Bay A represents the lowest average flow rate however it also represents 

the highest error. Correspondingly the operator must decide whether more accurately capturing the 

flow rate in Bay A is worth investing in flow meters beyond the level required for accurate measurement 

of Bays B and C.  

Finally, an important attribute of the case study was the demonstration of the role of the flow rate in 

the increase in accuracy provided by a larger number of sensors. Figure 20 demonstrates the ability of 

four levels CM density to accurately predict the overall flow rate along with the differentials between 

the accuracy levels. It can be observed from this data that the differential in increased accuracy 

achieved by increasing the number of sensors ranges from an average maximum of 0.086 to 0.005 

percent across flow rates. While the variation may not appear to be significant its presence should 

indicate the importance of taking into account the non-linearity of increases in flow measurement 

accuracy across flow rates.  
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Figure 19: Bay Flow Rate Distribution 

 

Figure 20: Variations in CM Sensor Accuracy 

7.2 Acoustic Time of Flight Meters 
As mentioned above the AFT case study only contains a single velocity distribution data for a CFD model 

of a single flow rate of a QCI. Due to this fact of this there are several considerations that must be taken 

into account. The first is that rather than investigating how the flow rate sensors perform at varying flow 

rates, this case study will instead focus on the change in accuracy that occurs as sensors are simulated at 
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varying locations along the flow path. This information is of particular interest for the ATF system as this 

method is traditionally mounted in the walls and is applied for an extended period therefore its 

application would not be restricted to the gate slot as the CM typically is. Given this range of locational 

applicability such an investigation is important. The second factor that must be taken into account is the 

fact that rather than using actual field data, this case study utilizes CFD modeled data, and therefore the 

accuracy of the results is tightly linked to the accuracy of the modeled system. Of particular concern for 

this is setting boundary conditions representative of those that are actually present in a physical system  

(Almquist, Taylor, & Walsh, 2011). Variations from the realistic boundary conditions will result in 

inaccurate flow rate distribution and therefore care must be taken when utilizing exclusively CFD results 

in significant investments. Finally as the tool is currently restricted to operation in two dimensions, a 

simulation zone was extracted from the overall flow path (see Figure 21) to ensure that the sensors 

could be continuously simulated along the flow path as accuracy falls sharply once the regression 

methodology goes from interpolation to extrapolation. With this in mind it was important to ensure that 

sensor location are not selected too far along the flow path as the downstream sensor has the potential 

to be located outside of the interpolation volume. Similarly to the evolution of the flow distribution as a 

function of flow rate found in Figure 17 above, it is also of particular interest to investigate a similar 

evolution at various points along the flow path itself as shown in Figures 22 and 23. The extent of the 

flow rate evolution acts to confirm the validity of an investigation into the evolution of the application of 

ATF sensors at varying distributions along the flow path.  

 

Figure 21: Flow Path Constraint 
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      Figure 22: Bay Determination         Figure 23: Velocity Transects 

An investigation was performed to determine the performance of the sensors at: the entrance, one foot 

downstream, and seven feet downstream. This study demonstrated several of the interesting attributes 

of the flow that this tool is specifically designed to quantify. Firstly it can be seen that the flow rate is 

largely skewed towards Bay C with the recorded flow rates being: 46.24±4.26; 63.3±5.55; and 

87.36±6.92 ft3sec-1 for Bays: A, B and C respectively. It is suspected by the author that this is a result of 

the intake design itself, because the flow path from Bay into the scroll case becomes increasingly 

impeded as can be seen in Figure [24]. Conformation of this statement requires analysis of a statistically 

significant number of additional intakes. This tool, however, is designed to facilitate the rapid analysis of 

data required to do this and therefore this represents further work for the author. 

 

Figure 24: Case Study Geometry 
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Further analysis of the data demonstrates several interesting facts, the first of which is the evolution of 

the accuracy of the sensors in the three Intake Bays as their placement depth increases (found in Figures 

25 through 27). As a clarification it should be noted by the reader that in the Figures the horizontal axis 

refers to the placement of the upstream sensor. It can be seen consistently that the highest accuracy 

consistently occurs when the downstream sensor is located 3 ft downstream and the lowest accuracy is 

located 7 ft downstream.   The rationale behind these variances is investigated by analyzing the cross 

sectional velocity distribution at the midpoint of the acoustic path (where 5.795 and 9.795 are the 

midpoints of upstream sensor locations of 3 and 7 respectively).  It can be seen that a higher average 

axial velocity (v) will result in a larger disparity between the double acoustic path and the single acoustic 

path. Additionally a higher standard deviation is more likely to result in variation between the measured 

velocities as can be seen from Table [1]. These statements are not conceptually novel, however the 

ability to rapidly quantify the variability from ideal conditions and the resulting impact on accuracy that 

this causes very much is.  Aside from this the full results of this case study can be observed in the tables 

found in Section 9.2 below. 

Table 1: Bay A-C Transect Characteristics 

  Bay A Bay B Bay C 

  Average Stand Dev Average Stand Dev Average Stand Dev 

5.795 ft u 1.21236 0.0856 1.655 0.1146 2.27 0.1547 

v 0.0012 0.02038 0.0033 0.0288 0.0018 0.0399 

9.795 ft u 1.3982 0.12 1.8926 0.15951 2.59 0.2059 

v 0.02155 0.01484 0.03476 0.0175 0.011 0.0082 

 

 

Figure 25: Bay A Sensor Performance Based on Application Depth 
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Figure 26: Bay B Sensor Performance Based on Application Depth 

 

Figure 27: Bay C Sensor Performance Based on Application Depth 

8.0 Appendix: Operational Instructions 
This section is included to provide the user with step-by-step instructions for the operation of both the 

Current Meter and Acoustic Time of Flight Simulation tools provided. The tools are each comprised of 

two discrete subsections: the Regression and Simulation Sections. These address conversion of the field 

data to an overall function and determination of the flow rates predicted by varying numbers of sensors 
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respectively. Given its numerical complexity the Regression Section is comprised of two discrete Matlab 

codes for the 2 and 3 Dimensional Regressions. It should be noted by the reader that successful 

operation of the code requires the Symbolic Math optional toolkit. Similarly the Sensor Simulation 

section of the tool is comprised of two Microsoft Excel Files. The decision was made to develop this 

section of the tool with Excel to broaden the applicability of the overall tool.  

8.1 Regression Subsection 
The following section is designed to provide the reader with instruction to convert point velocity 

measurements to a function the flow rate across the measurement section. 

8.1.1 Data Configuration 
Configuration of the data is of crucial importance to the successful operation of the tool. The data 

should be placed in a Microsoft Excel file arranged as demonstrated in Tables 2 and 3 for the Current 

Meter and Acoustic Time of Flight regressions respectively. It is important for the reader to understand 

the both variation that exists in the dimensional assignments between the two and three dimensional 

tools and the requirement of the data dimensions to be positive. In the case of the two dimensional 

regression x and y coordinates refer to the breadth and height of the conduit respectively, whereas in 

the three dimensional regression x, y and z coordinates refer to the streamwise length, the breadth and 

the height of the conduit. The reader is referred to Figures 12 and 14 above which visually address this 

variation. As per operational requirements of Matlab, the files that are processed must be located in the 

same file as the regression code and the name of the excel file should not contain spaces. The locational 

data is required (specifically for the three dimensional regression of the ATF simulation) because of the 

conversion from the Cartesian coordinate system to a path length coordinate system. If the locational 

data is negative it introduces the possibility of negative and positive mathematical roots. While this does 

not necessarily preclude the conversation it requires a level of user interaction that detracts from the 

ease of use of this tool. As a clarification it should be noted that the positive requirement does not apply 

in any way to the velocity data inputted. 

Table 2: CM Data Input Layout 

 

Table 3: ATF Data Input Layout 
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 8.1.2 Matlab Code Operation  
This section will address the two specific areas that must be adjusted by the user of the tool the: file 

name of the data to be processed and the order of the polynomial that is to be regressed. As 

demonstrated in Figures 28 and 29 the file name of the data to be read in is found on lines 19 and 18 for 

the two dimensional and three dimensional regressions respectively (boxed in red). It is important to 

note that the filename, complete with extension, should be bracketed by apostrophes as they are 

already in the file.  

The order of the polynomial regression is then selected by the user by a simply changing the number in 

the code at the appropriate place, line 27 and 30 for the two and three dimensional codes respectively. 

The appropriate locations are demonstrated in Figure 28 and 29 (boxed in blue). It should be noted by 

the reader that the subsequent Excel file only has the capacity to address regressions up to the 6th order 

and therefore at preset to this value.   

 
Figure 28: 2D Regression Code Data Entry 
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Figure 29: 3D Regression Code Data Entry 

8.1.3 Matlab Code Results 
The following section describes the results of both the two and three dimensional regression codes. In 

both cases the code results in the desired coefficients for the polynomial. In the case of the three 

dimensional code they are labeled: “U_Coefficients”, “V_Coefficients”, and “W_Coefficients” whereas in 

the two dimensional code they are simply “Coefficients”. These values are extremely important as they 

will need to be transported into the Excel tool for analysis. The Matlab code also provides the user with 

information as to the accuracy of the regression technique both through the calculation of the average 

error and through a visual comparison. The average error is calculated by assessing the function 

produced through the regression at the points where data was provided and comparing it to said data. 

This is done at every point provided, and the average (in 1 and 3 directions depending on the tool used) 

is provided to the user. Visual comparison is then provided to the user for both the two and three 

dimensional regression as seen in Figures 30 and 31. In the two dimensional regression the velocity 

function surface is graphed along with the provided data points (shown as red circles). In the three 

dimensional regression the velocity vectors of the provided data is compared to the results predicted by 

the function at those same points. Given the potential data density the decision was made to not 

overlay these two graphs.  

 



Christian, Mark  Page 25 
 

 

 

Figure 30: 2D Regression Code Visual Confirmation 

 

Figure 31: 3D Regression Code Visual Confirmation 
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8.2 Sensor Simulation Subsection 
The following section will address the utilization of the excel tools for the simulation of the sensors at 

varying levels. The specifics of how the sensors themselves is addressed in the appropriate sections 

above. Each individual section addresses both the data that the user is required to enter along with the 

important data that is produced by the tool in turn.  

8.2.1 Current Meter Simulation 

8.2.1.1 Data Entry 

While using the Current Meter Simulation Excel Tool there are two pieces of information that must be 

inputted by the user for accurate operation of the tool. The first is the entry of the conduit dimensions 

in the appropriate locations; this area is boxed in blue in Figure 32. It should be noted that the maximum 

and minimum locations of the sensors should not be used; rather the outer dimensions of the conduit 

should be used. The second set of information that must be entered are the coefficients calculated by 

the two dimensional Matlab regression software. It should be noted by the reader that if a regression 

less than a 6th order is used, the higher order coefficients should be replaced with zeros.  

 

Figure 32: Current Meter Simulation Data Entry 
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8.2.1.2 Data Produced 

The Current Meter Simulation Excel file produces three discrete pieces of data useful for the user: a 

visualization of the flow profile; the evolution of the flow rate based on the number of sensors; and the 

evolution of the accuracy of the flow measurement system based on the number of sensors. The 

visualization of the velocity distribution is primarily used as a method to quickly confirm the accuracy of 

the data entered, however it also acts as a convent visualization of the velocity distribution. This was 

found to be particularly useful, as it allows for a quick diagnosis of the accuracy of the overall system. 

This is found on the first workbook of the tool and is shown in Figure 33. The flow rate indicated per 

sensor applied is both provided and graphed along with the variation that exists in the accuracy of the 

predicted flow rate based on the number of sensors. These are boxed in green, purple and orange 

respectively in Figure 34.  

 

Figure 33: Current Meter Velocity Distribution Visualization 
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Figure 34: Current Meter Simulation Results 

8.2.2 Acoustic Time of Flight Simulation 

8.2.2.1 Data Entry 

As with the CM data entry section above there are two primary sets of data that must be entered; the 

geometry of the conduit and the regression coefficients calculated by the three dimensional Regression 

Matlab Code. Naturally given the three dimensional nature of this tools a higher level of information 

must be provided. This can been seen in Figure 35 where geometrical data for the conduit in question 

must be provided in three dimensions in the area boxed in blue (remembering the variation in the 

coordinate system as described above). The area boxed in red in Figure 35 represents the location 

within the ATF simulation tool where the coefficients for the velocity in three directions must be 

entered. There is an increase in the number of coefficient terms from 28 to 83 as a result of the change 

from a two to a three dimensional regression.  
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Figure 35: ATF Simulation Tool Data Entry 
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8.2.2.2Data Provided 

As with the CM tool, the ATF simulation tool provides the user information as to the distribution of the 

flow, the change in indicated flow rate based on the number of sensors applied and the evolution of the 

accuracy of the flow measurement system as the number of sensors increases. Visualization of the 

velocity distribution, as before, is an extremely useful tool to indicate the accuracy of the sensor 

prediction tool. Given the three dimensional nature of the velocity distribution, the user needs to select 

the plane (x and y) in which the velocity will be visualized. The plane selection location is boxed in pink in 

Figure 36 (found in the top left), and this controls the visualization of the velocity distribution of U at a 

constant streamwise location (boxed in yellow) and the velocity distribution of V as a constant location 

in the width (boxed in blue). This information is found in the first workbook, labeled “Coefficient Entry”, 

of the ATF simulation tool. In the “Results” workbook of the ATF tool the numerical the evolution of 

both the indicated flow rate (boxed in brown) and the accuracy thereof (boxed in teal) is presented as 

shown in Figure 37.  

 

Figure 36: Acoustic Time of Flight Velocity Distribution Visualization 
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Figure 37: ATF Results Section 
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9.0 Appendix: Case Study Data 

9.1 Current Meter Case Study Data 
 

Table 4: Bay A CM Sensor Simulation Results 

 

Table 5: Bay B CM Sensor Simulation Results 

 

Table 6: Bay C CM Sensor Simulation Results 
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9.2 Acoustic Time of Flight Case Study 
 

Table 7: Bay A ATF Sensor Simulation Results 

 

Table 8: Bay B ATF Sensor Simulation Results 

 

Table 9: Bay C ATF Sensor Simulation Results 
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