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Preface

During the past few decades, there has been significant research into
sensor array signal processing, culminating in the development of super-
resolution array processing, which asymptotically exhibits infinite resolu-
tion capabilities.

Array processing has an enormous set of applications and has recently
experienced an explosive interest due to the realization that arrays have a
major role to play in the development of future communication systems,
wireless computing, biomedicine (bio-array processing) and environmental
monitoring.

However, the “heart” of any application is the structure of the employed
array of sensors and this is completely characterized [1] by the array mani-
fold. The array manifold is a fundamental concept and is defined as the locus
of all the response vectors of the array over the feasible set of source/signal
parameters. In view of the nature of the array manifold and its signifi-
cance in the area of array processing and array communications, the role
of differential geometry as the most particularly appropriate analysis tool,
cannot be over-emphasized.

Differential geometry is a branch of mathematics concerned with the
application of differential calculus for the investigation of the properties of
geometric objects (curves, surfaces, etc.) referred to, collectively, as “mani-
folds”. This is a vast subject area with numerous abstract definitions,
theorems, notations and rigorous formal proofs [2,3] and is mainly confined
to the investigation of the geometrical properties of manifolds in three-
dimensional Euclidean space R? and in real spaces of higher dimension.

However, the array manifolds are embedded not in real, but in
N-dimensional complex space (where N is the number of sensors). There-
fore, by extending the theoretical framework of R? to complex spaces, the
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underlying and under-pinning objective of this book is to present a sum-
mary of those results of differential geometry which are exploitable and of
practical interest in the study of linear, planar and three-dimensional array

geometries.
Thanassis Manikas — London 2003
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Chapter 1

Introduction

An array system is a collection of sensors (transducers) which are spatially
distributed at judicious locations in the 3-dimensional real space, with a
common reference point. How the sensors are spatially distributed (array
geometry) is influential not only on the overall array capabilities but also on
its “abnormalities.” The type of the sensors varies with the application and
sensors can take a wide variety of forms. Some common examples of sensors
include electromagnetic devices (such as RF antennas, optical receivers,
etc.) and acoustic transducers (such as hydrophones, geophones, ultrasound
probes, etc.).

The signals at the array elements contain both temporal and spatial
information about the array signal environment which is usually contam-
inated by background and sensor noise. Thus, the main aim of array pro-
cessing is to extract and then exploit this spatio-temporal information to
the fullest extent possible in order to provide estimates of the parameters of
interest of the array signal environment. Depending on the application, typ-
ical parameters of interest associated with emitting sources (i.e. signals that
use the same frequency and/or time-slot and/or code) can be the number
of incident signals, Directions-of-Arrival (DOAs), Times-of-Arrival (TOAs),
ranges, velocities etc. Indeed, with an array system operating in the pres-
ence of a number of emitting sources, and by observing the received array
signal-vectors z(t), the following four general problems are of great interest:

(1) Detection problem — concerned with the determination/estimation of
the number of incident signals. This problem is essentially the spa-
tial analogue of model order selection in time-series analysis. Thus,
the most popular methods for the solution of this problem are based
on “Akaike Information Criterion” (AIC) [4] and the “Minimum
Description Length” (MDL) criterion [5,6]. Both methods involve the
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minimization of a function of the noise eigenvalues of the array output
covariance matrix.

(2) Parameter estimation problem — where various signal and channel
parameters are estimated. One important problem of this type is the
“Direction Finding” (DF). In this case the parameters of interest are
the bearings of emitters/targets (e.g. [7]). This problem is essentially
the spatial analogue of the frequency estimation problem in time-series
analysis.

(3) Interference cancellation (or reception problem) — the acquisition of
one (desired) signal from a particular direction and the cancellation of
unwanted co-channel interfering signals (or jammers), from all other
directions. When the desired signal and the interference occupy the
same frequency band, temporal filtering is inappropriate. However, the
spatial separation of the sources can be exploited using an array of sen-
sors (e.g. an antenna array). This operation falls, in array processing
terms, under the general heading of “beamforming” while, in commu-
nication systems terms, a beamformer is a “linear receiver” (e.g. [8]).

(4) Imaging — here the parameters of interest are the shapes and sizes
of various objects in the environment. These are typically determined
by the generation of two- or three-dimensional maps depicting some
feature of the received signals (e.g. intensity) as a function of their
spatial coordinates (e.g. [9]).

The four types of problem described above are inter-related and the
solution to one problem may result in a partial or complete solution to
another. For example, the successful operation of all parametric parameter
estimation algorithms requires solving firstly the detection problem (i.e.
a priori knowledge of the number of emitters present). Furthermore, once
the number and directions-of-arrival (DOAs) of signals received at the array
site are estimated by solving the detection and direction-finding problems,
nulls may be readily placed along the directions of the unwanted signals,
hence achieving interference cancellation.

The applications of arrays in various scientific disciplines (such as the
ones already mentioned) are extensive and suffice to reveal the multi-
dimensional significance of the array concept. For instance, although array
processing has been extensively used in high frequency communications in
the past, the explosive growth in demand for cellular services in recent years
has placed it at the centre of interest. Spatial diversity is considered to be
one of the most promising solutions for increasing capacity and spectral
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efficiency. Indeed, the integration of array processing and communications
techniques, exploiting the structure of antenna-array systems, has evolved
into a well-established technology. This technology is moving from the con-
ventional direction nulling and phase-arrays to advanced superresolution
spatiotemporal-arrays, MIMO array systems and arrayed wireless sensor
networks, which exploit the spatial and temporal properties of the channel
in their quest to handle multipaths, and to increase capacity and spectral
efficiency. Using these properties, an extra layer of co-channel interfer-
ence (CCI) and inter-symbol-interference (IST) cancellation is achieved —
asymptotically providing complete interference cancellation.

The performance of array systems, especially the ones with super-
resolution capabilities is, in general, limited by three main factors:

e The presence of inherent background and sensor noise.

e The limited amount of information the sensors can measure due to finite
observation interval (number of snapshots) and array geometry.

e The lack of calibration, modelling errors and system uncertainties
that are embedded in the received array signal-vector z(t), which are
not accounted for. Examples include uncertainties in mutual coupling
between sensors, perturbations in the geometrical and electrical charac-
teristics of the array, the presence of moving emitters, nonplanar wave-
fronts, source angular/temporal spread, etc.

However, the overall quality of the system’s performance is naturally a
function of the array structure in conjunction with the geometrical charac-
teristics of the signal environment, as well as the algorithms employed. An
algorithm would behave differently when used with different array struc-
tures and, vice-versa, a certain array would generate different results when
its output is applied to different algorithms.

1.1 Nomenclature

It is assumed that the reader is familiar with the fundamentals of vector and
matrix algebra. In this book, for typographical convenience, matrices will be
denoted by blackboard bold symbols (e.g. A, T, ) or, in the absence of a cor-
responding blackboard bold symbol, by boldface (e.g. r, k, I'). Any under-
lined symbol will represent a column vector, e.g. A, a, a. Derivatives with
respect to a general parameter p will be denoted with a “dot” (e.g. &), while
the “prime” symbol (e.g. a’) will be reserved for differentiation with respect
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to certain “invariant” parameters. The overall notation to be employed in
this book is as follows:

A a Scalar

Aa Column vector
AA Matrix

()T Transpose

Hermitian transpose
Pseudoinverse
Frobenius norm of a matrix

II]l Norm of a vector

[ Magnitude

®,0 Hadamard (Schur) product and division respectively
® Kronecker product

exp(A or A) Elementwise exponential of vector A or matrix A
expm(A) Matrix exponential

Tr(A) Trace of matrix A

det(A) Determinant of A

diag(A) Diagonal matrix formed from the elements of A
diag(A) Column vector consisting of the diagonal elements of A
row; (A) it" row of A

ele;; (A) (ih, ') element of A

fix(A) Round down to integer

E{} Expectation operator

Ab Element by element power

On Zero vector of N elements

1y Column vector of N ones

In N x N Identity matrix

Onxd N x d Zero matrix

R Set of real numbers

N Set of natural numbers

Z Set of integer numbers

¢ Field of complex numbers

1.2 Main Abbreviations

AGS  Ambiguous Generator Set
ELA  Equivalent Linear Array
CRB Cramer Rao Bound

DF Direction Finding

DOA

Directions of Arrival
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FOV  Field-of-View

SNR  Signal-to-Noise Ratio
RMS Root Mean Square
ULA  Uniform Linear Array
UCA  Uniform Circular Array

1.3 Array of Sensors — Environment

By distributing, in the 3-dimensional Cartesian space, a number N > 2
of sensors (transducing elements, antennas, receivers, etc.) with a common
reference point, an array is formed. In general, the positions of the sensors
are given by the matrix r € R3*¥

(1.1)

with r, = [xk, vk, zk]T € R3*! denoting the Cartesian coordinates (loca-
tion) of the kth sensor of the array Vk =1,2,..., N.
It is common practice to express the direction of a wave impinging on

r=[r,ry...,rn] = [zz,iy,zz]T

the array in terms of the azimuth angle 6, measured anticlockwise from the
positive x-axis, and the elevation angle ¢, measured anticlockwise from the
x-y plane, as illustrated in Fig. 1.1. Then, the (3 x 1) real unit-norm vector

A
Far-field

-z (0.9)
s
y
897

z

Fig. 1.1 Relative geometry between a far-field emitting source and an array of sensors.
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pointing towards the direction (6, @) is

u2u(d,¢) = [cos@cos ¢, sin f cos ¢, sin qﬂT (1.2)

Note that |lu|| = 1. If the velocity, wavelength and frequency of propaga-
tion of the incident wave is denoted by ¢, A and F¢, respectively, then the
wavenumber vector in the direction (6, ¢) is defined as

2nF, 2 .
U= — -U 1n meters
k=k(#,¢)={ ¢ A (1.3)
U in A/2

In the most general case, the parameter space is
Q={(0,¢):0€][0°,360°) and ¢ € (—90°,90°)} (1.4)

but in most applications, ) is restricted to only a sector of interest or,
in other words, field-of-view (FOV). For instance, in the case of ground
surveillance radars, only signals in the plane of the array are of interest —
i.e. the system is azimuth-only.

The array configuration is, to a large extent, dictated by the application
of interest. One obvious restriction is the shape and size of the available
site, which might be, to cite just a few examples, an aircraft’s wing, a ship’s
hull, a building rooftop, or simply a terrain. In addition, if the signals to be
intercepted are known to be coplanar and within a 180° field-of-view, as in
ground and marine navigation applications, then a linear or 1-dimensional
(1D) array of sensors may be sufficient.

(1) Linear or 1-dimensional (1D) Array.
The linear or 1D array consists of a one-dimensional distribution of
sensors along a line conventionally taken as the x-axis (Fig. 1.2(a)),
with sensor positions in units of half-wavelengths given by the matrix

r= [za;aQN7QN]T € R3><N (15)

where

r, = [le’rQa e aTN]T
The most popular array of this type is the standard Uniform
Linear Array (ULA) whose sensors are uniformly spaced at one half-
wavelength apart along the x-axis. For example, a 5-sensor standard
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1.2 Examples of array geometries: (a) linear array, (b) uniform circular array,

(c) “cross” array.

ULA is given by r, = [-2,—1,0,1,2]7 in half wavelengths. Note that
the phase reference, or origin of the coordinate system, is taken at the
array centroid. By exploiting the regular structure of the ULA, many
DF algorithms can be simplified allowing for significant computational
savings. The FOV of 1D arrays is restricted to

Q={(0,¢):0€[0°180°), ¢=0°} (1.6)

It can be easily deduced from the geometry of the problem that a lin-
ear array is incapable of distinguishing directions which are symmetric
with respect to the array line or which have the same elevation. If a
360° FOV is instead required, then a planar or 2D array should be
employed.
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(2) Planar or 2-dimensional (2D) Array.
If the application of interest demands a full azimuthal FOV, that is,
6 € [0°,360°), and possibly some elevation discrimination capability,
then a planar or 2D array is necessary. A planar array consists of a two
dimensional distribution of sensors over a plane, which is convention-
ally taken as the x-y plane, and whose sensor positions are given by the
matrix

r=Ir,,r,0y" € RN (1.7)

where r, and r,, respectively, are the column vectors of length N denot-
ing the x- and y-coordinates of the sensors in units of half-wavelengths.
The FOV of a planar array is the full azimuth space and half the ele-
vation space

Q={(0,¢):0€[0°,360°), ¢ecl[0°,90°))} (1.8)

Note that a planar array cannot distinguish between directions which
are symmetric with respect to the array plane. Practical planar array
structures include the grid, X, Y and L-shaped arrays, but the most
popular is the uniform circular array (UCA) which, due to its symme-
try, exhibits uniform performance over the entire azimuthal space [16].
Fig. 1.2(b,c) illustrates two practical planar array (UCA and cross-
array) configurations used in radio direction-finding systems operating
in the UK in the HF (3 to 30 MHz) band. It is important to point out
that a planar array also permits the discrimination of signals in eleva-
tion ¢ € [0°,90°) — i.e. the emitters need not be coplanar (as is the
case in airborne surveillance), although its resolving power in the eleva-
tion space is not as good as that of a 3D array. A 3D array has a FOV
spanning the entire parameter space. However, for most applications
1D and 2D arrays prove to be sufficient.

1.4 Pictorial Notation

1.4.1 Spaces/Subspaces

Because the visualization of a space greater than a 3-dimensional real
space is impossible, the notation shown in Fig. 1.3 is employed to pro-
vide some illustrative aid. However, this pictorial representation should be
used with care.
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bservati
@ e, )
Il
(©)
[ >
.Origin
L[A]

Fig. 1.3 Ilustrative Notation: (a) denotes a N-dimensional complex (or real) obser-
vation space. Note that any vector in this space has N elements; (b) denotes a one-
dimensional subspace/space spanned by the vector a; (c¢) denotes an M-dimensional
subspace/space (with M > 2) spanned by the columns of the matrix A.

1.4.2 Projection Operator

Consider an (N x M) matrix A with M < N (i.e. the matrix has M columns)
and let L[A] represent the linear subspace spanned by the columns of A.
Assuming that the columns of A are linearly independent — that is, a
column of A cannot be written as a linear combination of the remaining
M — 1 columns — the subspace L[A] is of dimensionality M, i.e.

dim {L[A]} = M < N (1.9)

lying in a N-dimensional space H, as shown in Fig. 1.4. The complement
subspace to L[A] is denoted by L[A]* and is of dimensionality N — M, i.e.

dim {L[A]L} =N-M (1.10)
Then:

(1) any vector z € L[A] can be written as a linear combination of the
columns of the matrix A

(2) any vector z € H can be projected onto L[A] (or onto L[A]1), as
shown in Fig. 1.5, using the concept of the projection operator defined
as follows:

P4 = projection operator onto the subspace L£[A]
= AAT A)TIAH (1.11)
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P4 = the projection operator onto L[A]*

=Iy P, (1.12)
(N x N) matrix
N.B.: Properties of Py Py Py =Py (1.13)
P, = PH

o apleX observatiop S

Fig. 1.4 Tllustrative representation of the subspaces L[A] and L[A]* lying in an
N-dimensional complex space.

Fig. 1.5 Illustrative representation of the projection of any vector z € H onto L[A] and
onto L[A]L.
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(3) For any vector z € L][A] the following expressions are valid

]P) =
AL=L (1.14)
]P)X I = QN

1.5 Principal Symbols

In this book the following symbols will always denote

=
i)

generic parameters
azimuth angle
elevation angle

alpha — cone angle
beta — cone angle

arc length

number of sensors

(3 X N) real matrix with columns the sensor locations
array manifold vector
array manifold length
array aperture

array manifold curve
array manifold surface
space/subspace

‘_\QELFET‘W"SZWQQ@Q’

1.6 Modelling the Array Signal-Vector and
Array Manifold

Consider an array of IV sensors, with sensor locations r, operating in the
presence of M narrowband point sources and having the same known carrier
frequency F.. The modelling of the signal due to the ith emitter, received
at the zero-phase reference point (taken to be the origin of the coordinate
system) is determined by whether the source is located in, or close to, the
array’s near-field or in the array’s far-field. In practice, this is determined
according to the value of its range p; with respect to the array aperture [,,
defined as follows:

la = max |z; — | (1.15)



12 Differential Geometry in Array Processing

To be more specific, if p; ~ 21,/\, where A is the wavelength of the trans-
mitted signals, the ith source is located close to the array near-field border
(which defines the so-called Fresnel zone) and the spherical wave prop-
agation model has to be considered. For p; > 2l,/A and especially for
pi > 2l,/ A, the ith source is situated in the array far-field (the so-called
Fraunhofer zone) and plane wave propagation is assumed. As a matter of
fact, sources of range p; ~ 2l,/\ or p; > 2l,/A, but not p; > 2l,/)\, are
usually regarded as being located in the near far-field of an array, for which
the spherical wave propagation model has to be utilized.

Based on the above discussion and by considering the M sources in the
far-field of the array, the array signal is the superposition of plane waves
from each individual source. The planewave/signal due to the ith emitter,
received at the zero-phase reference point, can be written as

ith signal at the reference point: m;(t) exp(j2nF,t) (1.16)

where m;(t) represents the complex envelope (message) of the signal and
exp(j2nF,t) represents the carrier. If 7 represents the propagation delay
of the ith signal between the phase reference location and the kth sensor
then the signal arriving at the kth sensor will be a delayed version of the
signal given in Eq. (1.16), expressed as shown below

ith signal at the kth sensor: m;(t — i) exp(j2nFe(t — k) (1.17)
—_————
~m;(t)

This propagation delay 7; is a function of the DOA of the ith signal and
the position of the kth sensor with respect to the reference point. Indeed,
with reference to Fig. 1.6, 7 can be derived as
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Signal from ith user/source/Tx etc
(far field)

kth sensor

Fig. 1.6 Geometry of a travelling plane wave, relative to the kth sensor and the array
reference point.

T T T 2
\/ﬁk U ry \/(Zk Ei) Ef u;

Cc C C

ie.

_ k=

Tik = = (1.18)
It is reasonable to assume that the envelope (baseband signal m;(t)) does
not change significantly as it traverses the array. Hence 7;; < Tmax, Vi, kK
and m;(t — Tmax) =~ m;(t) has been used in Eq. (1.17), where Tyax is the
maximum possible time for a signal to traverse the array. This is due to the
narrowband assumption, i.e. the highest frequency in the message signal
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is much less than the carrier frequency. By taking into account the above
assumption, as well as the complex response (gain and phase) vx(6;, ¢;) of
the kth sensor at frequency F. in the azimuth-elevation direction (6, ¢;),
the received signal at the kth sensor due to the ith emitting source can be
written as

T . .
Y (05, d3) - mi(t) - exp (—jQWFCTk ul) exp(j2nF.t)
c

= Y (0s, ¢i) - mi(t) - exp(—jr - k;) exp(j2nF.t) (1.19)

where k;, = k(0;, ¢;) denotes the wavenumber vector in the direction of the
ith emitter.

Next, the received signal is downconverted to baseband by multiplying
with exp(—j2nF.t). The baseband signal at the output of the kth sensor,
in the presence of M far-field emitters and additive baseband noise ng(t)
can be written as

M
zp(t) = Z’Yk(‘gi@i) mi(t) exp(—jrik;) + n(t) (1.20)

i=1

Using vector notation, the output from all the N sensors, can be
expressed as

M
- Zmi(t)gi +n(t) (1.21)

where n(t) = [ni(t) na(t) - nN(t)]T € ¢NV*! denotes the baseband
additive white Gaussian noise of power 0. The (N x 1) complex vector
a,; is known as the array manifold vector associated with the ¢th emitting
source (signal), representing the complex array response to a unit amplitude
plane wave impinging from direction (6;, ¢;), compactly written as

a; £ a(0;,¢;) = (0, ¢:) ©exp | —j [ry, 1, .]k(0;, ¢i) (1.22)
————

=rT

where

1(617¢’L> = [Wl(eia¢i)772(9i7¢i)7 e 7’7N(62;¢2)]T S €N><1
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This vector is also referred to as the “array response vector” or “array
steering vector.”

Given that the same array may be represented by an infinite number
of matrices r through a change in the coordinate system reference point, a
choice is made to fix the coordinate reference point (0,0,0) to be the array
centroid. This translates into a condition on the location vectors r,, r, and
r, such that

sum(r,,) = sum(r,) = sum(r,) =0 (1.23)

y
or equivalently,
iy =rily =rlly =0 (1.24)

As can be seen from Eq. (1.22), a shift in the reference point of the array
coordinate system results in a manifold vector a,. (6, ¢) which is related to
the initial manifold vector:

|

r (Ga ¢) =49 (9’ ¢) ' §(97 ¢) (1.25)

where ¢(0,¢) is a complex number with |g(6,¢)] = 1,V(0,¢). In fact,
g(0,¢) = exp(—jrik(0,¢)) where r, is the translation vector of the ref-
erence point from the centroid of the array. For simplicity, all arrays
henceforth will have their centroid as the coordinate reference point, i.e.

9(0,¢) = 1,Y(0, ).
Note that in the case of a linear array of isotropic sensors Eq. (1.22)
simplifies to

a(f) = exp(—jnr, cosh) (1.26)
while for a planar array it takes the following form:

a(0,¢) = exp(—jmr(f) cos ¢) (1.27)
where

r(0) =r,cos +r,sind (1.28)

It can easily be seen that r(#) in Eq. (1.27) represents the positions of
the projections of the sensor locations of the planar array onto the line of
azimuth 6 (see Fig. 1.7), and is known as the “Equivalent Linear Array”
(ELA) along the direction 6. Notice the similarity between the response
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y
A P
kth sensor
Yif------ . w3
" Vkth equivalent
,  sensor

0
0o x > x

where = denotes
a sensor in the ELA

Fig. 1.7 Equivalent Linear Array (ELA) associated with the azimuth angle 6.

vectors of the linear and planar arrays in Egs. (1.26) and (1.27) respectively.
Using Eq. (1.22) the observed array signal-vector z(t) € €V*1 of Eq. (1.21)
can be written concisely as

z(t) = Am(t) + n(t) (1.29)
where
{A[al’a27"'7aM] (1'30)
m(t) = [m1,ma, ..., ma)"

where A € ¢V*M jg the array manifold (response) matrix and m(t) € ¢M*!
is the vector of signal envelopes (messages). Note that in the case of isotropic
sensors the matrix A can be written in a compact way as

A =exp(—jrTk) (1.31)

with k = [k;, ks, ..., k;,] representing the wavenumber matrix.
Based on the above model of Eq. (1.29), the theoretical covariance
matrix R, of the array signal-vector z(t) can be formed as

Rap 2 E{z(t) z(t)?} € ¢V*N
= AR, A" + 0%y (1.32)
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where R,,,, £ E{m(t) m(t)} € ¢M*M ig the source covariance matrix,
which is diagonal in the case of uncorrelated signals and 02l is the addi-
tive white Gaussian noise covariance matrix R, = £{n(t) n(t)#} € ¢NV*V,
In practice, only a finite number L data snapshots [z(t1), z(t2), ..., z(tL)],
collected by an array of sensors, can be observed. Hence only an esti-
mate of R,, is computed in the form of the sample covariance matrix

given by

1
()" = ZXXH (1.33)

=)

8

8

I3

S
=

[

=

[

where

X£ [g(t1)7£(t2)’ cee ;l(tL)] € Q:NXL

It is important to point out that if the assumption m;(t — 7)) =~
m;(t),Vi,k used in Eq. (1.17) is not valid, then the array signal vector
associated with the ith signal should be modelled as

M
2(t) =3 m., () ©a; +n(t) (1.34)
where =
m, () = [mi(t — ), mi(t — 7ia), .., mi(t — 7an)]"

1.7 Significance of Array Manifolds

It is clear from Egs. (1.22), (1.26) or (1.27) that the manifold vector for
a particular direction contains all the information about the geometry
involved when a wave is incident on the array from that direction. By
recording the locus of the manifold vectors as a function of direction, a
“continuum” (i.e. a geometrical object such as a curve or surface) is formed
lying in an N-dimensional space. This geometrical object (locus of manifold,
or response, vectors) is known as the array manifold. The array manifold
can be calculated (and stored) from only the knowledge of the locations and
directional characteristics of the sensors. Thus, according to Schmidt [1],
“the array manifold completely characterizes any array and provides a rep-
resentation of the real array into N-dimensional complex space.”

The significance of the array manifold concept becomes apparent when it
is realized that all subspace-based parameter estimation algorithms involve
searching over the array manifold for response vectors which satisfy a



18 Differential Geometry in Array Processing

given criterion. For example, in the case of the MUSIC algorithm [7],
the manifold is searched for the array manifold vectors which are (nearly)
orthogonal to the estimated noise subspace. In other words the manifold
is searched for vectors belonging to the subspace L[A] i.e. the subspace
spanned by the columns of the matrix A = [a;,a,,...,a,,] (the signal sub-
space). Figure 1.8 illustrates a single-parameter manifold curve embedded
in N-dimensional complex space together with the subspace L[A] associated
with two sources. These two sources can be asymptotically resolved, irre-
spective of their angular separation — hence the title “superresolution.” It
is clear that the accuracy of the DOA estimates is dependent on how accu-
rately the noise subspace is estimated; which in turn is a function of the
observation interval and the signal-to-noise ratio (SNR). Thus the DOAs
can be exactly estimated from the array output only on the basis of either
an infinite number of snapshots (i.e. L — 00) or, an infinite signal-to-noise
ratio scenario (i.e. n(t) = 0) — asymptotic conditions.

Another determining factor which might not be initially apparent is
the shape of the array manifold. A little thought reveals that a poten-
tially unresolvable situation might arise if two response (manifold) vectors
corresponding to different DOAs happen to be identical. For instance, this
“abnormality” arises when a single-parameter array manifold crosses upon
itself, as shown in Fig. 1.9. Such phenomena are commonly referred to as
“ambiguities” and are a direct consequence of the array geometry dictating

ation space

bserv
N-Gi co\“(’\ex 2

manifold

C[A]:signal subspace
spanned by the two columns

of matrix A=[a(p,),a(p,)]

Fig. 1.8 Illustrative representation of an array manifold curve embedded in N-
dimensional complex space and the subspace spanned by two manifold vectors.
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Fig. 1.9 Illustrative representation of array “abnormality” (ambiguity).

the behavior of the array manifold. As will be discussed below, the behavior
of the array manifold, in particular its local geometry, plays an important
role in handling “abnormalities” and also in defining the capabilities (e.g.
the resolving power) of an array system.

1.8 An Outline of the Book

The theoretical framework associated with curves lying in N-dimensional
complex space, qualifying to be manifolds of linear array structures, is
presented in Chapter 2. More specifically by recording the locus of the
vector a(p) as a function of p, a one-dimensional continuum (i.e. a curve A)
is formed known as the array manifold and embedded in a N-dimensional
space. Thus in this chapter the properties and characteristics of single-
parameter manifolds (i.e. curves) are investigated and supported by a num-
ber of representative examples of symmetric and non-symmetric linear array
geometries [10]. These manifold curves have been found to have a hyper-
helical shape with numerous advantages. For example, all the curvatures
of a hyperhelix are constant (do not vary from point to point) and may
be evaluated recursively. The convenient nature of a hyperhelix’s geometry
will be proven invaluable for the rest of the book, not only for linear but
also for non-linear (2D and 3D) arrays.
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If the manifold vector a corresponds to two parameters (p,q) where,
for instance p may be the azimuth and ¢ the elevation angle, then a
2-dimensional continuum, i.e. a surface M, is formed by recording the locus
of the vector a(p, ¢) as a function of both p and ¢. Chapter 3 is concerned
with the study of manifold surfaces embedded in a multidimensional com-
plex space and presents the essential differential geometry parameters which
have been grouped into those related to the surface itself, and those related
to curves lying on a surface [11]. Then a manifold surface is treated as
a family of curves on the surface by an appropriate parametrization. This
treatment is very convenient as it permits a unified framework for the analy-
sis of the linear and non-linear array manifolds. To provide a simplified
representation of the analysis, with many potential benefits, the concept
of isometric mapping is also introduced in Chapter 3. Then an isometric
mapping of the manifold surface (embedded in a multidimensional com-
plex space) onto the real plane (two-dimensional space) is presented which
preserves certain differential geometry characteristics of the manifold sur-
face, under certain conditions.

It is common practice, and intuitively appealing, in array processing
to use azimuth and elevation as the directional parameters of a waveform
impinging on an array of sensors. However, this is by no means unique
and, furthermore, this is not the most suitable parametrization for the
study of the behavior of the array manifold [12]. Therefore in Chapters 4
and 5, based on the material presented in Chapters 2 and 3, the following
manifold-surface parametrizations

e the (azimuth, elevation), or (0, ¢), parametrization
e the cone-angles, or («, ), parametrization

are examined for non-linear arrays (2D and 3D geometries). The significance
of these parametrizations is demonstrated by a number of representative
examples. Furthermore, properties such as Gaussian and geodesic curva-
tures are defined and their implications with regards to isometric mappings
are discussed.

In the next two chapters of the book (Chapters 6 and 7) the funda-
mental effects of the array geometry behavior on the performance of the
system irrespective of the type of algorithm used, are studied. The array
structure is incorporated into the observed array signal-vectors z(¢) (and
therefore to the estimation problem) through the array manifold. Thus the
geometry of an array plays a crucial role in dictating the shape, properties
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and “anomalies” of the array manifold, and as a consequence, in dictat-
ing the phenomenon where some manifold vectors can be written as linear
combinations of others [13,25]. This gives rise to the array “ambiguity prob-
lem” where the occurrence of false parameter estimates seriously impairs
the performance of array system irrespective of its other capabilities. In
particular, in Chapters 6 and 7 two general types of ambiguities are pre-
sented based on the partitioning of the array manifold curves into equal or
unequal segments from which the ambiguous generator sets (AGS) can be
constructed — with each AGS representing an infinite number of ambigu-
ous sets of parameter values (e.g. directions). Furthermore, the theoretical
aspects of the investigation provide a sufficient condition for the presence
of ambiguities while the results are then extended to non-linear arrays by
treating surfaces as families of curves [14].

Finally, in Chapter 8, the knowledge of the shape of the array mani-
fold is used to determine the array’s ultimate capabilities according to the
following criteria:

e Accuracy and the Cramer Rao Lower Bound
e Detection threshold
e Resolution threshold

In particular, by approximating, locally, a manifold curve with a circular
arc, the Cramer Rao Lower Bound (CRB) is studied and its relation to
resolution and detection bounds is established [15,16]. Then by defining
the detection and resolution subspaces, in conjunction with the circular
approximation (locally) of the array manifold, the minimum arc length
separation in order to detect and resolve two sources located close together
is estimated. This is done in terms of the curve’s principal curvature only,
thereby simplifying the analysis considerably.



Chapter 2

Differential Geometry of Array
Manifold Curves

2.1 Manifold Curve Representation — Basic Concepts

Let a £ a(p) € €V be the manifold vector of an array of N sensors where p
is a generic directional parameter. This is a single-parameter vector function
and as p varies the point a will trace out a curve A, as shown in Fig. 2.1,
embedded in an N-dimensional complex space €V. This was expected, as
vector functions of one parameter are used to define space curves — also
known as single-parameter manifolds.

The curve A, which is formally defined

A= {a(p) e eN Ypipe Q,} (2.1)

where ), denotes the parameter space, is said to be a reqular parametrized
differential curve if

a(p) #0y, Vpe (2.2)

where a “dot” at the top of a symbol is used to denote differentiation
with respect to parameter p. As the vector a(p) represents the tangent
vector to the curve, the “regularity” condition of Eq. (2.2) ensures that the
tangent vector exists at all points on the array manifold. The arc length
s(p) along the manifold curve A and its rate-of-change $(p) are formally
defined, respectively, as

and
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Fig. 2.1 Manifold curve A embedded in ¢V.

omplex observation Spac.
c

N_dim

Fig. 2.2 Manifold parameterization in terms of arc length s.

The array manifold is conventionally parametrized in terms of a generic
bearing parameter p. For instance for a linear array, p may represent the
azimuth angle 6. However, parametrization in terms of the arc length s (see
Fig. 2.2), which is the most basic feature of a curve and a natural parameter
representing the actual physical length of a segment of the manifold curve in



24 Differential Geometry in Array Processing

¢/ is more suitable. There is a further advantage of using s as a parameter:
the arc length s (in contrast to p) is an “invariant” parameter. This means
that the resulting tangent vector to the curve, expressed in terms of s,
always has unity length. Indeed, it can be seen that

da(s) ‘ _ da(p)/de _ lamll _ 4p)

== -~ =1
ds ds/dp s)  5(p)

which is a result used next in defining the unit tangent vector u,(s) (see

Fig. 2.3)

la’(s)]| = . Vs (2.5)

u (s) = a'(s) (2.6)

Unless otherwise stated, differentiation with respect to s will be denoted
by “prime” and differentiation with respect to any other parameter p will
be denoted by “dot.” For example,

a2 96 s dals) s dals) s di(p)
p

= ds =~ ds2 '~ ds®
Note that Eqgs. (2.3) and (2.4) can be interpreted in physical terms by
considering the curve A to be a “route” travelled by a moving object as
a function of “time” p (see Fig. 2.4). Then a(p) is the tangent vector to
the curve at various points and equals the “velocity” vector of the moving
object. The rate of change of arc length $(p) is then the magnitude of
the “velocity” vector (tangent vector) and represents the “speed” of the

(2.7)

C

S '¢*/
e 15 =2s)
s=0 !

//
/ a(s)
/
/

.‘.
origin

Fig. 2.3 Arc length s is an “invariant” parameter — tangent vector u,(s) has unit
norm Vs.
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Fig. 2.4 The parameter p is not an invariant parameter — i.e. speed = ||a(p)|| = $(p) =
variable # 1.

moving object while the total distance travelled, s(p), can be obtained by
integrating speed with respect to “time” p. Parametrization in terms of s,
i.e. a(s), indicates that the “velocity” vector (tangent vector) a’(s) always
has constant length equal to 1 (moving object with unity speed).

Note that, in general, it is not necessary to mention the origin of
the arc length (s = 0) since most concepts are defined only in terms
of the derivatives of a(s). Furthermore, the rate of change of arc length
$(p) is a local property of the curve and, as will be demonstrated in
Chapter 8, plays a crucial role in dictating the resolution/detection capa-
bilities offered by the array manifold and consequently by the geometry of
the array.

As was mentioned before, the tangent vector a’(s) is of unity length
Vs, indicating that s is an “invariant” parameter. In this case the norm
of the second derivative of the manifold vector (parametrized in terms of
s) ||a”(s)|| measures how fast the curve pulls away from the tangent line
at s, in the neighborhood of s (see Fig. 2.5). In other words, it measures
the rate of change of the angle which neighboring tangents make with the
tangent at s. The number ||a”(s)|| = x1(s) is called the first curvature of
the manifold curve at s. As we will see next, although many curvatures can
be defined at a point on the manifold curve A €€V, the first curvature is
the most important one and for this reason this is also known as “principal”
curvature.
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C

Fig. 2.5 How fast the curve pulls away from the tangent line, at point s, is measured
by 8" (s) with [[a”(s)|| = x1(s).

2.2 Curvatures and Coordinate Vectors in ¢V

We have seen that the arc length s is the invariant parameter of a manifold
curve of an array of N sensors. With the array manifold curve embedded in
an N-dimensional complex space (or equivalently in a 2N real space) and
parametrized in terms of the arc length s, it is essential to attach/define
to the running point a = a(s) on the curve a number of curvatures as well
as a continuous differential and orthonormal system of coordinates u,(s),

Us(s), -+, sy (8)-

2.2.1 Number of Curvatures and Symmetricity
wn Linear Arrays

The curvatures of a space curve are of immense value in differential geom-
etry as, according to the fundamental uniqueness theorem of [2,17], cur-
vatures uniquely define a space curve expressed in terms of arc length s,
except its position in space.

For an array of N sensors (i.e. the manifold vector a(s) € €V may be
described by 2N real components), at most 2N — 1 manifold curvatures
can be defined. However, if the array has some symmetrical sensors with
respect to the array centroid, then the manifold curve is situated wholly
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in some subspace of dimensionality d (within the 2N dimensional space).
Therefore, in this case up to d — 1 non-zero curvatures can be defined. In
particular, if m denotes the number of sensors in symmetrical pairs then d
is given as follows:

d— {QN —-m if A sensor at the array centroid (2.8)

2N —m —1 otherwise

This implies that 0 < m < N and according to m, linear sensor arrays are
divided into the following broad categories:

(1) Symmetric: m = N, i.e. all the sensors occur in symmetric pairs about
the origin.
(2) Non-Symmetric: m < N
(a) Partially symmetric: 0 < m < N, i.e. at least one sensor has a
symmetric counterpart about the origin;
(b) Fully asymmetric: m = 0, i.e. no sensor has a symmetrical coun-
terpart about the origin.

Note that a sensor at the origin is taken to be a symmetrical sensor.
A representative example from each category is illustrated in Figs. 2.6, 2.7
and 2.8.

y
I
I
-@---nnmmnemnnne- O 9---@-- -
-5 -1 0 1 2 3
Fig. 2.7 A partially symmetric linear array of N = 5 elements (m = 2,d = 2N—m = 8)
y
I
I
o o
-4 -1 0 2 3

Fig. 2.8 An asymmetric linear array of N =4 elements (m =0, d = 2N —m = 8).
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2.2.2 “Moving Frame” and Frame Matriz

In the previous section we have seen that to the running point a(s) on the

curve A we attach a frame of orthonormal vectors u;(s), us(s),- .., usn ()
together with d — 1 non-zero curvatures k1(s),...,kq—1(s) with N —1 <
d <2N.

By ignoring the coordinate vectors with indices greater than d (those
corresponding to zero curvatures) a frame of d orthonormal vectors u, (s),
Uso(8), ..., uy(s), can be defined and attached to the running point a(s) on
the manifold curve, making a(s) the “origin” of the new coordinate system.
This set of coordinate vectors, known as a “moving frame” (see Fig. 2.9),
forms the matrix

U(s) = [y (), ua(s), - - -, ug(s)] € €V (2.9)

and is derived from a fixed known frame U(0), (i.e. at s = 0 say) by rotation,
using the transformation matrix F(s) € ¢4%9 i.e.

U(s) =U(0) - F(s) where F(0) =1, (2.10)

The matrix F(s) is a continuous differential real transformation matrix
called frame matriz. This is a non-singular matrix with its main properties
listed in Table 2.1.

0w /

/a(s)

/
/

»‘ .
origin

Fig. 2.9 “Moving frame” U(0) and U(s).
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Table 2.1 Properties of the frame matrix F(s).

1st property  F(s) € R4xd

2nd property  det(F(s)) =1

3rd property F~1(s) = FT(s)

4th property FT(s) -F(s) =14

5th property  ele;;(F) = (—1)iJele;; (F)
d

6th property > ele(F) = % where € = {
i=2

even

0 ifdeven
1 if d odd

To summarize, the d x d real matrix F(s) is known as the “frame matrix”
while the set of coordinates represented by the N x d complex matrix U(s)
is the “moving frame.”

2.2.3 Frame Matrix and Curvatures

The question is, how the frame matrix F(s), at the running point s, is
related to the curvatures of the manifold attached to this point. The initial
part of the mechanism to answer this question is to define the coordinate
vectors in €V by exploiting and extending the procedure used in real spaces
where a basis of up to N orthonormal vectors is necessary to fully define a
curve in R [17]. This extension, which provides the d coordinate vectors in
€% blended with the curvatures, is summarized in a structured formation
in Table 2.2.
Now let us focus on the (i + 1)th row of Table 2.2. That is,

(o) = B F P10 (8) (211)

R

By solving Eq. (2.11) with respect to w}(s), it is obvious that the differen-
tiation of the ith coordinate vector, for ¢ > 2, can be written as

ui(s) = Ki(s)ui1(5) — Ki—1(s)u;_1(s) fori>2 (2.12)
with

Note that the coordinate vectors are normalized to unity length.
Equation (2.12) which can be rewritten in a more compact form as

U'(s) = U(s)C(s) (2.13)
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Table 2.2 Estimation procedure of coordinate vectors and curvatures of

a curve A.
Coordinate Vector Curvature
st () 2a(s) r1(s) = || )]
2md wy(s) = u(s) ra(s) = 1y (s) + 11, (5)]
md () = 2 RnE ra(s) = Iy (s) + kauy ()]
it ug(e) = ST I ) ke ()

(i+1)th l¢+1(5) = Kit1(s) = HHQ.H(S) + iy (s)]]

Ki
dth wy(s) = uly_ 4 (8) +ra—2ug o(s) ka(s) = 0
Kd—1
where U'(s) = [u}(s),uh(s),...,u4(s)] € Vx4 d is the dimensionality of

the subspace in which the curve is embedded. The matrix C(s) € €4*¢ is
termed the Cartan matrix, which is a real skew-symmetric matrix of the
curvatures defined as follows:

0, —£K1(8), 0, cey 0, 0
k1(8), 0, —Ka(8), ..., 0, 0
0, Ka(s), 0, ceey 0, 0
cwel| ™ oo S| ew
0, 0, 0, ce 0, —Kkq—1(9)
| 0, 0, 0, ceey Ka—1(8), 0 |

Starting with Eq. (2.13) and then using Eq. (2.10), we have

F'(s) = F(s) C(s) (2.15)
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This is a first order differential equation of the frame matrix F(s) with
initial condition F(0) = I;. Therefore, its solution is

F(s) = expm(s C(s)) (2.16)

where expm(-) denotes the matrix exponential. Equation (2.16) provides the
relationship between the frame matrix F(s) at the running point s and the
curvatures (Cartan matrix) of the manifold attached to this point, which
can also be used to rewrite Eq. (2.10) as follows:

U(s) = U(0) expm(s C(s)) (2.17)

Finally, Eq. (2.15) implies that the Cartan matrix can always be written
as a function of the frame matrix F(s) as follows

C(s) =F1(s) F'(s) = FT(s) F'(s) (2.18)

where the 3rd property of F(s) given in Table 2.1 has been used. Remember
that the Cartan matrix, as a formation of the curvatures, contains all the
information about the local behavior and shape of the manifold curve.

2.2.4 Narrow and Wide Sense Orthogonality

As stated previously, for a general array manifold curve it is essential to
attach, to a running point on the curve, a continuously differentiable and
orthonormal system of coordinates U(s). The orthonormality of this contin-
uously differentiable “moving” frame relies on the vector continuum wu,(s)
with constant magnitude and being orthogonal to its tangent. That is,

w;(s) Lui(s), ie w(s)Tul(s)=0

T —1

This, however, is only true for the broad class of arrays which are symmetric
with respect to their centroid, in which case m = N. In general, if the array
is nonsymmetric (m < N), then the orthogonality is not valid although the
complex vectors u;(s) have constant (unity) magnitude. In particular, the
inner product of a complex vector of constant norm with its derivative is
purely imaginary, i.e.

ul?(s)u/(s) = imaginary (2.19)

1 1

This leads us to define orthogonality of two complex vectors of unity
magnitude as being “wide-sense” and “narrow-sense” orthogonality,
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as follows:

Definition 2.1 Wide sense and narrow sense orthogonality of two com-
plex vectors of unity magnitude:

“wide” sense orthogonality: Re(@f(s).gj(s)) =0, fori#j (2.20)

sense orthogonality: ! (s) ‘u;(s) =0, fori#j (2.21)

“narrow”

Thus, for a general linear array, that is, for a non-symmetric array, the
wide-sense orthogonality should be used, i.e.

Re(Uf(s) - U(s)) =14 (2.22)

This, of course, is simplified to narrow-sense orthogonality U (s)-U(s) = I4
for symmetrical arrays.

Using the “wide sense” orthogonality for a general linear array, and
starting with Eq. (2.18), we get

Re(UH (5) - U'(s)) = C(s) (2.23)
Indeed
C(s) = F"(s) - F'(s) = F"(s) - Is - F'(s) = " (s) - Re(U™(0) - U(0)) - F'(s)
=Iy
= Re | FT'(s) - UZ(0) - U(0)F'(s) | = Re(UH (5)U’(s))
=UH (s) =U’(s)

Furthermore, as it is shown in Appendix 2.7.1, the ith derivative of the
manifold vector with respect to the arc length s (denoted by a’()(s)) is
related to the coordinate vector in a simple way as follows:

Re ((20(9) () = ma() - ma(s) -+ 5 (5

= 1:[ Ke($) (2.24)
=1

Based on Eq. (2.24), it is easy to prove that the determinant of the N x N
matrix formed by the first NV derivatives of the manifold vector is related
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to the curvatures by

[det[a’(s), 2" (s),...,a" ™" (s)]]

=ry () w2 (s) - RR_a(s) - Rn-a(s)
N-1

=[] " “(s) (2.25)
=1

2.3 “Hyperhelical” Manifold Curves

In this section, the shape of the array manifold of a linear array of IV
isotropic sensors is investigated using the theory developed in the previous
section. The manifold is parametrized in terms of a directional parameter
p with the sensor locations given by the vector r in half-wavelengths. The
theory is valid for any reqular parametrized differential manifold curve A
defined as follows:

A% {alp)ee”, Vp:peQ,} (2.26)
where
a(p) = exp(—j(nrcosp+v)) (2.27)

where r and v are two constant vectors and p is a generic parameter
(parameter of interest). The main results are presented in the form of two
theorems but, firstly, it is easy to show using Eq. (2.3) that the arc length
s(p), and rate of change of arc length $(p), are given by the following expres-
sions respectively:

S

() =l (1 cosp) i ple)=oos (10 ) 29
and

5(p) = 7||r| sinp (2.29)

where the initial condition s$(0) = 0 has been assumed.

It is worth noting that for a linear array of N sensors with locations
r (in units of half-wavelengths) the rate of change of the arc length is
a non-linear function of the directional parameter p and depends on the
norm of the vector of sensor locations. From Eq. (2.29), it can be further
deduced that for a small directional increment Ap 2 |py — p1], the cor-
responding change in arc length, to a first order approximation, can be
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calculated as:

As = [s(p2) — s(p1)| (2.30)
— nlrf lcospz — cos (231)
~ 7||r||Apsinp; for small Ap (2.32)

where § 2 (p; + p2)/2. This expression reveals crucial properties of the
array manifold of a linear array and provides considerable insight into its
resolving power. Consider a linear array and two impinging emitters with
a directional separation of Ap. It can easily be seen from Eq. (2.32) that
the distance (arclength As) between the corresponding manifold (response)
vectors in €V is maximum when the emitters are at broadside and minimum
when they are at endfire. Furthermore, if a larger array is employed, then
the corresponding manifold vectors are further apart in €V. These facts
are demonstrated by the variations of the rate of change of arc length
with azimuth for 5-sensor and 7-sensor standard ULAs of half-wavelength
spacings, plotted in Fig. 2.10.

18

16
14

12+ N

10

Rate of change of arc-length
[ee]
G

O 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180

Azimuth (degrees)

Fig. 2.10 Variations of $(0) for ULAs of 5 and 7 sensors.
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This explains the better resolution of sources at broadside and the better
resolving power of the 7-sensor standard ULA, as evidenced by Fig. 2.10.
It can therefore be concluded that the rate of change of arc length of the
array manifold plays a prominent role in determining the resolving power
of the array, as will be further detailed in Chapter 8.

Another important parameter of the array manifold curve is its total
length,

Im = s(m) = 27 ||z (2.33)

which clearly increases in direct proportion to the sensor spacings. As can be
seen, the manifold length depends on the number of sensors and their posi-
tions. The manifold length is expected to influence the ambiguity properties
of a linear array since it is obvious that longer manifolds are more prone to
“spurious” parameters/results (manifold vectors that can be expressed as
linear combinations of other manifold vectors) unless the arrays are care-
fully designed.

The array manifold can now be parametrized in terms of its arc length

as follows:
A={a(s) e eV, Vs:s¢c0,ln]} (2.34)
where
a(s) = exp(j(Ts — 7r +v)) (2.35)
and .
Fe = (2.36
| )

is the vector of “normalized” sensor positions.

From Eq. (2.35), and bearing in mind that the coordinate vectors are of
unit length, the following expressions for the first three manifold curvatures,
for instance, may be derived from the first three rows of Table 2.2

uy(5) 2 al(s) = 7T © a(s)
uy(s) = ,}1@'1<8> - _%52 ©a(s)
uy(5) =~ (wh(5) + Rry (5)) = ——— (F — £2F) @ a(s)
2 k2 (2.37)
k1 (s) = ()] = I
ra(s) = (s) + raan (5)] = = E° — 3]

~4 ~2
r3(s) = [lus(s) + rouy(s)| = 7% — (kT + w37 |
R1K2
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In general, it can be shown that the ith coordinate vector and curvature
of the manifold of a linear array of isotropic sensors can be calculated
according to the following theorem.

Theorem 2.1 Hyperhelical Manifolds: The manifold of any linear
array of N omnidirectional sensors with locations given by r,

(¢)
(b)

is a curve of hyperhelical shape lying on a complex N -dimensional
sphere with radius v/N.

The coordinate vectors and curvatures of this hyperheliz depend on the
lower order curvatures, the number of sensors and their relative spacing
and can be estimated by the following recursive equations:

WM
n 1 ~i—2n+2
()= W) bicin 2.38
el DS i T G a(s) (238)
1 fix(§)+1
= — _1 n—1 bzn ~;—2n+3 239
= | U b (2.39)
where
T= % (normalized sensor positions)
k1 = [|27]|
/432'717&0

sum(r) =0 (i.e. phase reference = array centroid)

Furthermore, the coefficients b; , are given by:

i—2n+3 i—2n+5 i—1
2 2 2 . :
E E E By B " B3 M > 2
mi=1 mo=24+m1 Mp—1=24+Mp_2
. 2.40
with ( )
bi,l = ]., ) } 1
i—1 9
bin = Ky, 1>1
m=1

or recursively by

bi,n = bi—l,n + H?_lbi—Q,n—la 1 >2, n>1 (241)



Differential Geometry of Array Manifold Curves 37

with the initial conditions:

bii=1, i>1
- '= (2.42)
b272 = Ii%

Corollary 2.1  The manifolds of uniform linear arrays are hypercircular
arcs (closed hyperhelices).

The proof of the above theorem can be found in Appendix 2.7.2
(page 54). Note that for notational convenience the second condition (row)
of Eq. (2.8) may be ignored by redefining d = 2N —m with N <d < 2N.
This implies that in the special case of an array with a sensor at the array
centroid, we attach to the running point a(s) on the curve A a moving
frame of u,(s), uy(8), ..., uy(s) together with d — 2 non-zero curvatures and
one zero curvature (£4—1 (s) = 0). In this special case Eq. (2.38) cannot be
used to calculate the d* coordinate vector u,(s) since the curvature kg
vanishes. Using an orthogonalization procedure, the (N x 1) vector u,(s)
can be shown to be given by

uy(s) =[0,...,0,1,0,...,0]" (2.43)

where the non-zero entry is in the same position as the sensor at the centroid
in the vector of sensor locations 7.

2.3.1 Coordinate Vectors and Array Symmetricity

A close examination of Eq. (2.39) of Theorem 2.1, reveals some important
properties of the manifold of a linear array of isotropic sensors. In particular,
unlike the real case, the coordinate vectors of the linear array manifold curve
embedded in ¢V are not in general mutually orthogonal. For example:

uf (s)us(s) = 1R
Wl (s)uy(5) = 0
. ( (2.44)
wf Ghue) = L (k2" - 157
ufl (9)ua(s) = 0

It can, however, be seen that some of the coordinate vectors (some
columns of matrix U(s)) are mutually orthogonal. Indeed, it can be shown
that the odd-indexed coordinate vectors forming the matrix

Uodd(s) = [11(5), ug(s), 15 (), -, g, (5)] (2.45)
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are mutually orthogonal and that the same holds for the even-indexed coor-
dinate vectors forming the matrix

Ueven(s) = [u5(5), 14(5), ug(5), - g, ()] (2.46)

where deven = ﬁx(g) and doqq = (d ) 4+ 1. This can be expressed in a
compact form as

Ulha(8)Uodd(5) = Tu,u
ngen( )Ueven(s) = Hdeven (2’47)
with
U dd( 5)Ueven(8) 7# OQdygqx deve }
; oda X even 2.48
Re{Uodd( )UEVBH(S)} = @doddXdcvcn ( )

Note also that, at broadside (i.e. p = 90°), Uyga(s) is an imaginary matrix
while Ueyen () is a real matrix. In addition, in the special case of “symmetric
arrays”, the coordinate vectors form a mutually orthogonal frame

symmetric arrays: U (s)U(s) = Iy; (2.49)

since the sum of odd powers of the sensor locations is equal to zero.

2.3.2 FEwaluating the Curvatures of Uniform Linear Array
Manifolds

The manifold curvatures (and hence the Cartan matrix C) of a linear array
of isotropic sensors are constant, or equivalently, independent of parameters
s or p. They depend, however, on the relative rather than the absolute
sensor spacings. For instance, the manifold of a 3-element linear array with
intersensor spacings 1.5 and 1 has the same curvatures with a 3-element
linear array with spacings 0.75 and 0.5 (where the spacings are measured
in half wavelengths) but the length of its manifold is twice as long.

Using Theorem 2.1, all the curvatures of any linear array can be cal-
culated. For instance, in Table 2.3, the first eight curvatures are tabulated
for arrays with 3 to 10 elements chosen from the popular class of uniform
linear arrays with half-wavelength spacing. Furthermore, in Fig. 2.11 the
first four curvatures are shown versus the number of elements in the array.
It is apparent from Fig. 2.11 that the curvatures are monotically decreasing
as the number of elements exceeds twice the order of the curvature.

In Fig. 2.12, the curvatures of a 13-element uniform linear array of
sensors are seen to follow a fading oscillating pattern.
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It is important to point out that, because the manifold has constant
principal (first) curvature and lies on a sphere with radius v N, a lower
limit for kg is

Ky > (2.50)

1
VN

Table 2.3 The first eight curvatures of the manifold of uniform linear arrays.

N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=10

7] 1.4142 2.2361 3.1623 4.1833 5.2915 6.4807 7.7460  9.0830
K1 0.7071  0.6403 0.5801 0.5372 0.5000 0.4693 0.4435 0.4214

K2 0 0.1874  0.2058 0.2047 0.1984 0.1908 0.1832 0.1760
K3 — 0.2343 0.3430 0.3603 0.3568 0.3469 0.3352 0.3234
K4 — 0 0 0.1489 0.1783 0.1880 0.1899 0.1884
K5 — — — 0.1323  0.2270 0.2554  0.2647 0.2660
K6 — — — 0 0 0.1201  0.1502 0.1637
K7 — — — — — 0.0895 0.1694 0.1002
K8 — — — — — 0 0 0.0664
0.8
0.7+
0.6+
b
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2
<
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Fig. 2.11 Curvatures of uniform linear arrays as functions of the number of sensors N.
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Fig. 2.12 Curvatures of uniform linear array of 13 sensors with half-wavelength
intersensor spacing.

The above relation also stems from the following inner product au,
in conjunction with the expression

H

(au,) = aPu, +a’u)

= (a

! H H, 1
) =uyuy +atuy

That is,

Finally, it should be noted that the manifolds of non-omnidirectional lin-
ear arrays are not hyperhelices. The first curvature of the manifold of
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such arrays depends both on the relative spacing and the first two deriva-
tives of each elemental pattern vi(p). In the case of the manifold of a
4-element uniform linear array with non-isotropic, but identical, sensors
with directional pattern ~x(p) = cosp, the variation of the first curvature
with the azimuth direction is shown in Fig. 2.13. The constant first curva-
ture of the corresponding isotropic array is also shown in the same figure.
It is seen that there exist two bearings where the first curvature becomes
equal to zero. From the variation of the first curvature, it is possible to
deduce the geometrical object to which the manifold best fits. In the case
considered, it is apparent that the effect of the sinusoidal elemental pattern
is to deform the hyperhelix to a geometrical figure resembling an “eight”
with a double point at the origin of the coordinates of ¢*V.

2.4 The Manifold Length and Number of Windings
(or Half Windings)

It is noted that the manifolds of uniform linear arrays with an odd number
of sensors and half-wavelength spacing consist of one winding (round) since
the manifold vectors corresponding to the manifold boundaries coincide
(i.e. a(0°) = a(180°)). In addition, the manifolds of uniform linear arrays
with an even number of sensors and half wavelength spacing, consist of one
half winding (half round) since the manifold vectors corresponding to the
manifold boundaries are opposite (i.e. a(0°) = —a(180°)). This situation
has forced the separation of a hyperhelix corresponding to a general array
with an odd number of sensors into consecutive equal arcs of one winding
and a hyperhelix corresponding to an array with an even number of sensors
into consecutive equal arcs of half-winding.

The following theorem is concerned with the estimation of the number
of windings (N odd) and the number of half windings (/N even) existing in
the manifold of an arbitrary linear array.

Theorem 2.2 Windings of a Hyperhelix: The number of windings
(N odd), or the number of half windings (N even), of the hyperheliz of
Eq. (2.26) is

manifold length=I[_,
—~
27 |||

Ny =
L

(2.51)
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Fig. 2.13 The principal curvature as a function of azimuth (top) and its polar repre-
sentation (k,p) (bottom) for a 4-element ULA of directional sensors — 7 (p) = cosp.
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where 1y, is the positive number that corresponds to the (N — 1)th root of
the function

€w(s) = Tr{Cexpm(s C)} (2.52)
with C denoting the Cartan matriz.

The independence of the curvatures from the absolute spacings (and
hence the independence of the winding length from the absolute spacings)
in conjunction with the dependence of the manifold length on the absolute
spacings, reveals that two linear arrays with sensors at positions given by
the vectors rV and r?® with r() = ¢r?), where ¢ is a scalar constant,

e have manifolds that fit upon each other, and
e the associated number of windings (or half windings) satisfy the following
relationship

ni)
Naw
It is worth noting that the definition of half winding is restricted to

linear arrays with an even number of sensors and

= Tr(F(0)) = Tr(F(ly)) = d

where [,, represents the arc length of half winding. For an array with an
odd number of sensors, the function &, (Eq. (2.52)) does not generally have
a root at the point on the manifold that corresponds to half the length of
one manifold winding.

Similarly, the definition of one winding is restricted to linear arrays with
an odd number of sensors and

a(0) = —a(lw)
U(0) = ~U(lw)
F(0) =TIq = —F(ly
= Tr(F(0)) = —Tr(F(l,)) = d

where [, represents the arc length of one winding. For an array with an
even number of sensors, the function &, does not generally have a root
at the point on the manifold that corresponds to twice the length of a
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half-manifold winding. Figure 2.14 provides a representative example for
two arrays — with even and odd number of sensors.

2.5 The Concept of “Inclination” of the Manifold

In the previous section it has been shown that the shape of the manifold
of a general linear array of omnidirectional sensors is a complex circular
hyperhelix lying on the complex N-dimensional sphere with radius v/N. In
this section, an attempt is made to identify the orientation of the array
manifold (hyperhelix) on the complex N-dimensional space. Therefore, it is
necessary to establish a measure of the orientation of the manifold curve in
¢Nusing the concept of array inclination angle. This is intuitively defined
as follows:

Definition 2.2 Inclination Angle: The inclination angle (;,. of the
manifold of a linear array is the angle formed between any manifold vector
a(s) and the subspace L [Ugup(s)], i.e. the subspace spanned by the columns
of the matrix

Usub(s) é [@2(5)7@4(3)7ﬂ6(8)7 et 7EuptoAN (S)} I
that is,
Cinc = A (Q(S)a 'C [USUb(s)])

or equivalently

€08 Cine = \/Jif afl(s) Py, a(s) (2.54)

where Py_, is the projection operator onto L [Ugyp($)].

Having defined the matrix Ugup(s) as a submatrix of Ugyen(s) and
because of the orthonormality of columns of the matrix Ugyen(s) (see
Eq. (2.47)) it is apparent that Eq. (2.54) can be rewritten as follows:

N
1 2
€08 Gine = N ‘_Z 2’ (s) w;(s)| (2.55)

It is intuitively expected that the inclination angle should increase with
the degree of non-symmetry of the array, at least in the neighborhood
in which the array is nearly symmetrical. This can, in fact, be verified
from Fig. 2.15 in which the inclination of the manifolds for a number of
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Inclination Angle in degrees

0.5 1 1.5 2 25 3
Rightmost spacing in half-wavelengths

Fig. 2.15 Inclination angle for a number of linear arrays with 4 and 6 sensors.

different arrays resulting from uniform linear arrays with 4 and 6 elements,
of half-wavelength spacing, by varying the rightmost (leftmost) spacing
from 0.5 half-wavelengths to 3 half-wavelengths is shown.

2.6 The Manifold-Radii Vector

Equation (2.55) shows that the inclination angle is directly related to the
inner products of a manifold vector a’(s) with the coordinate vectors u,,
Uy, Ug, - - -, €bc. This demonstrates that the relationship between af (s) and
its associated coordinate vectors u,(s), Vi is very important.

For example, the relationships between a'! (s) and the first four coordi-
nate vectors, at a point, are:

a(s)uy(s) = JINT
a (s)uy(s) = _Hil
a (s)us(s) = ni@ (152 - w1%7) (2.56)
all (s)u(s) = ——

K1k3
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It is easy to see that the orthogonality between a manifold vector and
the corresponding tangent vector u,(s) at every point is guaranteed if the
phase reference is taken at the array centroid so that

sum (7) = 0 or, equivalent, 137 = 0 (2.57)
If the array is also symmetric, then at every point along the manifold, the
corresponding response vector is orthogonal to the odd-indexed coordinate
vectors.

To provide a more general expression of the inner product

a(s)u;(s); Vi
the following definition is essential.

Definition 2.3 Manifold-Radii Vector: For an N sensor linear array
with m sensors in symmetrical pairs the vector

[07 _R27 07 _R47 07 e 707 _Rd]T

if A sensor at the array centroid
R= (2.58)
[07 _R27 07 _R47 07 e 707 _Rdfla 1]T

otherwise

is defined as the array manifold-radii vector having elements the manifold
radii R; (for i = even) with

1 [
Ry = — and Ry = —=— fori>2 (2.59)
k1 Hn:odd Kn

Lemma 2.1 The inner product a(s)u,(s),Vi: For a linear array of
N sensors the inner products of a manifold vector a(s) with its d coor-
dinate vectors u;(s) are constant and given by the following expressions:

afl(s)u,(s) = —R;  fori even (2.60)
0 i # d and odd
Re(a” (s)ui(s)) = {1 }CZ:E i d chz de

or, in a more compact form, as

af (5)Ueyen(s) = [-R2, —R4, ..., — R4 (2.61)

even]

Re (a”(s)U(s)) = R"
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Note that the inner product of a manifold vector and the corresponding
normal vector (or second coordinate vector) is the negative of the radius
of curvature (i.e. —1/k1) and hence the other interior products can be
considered as higher order “manifold radii.” Using the above lemma the
inclination angle of Eq. (2.55) can be rewritten as

R
Cine = arccos (l\};\;’”) = constant (2.62)
revealing that the inclination is constant, depending only on the norm of a
sub-vector of the manifold radii vector and the number of sensors, where
R, is the vector formed by the first NV elements of vector R.

Definition 2.4 Dual arrays: The dual array of a linear array, non-
symmetrical with respect to the array centroid, is the array with sensors

having positions given by rd#al = —p o fori=1,..., N.
g p g y 7 N-i+1 9 9

Using the above definition it can be seen that, although the manifolds
of two dual arrays are not identical, they have the same curvatures and
length. Thus, apart from the fact that they have opposite inclinations, they
have the same differential geometry properties.

Based on the above concepts the array manifold vector of Eq. (2.27) or
(2.35) can be written as

a(s)=U(s) R=U(0)F(s)R where F(s) = expm (sC) (2.63)

or, by choosing the N coordinate vectors (i.e. N columns of U(0)) at s =0
to be the standard orthonormal basis in RY, i.e. setting U(0) = Iy, and
expressing s as a function of p using Eq. (2.28),

a(p) = expm (7 ||z[| (1 — cosp) C) R (2.64)

where p = 0 (s = 0) is taken along the array axis. Equation (2.64) is
associated with a real N-dimensional hyperhelix having the same length
and identical curvatures with those of the complex N-dimensional manifold
and this is formally described below.

Theorem 2.3 Real N-dimensional Hyperhelix of Symmetric
Linear Arrays: For a symmetric linear array of N sensors with loca-
tions r, manifold radii vector R and Cartan matrix C, there is a
real N-dimensional hyperheliz described as the locus of the following
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real vector
a,..1(p) = expm(r|r]|(1 — cosp) C)R € RV (2.65)

having differential geometry properties equivalent to those of the complex
N -dimensional manifold of the array.
The wvector a,.,(p) can be regarded as the real representation of the

manifold of a symmetric array in RYN.

Thus, the manifolds of symmetrical arrays are shown to admit real rep-
resentation. This can be seen intuitively from the fact that the compo-
nents of a manifold vector of symmetrical arrays exist in conjugate pairs.
In addition, in the absence of weighting, such arrays have purely real array
patterns.

Example 2.1 3-element linear array: The real N-dimensional curve
having the same differential geometry properties as the manifold of a 3-
element uniform linear array, is a circle. In fact, for N = 3, Eq. (2.65)
of Theorem 2.3 takes a closed analytical form. The second curvature ko
vanishes and the Cartan and Frame matrices are expressed as

O7 —K1i, 0
C=|k1, 0, O (2.66)
0, 0, O
cos(k18), sin(kys), 0
F(s) = expm(sC) = | —sin(k1$), cos(k1$), 0 (2.67)
0, 0, 1
In addition, the vector R is
1 T
R= {0, — 1} (2.68)
K1

By applying Eq. (2.65) of Theorem 2.3, the real curve with the same
differential geometry properties with the manifold of a 3-element uniform
linear array, is given by the real vector continuum

1 1 g
a..(8) = {_51 sin (k1) , . cos(K1$), 1} (2.69)

or, as a function of p,

T
1 . 1
area(p) = [—m s (s ] (1 = cosp), - con s ] (1 cosp), 1}
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while the conventional complex array manifold vector of this array is

a(p) = [exp (jr ||r]| cosp), 1, exp(—jm |r]lcosp)]” (2.70)

It is clear that Eq. (2.69) is the equation of a closed circle (assuming half-
wavelength spacing) with radius 1/k1 for —||r||7 < s < ||r||w. If the two
spacings of the above array become unequal, ko does not vanish and the
manifold becomes a helix.

Example 2.2 MUSIC Algorithm: To test the proposed results and
expressions as well as to demonstrate their use in a DF problem, the MUSIC
algorithm is employed, expressed in terms of the curvatures and coordinate
vectors. Indeed, if P,, is the projection operator on to the noise subspace
spanned by the noise-level eigenvectors of the array covariance matrix, the
cost function of MUSIC can be expressed as a function of the differential
geometry parameters of the array manifold as follows:

&vvsic(s) = a’(s)P,a(s)

= RTFT (s)U* (0)P,U(0)F(s)R

=a(s) 2a(s)

—
= Tr | U7 (0)P,U(0) F(s)RR"F(s)
=P, =V(s)
=Tr (?nV(s)) (2.71)

The matrix P,, is a constant d x d Hermitian matrix corresponding
to a transformation of the second-order statistics of the data collected
and is termed the orientation of the noise subspace. The matrix V(s) is
a real d x d symmetric matrix depending exclusively on the curvatures
and acts as a differential geometry operator on the suitably transformed
data. If the array is symmetric it is apparent that the same expression
holds but the matrices V(s) and P,, are N x N dimensional real matri-
ces and v(s) = a,.,(s). Hence, there is a significant reduction in the
dimensionality.

In Fig. 2.16, the differential geometry version of MUSIC is simulated
for a seven element uniform linear array which operates in the presence of
signals with directions of arrival 35°, 120°, and 125°. This figure illustrates
that the proper estimation of the three sources is possible by expressing the
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MUSIC Spectrum (dB)
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Fig. 2.16 MUSIC spectrum based on Eq. (2.71) for a ULA of 7 sensors operating in the
presence of 3 emitting sources.

MUSIC cost function in terms of the differential geometry properties of the
manifold.

Deductions

(1) Setting |la(s)|| = V/N and using the wide sense orthonormality of the
coordinate vectors, the following relation is derived

|expm(s C)R|| = VN (2.72)
By setting s = 0, it is obvious that
IB] = VN (2.73)

1s the vector formed by the first NV components of the manifo
2) If R, is th f d by the first N f th ifold
radii vector, then

IRyl < IR]| = VN (2.74)
However, for symmetrical arrays, Rsu, = R, therefore,

symmetric arrays: |Ry|l = VN (2.75)
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From the above it can be deduced that, for any symmetric sequence of
N real numbers r;, Eq. (2.65) gives an expression for a real hyperhelix
(on a real N-dimensional sphere with radius v N) of latitude

s 1

— —arccos | — N odd
latitude = { 2 (V N >

0 N even

and with curvatures given by Eq. (2.39), Theorem 2.1.

All 3-element non-symmetrical linear arrays have a constant inclination
angle of 35.26°. Also, the first curvature of all 3-element linear arrays
is 0.707 so that, in the non-uniform case, i.e. non-symmetrical case,
| Bll = V2.

The manifold of arrays with symmetry with respect to their centroid do
not exhibit inclination, which is equivalent to saying that these mani-
folds “stand upright” or, in other words, that they admit a representa-
tion entirely in RY.

Finally the Frobenius norm of the Cartan matrix (i.e. |C|| ) is related

to the array symmetricity as follows:

(i) [Clp=1 if array = symmetric
(i) |ICllp =V2 if array = fully asymmetric (2.76)
(iii) 1 < ||C|lr < V2 if array = partially symmetric

and, at this point, it is convenient to summarize the special properties of
the manifolds of symmetric linear arrays:

Symmetric Linear Arrays of N Sensors

e sum(r™) =0, for n odd
e m=N (withdZ2N —m=N)
N —1 if 3 sensor at the array centroid
* (No.ofmi #0)= {N — 2 otherwise
inclination angle: (ine = 0
UH (s)U(s) = Iy (narrow sense orthogonality)
a’(s)U(s) = R"
Esub - E
8,0 (p) = expm(r |r]| (1 — cosp) C) R € RY

(2.77)
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2.7 Appendices

2.7.1 Proof of Eq. (2.24)

The proof will be done by induction. For ¢ = 2, we have

a" ()" 1uy(5) = mrtun(s) s () = i (s) (2.78)
a’(s)H
Assuming that
Re {a"D(5)u,_y(s)} = 1 (s)ra(s) - i-a(s) (2.79)

we have to prove that
Re {2 (s)u;(s) b = k1 ()12 (5) - i1 (5) (2.80)

For convenience let us drop the parameter s. The argument of the first part
of Eq. (2.80) can be written as follows:

_ (gl(iq))H%)' — (@G

. ! .
= ((é/(l_l))H%) — @) (kiwyy — Ry
=u) (see Eq. (2.12))

, / . ,
(é/(l_l))Hﬂi) — ki@ 4k (@)
—_———

=K1K Ki—2

(2.81)

However, by using the fact that the vectors a’=1) can be expressed as a
linear combination of coordinate vectors with no higher order than (i — 1),
Eq. (2.81) can be rewritten as follows:

/!

H , H

1—1 1—1
(281) = E ngj u, — R E Cj@j Qi-{-l + K1KgKi—2Ki—1
Jj=1 Jj=1
imaginary imaginary

(2.82)
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where c; are scalar coefficients. Then, by taking the real part of both sides
and using the property that

Re{gfgi} =0 forj#i (2.83)

we have o
Re { (g'(’)) Ui} =040+ Ki1Ke - Ki_oKi_1 (284)
and this completes the proof. O

2.7.2 Proof of Theorem 2.1

Consider a manifold vector described by the following equation:

L

a = a(p) = exp(—j(mrcosp +v)) (2.85)
The magnitude of the manifold tangent vector is

la)|l = [ljm sinpr®a || = wsinp||r| = 5(p) (2.86)

Hence the length of the manifold is

b 2 () = [ a0} dp = 21 1] (287
0
The first coordinate vector is merely the tangent given by

da da dp

— q/ = _=r

Uy (s) = a'(s) ds dp ds

= (jmsinpr @ a) - (wsinp r]) "
=a(p) =3$(p)

=jroa (2.88)

It can be seen that, since the origin of the coordinates is at the array
centroid,

aflu,(s) =0 (2.89)
However, the derivative of u,(s) with respect to arc length s is

duq dp

9’1(3) = 7dpl ds

= (ji ©4) - (wsinpllr|) "
—_——— ——

=i, =5(p)
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1

=jr O (jrsinproa)  ———
< msinp||r||

|-

Therefore, by using Table 2.2, the first curvature is estimated as

k= [l (s)ll = |7

Next, the second coordinate vector is chosen to be

()
%) = )]

1
=-—i"0a
K1

Furthermore,
_ W dp
"~ dp ds

1 _
(—ﬂ @é) (rsinp )~
—_—
—_———

K1

/ =3(p)
=,

1 o
=-——" O (rsinproa) ———
K1 ~——— 7sinp|r||

|-

I
<
|
1
©
[

and

(1 -
() + Rauy (5) = — ( - ) oa

55

(2.90)

(2.91)

(2.92)

(2.93)

(2.94)

Hence, the second curvature (see Table 2.2) and the third coordinate

vector are

kg = [|up(s) + K1 (s)]]

1 )
= |

(2.95)
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and

1
us(s) = ;2(@’2(5) + r1uy (s))
L (o)
=—j— |—I"—rrl|Oa
K2 K1
o1 3 9.
- _ (73— 2.96
T (7" — KIT) ©a (2.96)

In order to estimate the third curvature it is necessary to estimate the
terms wj(s) and Kous(s). Indeed,

dus dp
/ _ Gugap
Us(s) = dp ds
1 _
=—j (7 — KiF) ® 4 (rsinp|r|) !
K1R2 ~————
v =5(p)
=g
1
= —j—— - (F° = K1) © (jwsinpr © a)(wsinp|r[) ™!
KR1R2 N————
-l #_e?oea (2.97)
Kiko 1= - ’
and
R2 o
Kollp(s) = ——T" GO a (2.98)
R1
which implies
/ 1 ~4
us(s) + Koty (s) = (i* — (ki + K3)F*) O a (2.99)
K1K2

By taking the magnitude of the above equation the third curvature is
estimated as

IIUS( ) + Raus (s)
I7* — (53 + £3)°| (2.100)

K3

KR1K2

and, thus, the fourth coordinate vector is
uy(s) = —(uj(s) + rauy(s))

- L (@ -+ oa (2.101)
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By continuing in the same way as above, it can be shown that

(i) the fourth curvature, for N > 4, is

kg = [[u)(s) + rsug(s)]]
7:5
—(K? + K3 + K2 (2.102)
+(I€1/€3)2 T

1
K1k2k3

so that the fifth coordinate vector is

us(s) = ;4(24(8) + r3us(s))

~5
7
1 T
—j——— [ 2+ 24D | 0a (2103
KR1K2K3K4 2 ~
+(k1K3)° T

(i) the fifth curvature, for N > 5, is

ks = ||lus(s) + rawy(s)||
iﬁ
I S G “23 R+ “521)5 (2.104)
K1kak3ky ((Hms) + (K1k4) ) o
+ : P
+(Kaka)

4

so that the sixth coordinate vector is

1
ug(s) = ;5(%(8) + Kauy(s))
f6
B 1 —(k} + K3+ K3+ 3T
K1Kok3Kaks <(f~€1f€3)2 + (51%4)2> e
+ 5 7
+(Koka)

4

©a

(2.105)

The above equations can be generalized for any index i, to give the
curvature x; and the vectors u; by the following expressions:

1 1—1 1—3 i—1
~itl  ~i—1 2 | ~i—3 2

Ki = T -7 E Ky +777- E (Knke)™ — -
,ﬂ‘/ Ii ...l{'/,7
1h2 i—1 n=1 n=1/4=n-+2

(2.106)
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or, equivalently,

ﬁx(%)-{-l
Ky = (=0 by, B
T w,m L
Kik2 - Ri-1 1
and
()’ fix(S5H)+1
J n—1 ~i—2n+2
) = Y -1 b;_ a(s
() = P g (~)" " bima, T 0 a(s)

where b; ,, is given by Eq. (2.40).

From Eq. (2.106), it can be seen that the terms inside the norm operator
form a polynomial of the sensor locations with coefficients given by the cur-
vatures. This polynomial is expressed in a more compact form in Eq. (2.39).
Furthermore, note that the numbers b; ,, satisfying the recursive Eq. (2.41)

can be easily proven by induction.

(2.107)

(2.108)

O



Chapter 3

Differential Geometry of Array
Manifold Surfaces

The locus of all array manifold vectors a(p, ¢) V(p, ¢) forms a surface known
as the array manifold. This is a two-parameter manifold embedded in an
N-dimensional complex space and is formally defined as

M ={a(p,q) € €V, V(p,q) : p,q € Q} (3.1)

where 2 denotes the parameter space. The shape of the surface is very
important. In the same way that the shape of a curve A is uniquely
defined by its curvatures, the shape of a two-parameter manifold (surface)
may be quantitatively expressed in terms of intrinsic geometrical parame-
ters such as the Gaussian curvature Kg(p,q) of the surface (see Fig. 3.1)
and the geodesic curvature k,4(p,q) of the curves lying on the surface (see
Fig. 3.2).

More specifically, for a point a £ a(p, q) on the manifold surface, the
parameters of interest, intrinsic to the manifold surface, together with neces-
sary building blocks of surface differential geometry, will be identified in this
chapter and extended from three-dimensional real space to N-dimensional
complex space. In order to achieve this all the ramifications and subtleties
involved in this process have been taken into consideration.

Thus, it is first necessary to introduce the building blocks of surface
differential geometry such as the manifold metric, first fundamental coeffi-
cients and the Christoffel symbols.

However, to proceed, it is essential to start with two definitions which
will aid in the development of the basic theory. These are

e the definition of a constant parameter curve on M,
e the “regularity” condition by defining the array manifold (surface) as a
“vector” function.

59
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Fig. 3.1 The Gaussian curvature K (p,q) provides information about the local shape
of the surface M in the neighbourhood of a(p, q).

o gervation space

Fig. 3.2 The geodesic curvature kg provides information about a curve on a surface.

Definition 3.1 A constant-parameter curve is defined as the curve that
joins all those points on the manifold surface M corresponding to a constant
value of one of the two parameters p, q.



Differential Geometry of Array Manifold Surfaces 61

Definition 3.2 A regular parametric representation of a surface M is
defined as a vector function

a=a(p,q) (32)

of parameters p and ¢ in the parameter space €2, if and only if Vp, ¢ € €2, the
derivatives &, = da/dp and a, = da/dq exist, are continuous and non-zero
with

rank{[a,, 4]} = 2 (3.3)

The vectors &, and &, at a specific point A on the manifold represent
the tangent vectors to the p- and g-parameter curves respectively passing
through A and also form a basis for the tangent plane to the surface at that
point, i.e.

Tangent plane = £[T] where T =[4,,4]¢c ¢V*? (3.4)

The regularity condition of Eq. (3.3) ensures that a tangent plane exists at
all points on the surface. Note that the basis created by T is, in general,
not orthonormal.

3.1 Manifold Metric

Let a = a(p,q) be the regular parametric representation of a surface M
embedded in an N-dimensional complex space.

Then the (2 x 2) real semipositive definite symmetric matrix G,
defined as

&>, Re{afa
G £ Re {T"T} = ’ {qu} :{gpp’ gp‘ﬂ (3.5)
Re{ajfa, . [la,] Gur: G

is said to be the manifold metric. The elements g,p, gqq, and gp, (note
dqp = Ypg) Oof G are known, in Differential Geometry terms, as the first
fundamental coefficients (or metric coefficients) expressing the magnitudes
and inner products of the parameter-curve tangent vectors and entirely
describing the manifold properties of the surface. For instance, the angle
between the two parameter curves of the surface at a point (p,q) can be
expressed as

.. g
£ (a,,a,) = arccos (pq> (3.6)
(8,,4,) e
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The metric coefficients provide a way of measuring trajectories on non-
Euclidean spaces through the use of weighting coefficients. For example, an
infinitesimal distance on the Euclidean plane is measured by

ds* = da® + dy? (3.7)
whereas on a general non-Euclidean surface it is given by
ds® = gppdp® + 2gpgdpdq + ggqdq® (3.8)

It is also customary to use superscripts to denote the elements of the
inverse matrix G—!

1 [gr g
G = L]qp g1 (3.9)
where clearly
pp _ _ Y944 ag _ _9pp pq _ qap — __9pa 3.10
" =me T de T T e G0

while the following properties may be easily proven:

(i) 9pps Yqq >0
(ii) det(G) > 0 (by Schwarz’s inequality) (3.11)

(iil) Gpp, gpq and g4q are variant under parameter transformation

Note that the metric G is, by construction, a semipositive definite
matrix, i.e.

7Gxz >0, VzeTR? (3.12)

which implies that at some points on the surface M this matrix can possibly
be singular in order to account for the fact that there may not exist a
unique tangent space (L[T]) at each point. That is, at a point (p,q) with
a non-unique tangent space, the matrix G is singular. These points are the
boundaries of the manifold surface.

3.2 The First Fundamental Form

Again, let a = a(p, q) be the regular parametric representation of a manifold
surface M embedded in N-dimensional complex space. Then the differential
mapping da = &,dp + a,dq maps increments dp and dg on the (p,q)
parameter plane on to vector a,dp + a,dq on the tangent plane at a(p,q).
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The scalar Z, defined as

T = |dal® = ||a,dp + &,dq|” (3.13)
— dp| _ . 1
= [dp dq] G [dq] = dp” Gdp (3.14)
with T
dp = [dp, dq]

is known as the first fundamental form and essentially represents the dis-
tance between two neighboring points a(p, ¢) and a(p + dp, ¢ + dg) on the
manifold surface.

Two properties of Z which may be readily established are

(i) Z > 0 with equality when dp = dq =0

3.15
(ii) Z is invariant under a parameter transformation (3.15)

The first fundamental form Z is essential for the evaluation of lengths
of curves, and areas, on the manifold surface. For instance, let a(t) £
a(p(t),q(t)) with t1 < t < ty be a regular curve lying on a surface
a = a(p,q). Then clearly the length of the curve is given by

to I
dt = —dt 3.16
|V (3.16)

It may be similarly shown that the area of a segment W on the surface of
a manifold a = a(p, q) is given by

area of segment = // v/ det(G) dp dq (3.17)
W

to
length of curve = /
t1

da
di

The significance of Egs. (3.16) and (3.17) in relation to the intrinsic
geometry of a surface M will be clarified later on in this chapter. However,
it is clear from Eq. (3.17) that /det(G) dpdg describes an infinitesimally
small area on the manifold surface which is a function of (p,q) and the
array geometry r. Small uncertainties, or variations, in the sensor posi-
tions will invariably result in small variations in the infinitesimal area
v/det(G) dpdg on the manifold at point (p,q). The parameter /det(G)
can hence serve as a tool for detecting the changing shape of the manifold
surface [18].
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3.3 Christoffel Symbol Matrices

In order to investigate the differential geometry of a surface a(p, q), it is
necessary to determine how the non-orthonormal basis T of the tangent
plane varies from point to point on the array manifold. This information
can be expressed in terms of the Christoffel symbols of first kind.

By using the matrix T = [4,,4, ] and its two derivatives T, and T, with

T¢ =dT/d( = [A,., &,;] with (=porg (3.18)

the Christoffel symbols of first kind represent the inner products between
the tangent vectors &, &, (columns of T) and their derivatives (columns of
T, and T,), and are defined as

Tin 2 Re {gffgjk} with 4,j,k=porq (3.19)

Thus there are eight Christoffel symbols of first kind forming the two
Christoffel matrices of the first kind TI'y, and Iy, defined as follows:

Ty 2 Re {’]I‘HTC} = EZZZ gzzj with ¢ =porgq (3.20)

where, due to the symmetry inherent in differentiation,

Ppgp =Tppg and Dggp =Tgpg- (3.21)

Although the differential geometry of a surface can be completely described
in terms of the above symbols, the process may be considerably simplified
by the use of two other matrices I'g, and I's, which are related to the
symbols of the first kind I'y, and T'y4, respectively, in the following way:

N re. 1P
Ty G 'y = Fgg ng with (=porgq (3.22)
p q

These matrices are known as the Christoffel symbol matrices of second
kind and are used as a transformation which provides the infinitesimal vari-
ation of the tangent plane as a point moves on the manifold surface, namely

dT = T(I‘gpdp + ngdq) (3.23)
Once again, due to symmetry,

%, =T¢ and TY =T7, (3.24)
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It is obvious that all Christoffel symbols are functions only of the first
fundamental coefficients g¢;; (¢,7 = p,q) and their derivatives. Thus, for
this reason they play a central role in expressing the intrinsic geometry of
a surface, which is described in the next section.

3.4 Intrinsic Geometry of a Surface

Let us assume that

A2 {a(t) e &V, Vit <t <t} (3.25)

where
a(t) = a(p(t), q(t)) (3.26)

denotes an arbitrary regular curve on a surface M

M ={a(p,q) € €V, Y(p,q) : p,q € 2} (3.27)

where €2 denotes the parameter space.
In order to define the intrinsic geometry of a surface, it is first necessary
to appreciate the concept of an isometric mapping.

Definition 3.3 Isometry: A one-to-one mapping of a surface M on to
another surface M is called an isometric mapping, or isometry, if the length
of an arbitrary curve A; on M is equal to the length of its image A; on M,

where A 2 {8(t) € €K, Vi ity <t <ty}
M2 {a(p,q) € €X, Y(p,q):p,q € Q}

Hence we may think of isometry as the bending of a surface into a
different shape without changing the distance (along the surface) between
any of its points. Consequently, the “inhabitants” of such a surface would
not be aware of any change at all, as their geometric measurements remain
exactly the same. The combination of the above definition with Egs. (3.16)
and (3.17) implies that:

Corollary 3.1 A one-to-one mapping of a surface M on to another
surface M is an isometry if and only if at corresponding points a(p,q) and
a(p, q) the first fundamental coefficients remain unchanged, i.e. g;; = §i;
Vi,j =D, q.

Thus, there is no difference in the measurement of lengths, angles, and
areas on isometric surfaces although the surfaces, when viewed from the
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embedding space, may have entirely different geometric shapes. An iso-
metric mapping is by necessity both angle-preserving (conformal)
and area-preserving (equiareal).

Definition 3.4 Intrinsic Property and Intrinsic Geometry: A
property of a surface which remains invariant under an isometry is
called an intrinsic property of the surface. The totality of the intrin-
sic properties of a surface is known as the intrinsic geometry of the
surface.

Naturally a property of a surface is an intrinsic property if it only
depends on the first fundamental coefficients (and hence the magnitudes
and inner products of the tangents to the surface). The intrinsic geometry
of a surface is completely independent of the space in which the surface is
embedded and is built from solely isometric invariants.

Next, two important features of intrinsic geometry are presented,
namely:

e Gaussian curvature K¢g, and,
e geodesic curvature k.

3.4.1 Gausstan Curvature

By considering the surface as a whole body with intrinsic properties, Gauss,
according to his “Theorema Egregium”, assigned to every point on the
surface a(p, ¢), independently of any specific curve passing through it, a
real number Ko called Gaussian curvature. Research into surfaces has
produced several formulas for K. For example, the Gaussian curvature
for surfaces embedded in the 3-dimensional Euclidian space R? is given

below (see [2]).
(&2) (&2) - (Ga)

Ka(p.q) = 3ei(@) (3.28)

where T £ T'(p, q) is the unique normal to the surface at point (p, q).

As the array manifold is embedded in €V (and not in R?) a unique
normal does not exist to each point and, therefore, Eq. (3.28) cannot be
defined for array manifolds. Here we will only consider the intrinsic for-
mula for the Gaussian curvature which is independent of the normal space.
For instance, an intrinsic formula for the Gaussian curvature, Kqg(p,q),
of a surface, can be shown to be of the form [17] (also known as the
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curvature scalar):

1 (2d29pq _ 4> gpp - dzgqq)
2

Ke(p.q) = 1 dpdg  dq? dp? (3.29)
G\DP,q) = det(G) " Z gij det lFi,pq Fi,pp] .
43=P.q jaa Liap

The above expression may be more compactly represented in terms of the
Christoffel symbols:

d d
1 d7p P,9q d7q P,qp
KG(p7 Q) = m + coly {]_-‘QP}T coly {qu} (330)

— C012 {ng}T C011 {I‘lp}

where col;{matrixz} denotes the ith column of the matriz.
Here the following intrinsic formula is used, adapted from [19], and
expressed as a function of the metric G as follows:

\/det(G) \/ det(G)
1 d( 9pp ng d 9pp ng
Ka(p,q) = — — 3.31
o9 0) =~ s W i (331)

where ng, ng are elements of the 2 x 2 real matrices I'y;, and I'y,.
The sign of the Gaussian curvature of Eq. (3.31) or (3.29), provides
an indication of the local shape of the surface in that neighborhood.

For instance, the surface around a point (p, q) is locally:

o elliptic, if Kg(p,q) > 0 (the whole neighborhood of the surface at the
point considered lies on one side of the tangent hyperplane),

e hyperbolic, if K¢ (p, q) < 0 (one part of the surface at the point considered
lies on one side of the tangent hyperplane and the other part on the other
side),

e cither parabolic or planar (i.e. flat), if Kg(p,q) = 0 (there is a straight
line of the surface, lying totally on the tangent space).

Example 3.1 The following lists a number of surfaces in R® and their
respective Gaussian curvatures:

(a) Sphere of radius R: Kg = 1/R? = Surface is elliptic at every point.
(b) Cylinder or Cone: K = 0 = Surface is parabolic at every point.
(¢) 2-D plane: K¢ = 0 = Surface is flat at every point.
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If the Gaussian curvature at a point on the manifold is a positive num-
ber, the local neighborhood of that point is equivalent to the local neigh-
borhood of a point on a sphere of radius 1/1/Kg. Also note that surfaces
which have a constant Gaussian curvature at every point (e.g. Parts (b) and
(c) of Example 3.1 above — a zero Gaussian curvature at every point) are
said to be developable surfaces and will be discussed later in Section 3.5.

Apart from defining the local shape of a surface, the Gaussian curva-
ture has important implications with regards to isometric mappings. For
example,

two surfaces which are related by an isometric mapping must
have the same Gaussian curvature at corresponding points
(since K¢ is an intrinsic property)

The converse of this is in general not true. However if two surfaces have
the same constant Gaussian curvature, then any two sufficiently small
neighborhoods of the surfaces are related by an isometric mapping. In
particular

o if K (p,q) = constant, ¥(p, q) then, using Minding’s theorem [19] which
states that two surfaces of the same constant curvature are locally
isometric, we have the following cases:

(1) if Kg =0, the surface M is isometric with the plane,

(2) if Kg > 0, the surface M is isometric with a sphere of radius
1/VKg, and

(3) if K¢ < 0, the surface M is isometric with a surface of revolution,
called a pseudo-sphere, determined by the value 1//—Kg.

As a result, developable surfaces for which K¢ = 0 are the only surfaces
that can be mapped isometrically onto a plane. This feature will be used
later in Section 3.5.

3.4.2 Curves on a Manifold Surface: Geodesic Curvature

The Gaussian curvature, discussed in the previous section, and the geodesic
curvatures are the two most important parameters of the intrinsic geometry
of a surface. This means that these two parameters remain invariant under
an “isometry” (see Corollary 3.1, page 65).

In this section we will focus our attention on geodesic curvature x,(s)
which is the final differential geometry parameter of interest to be presented
in this study, and is associated with curves lying on the manifold surface.
However, initially the arc length of a curve on the manifold surface should
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be defined and then, in order to understand the significance of kg4(s), the
geodecity concept should be introduced.

3.4.2.1 Arc Length

The arc length s can be interpreted in physical terms as the total distance
covered by a person travelling along a certain path on a certain landscape.
For a curve A,

A 2 {at)e eV, Vt:te Q) (3.32)
where

a(t) = a(p(t),q(t))

on the array manifold surface M, the arc length s is the total distance
travelled along the curve A; from an “initial” point (p(t1),q(t1)) to the
“current” point (p(t2), ¢(t2)) under consideration. Its expression as a func-
tion of the manifold metric is, based on Eq. (3.16):

2 [dp” dp
arc length  : s= / —= G—=dt (3.33)
(curve on a surface) t1 dt dt

dp dq]"
dt’ dt

where

p=[p(t),q(*)]" and, hence, e = { (3.34)

dt

3.4.2.2 The Concept of Geodicity

It is well known that the curve with the minimum length between two
points in an Euclidian space is a straight line. This concept is extended
to a curve connecting two points on a surface and the curve of minimum
length belonging to the surface is called a geodesic curve (equivalent to a
straight line in a plane). By considering a curve on a surface connecting
two points, the closeness of this curve to a geodesic curve can be assessed
by means of the geodesic curvature, k4, with k4 = 0 corresponding to a
geodesic curve. That is,

geodesic curve <= a curve with kg =0 (3.35)

3.4.3 Geodesic Curvature

We have seen that geodesic curves on an arbitrary geometric surface gen-
eralize the notion of a straight line in Euclidean geometry. It is also known
that a straight line a(t) = z + ty is characterized by zero curvature or
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acceleration k1 = ||a”|| = 0. Following this line of reasoning, the intrinsic
acceleration, or geodesic curvature, of a curve is defined as follows:

Definition 3.5 Geodesic Curvature: The geodesic curvature x4 of a
curve a(t) on a surface M is equal to the component of the curve’s first
curvature k1 along the tangent plane to the surface at every point along
the curve.

Clearly the geodesic curvature is a function of the first fundamental
coeflicients only and is consequently preserved under an isometric map-
ping. This implies that an isometric mapping is by necessity also a
geodesic mapping.

Following the above definition, we reach the same conclusion as that of
Eq. (3.35), i.e.

a geodesic curve on a surface M may be defined as a curve
whose geodesic curvature is zero at every point along its
length

For example, since for a geodesic curve the direction of acceleration is
always orthogonal to the surface, the inhabitants of a surface perceive no
acceleration at all — for them the geodesic is a “straight” line.

It can also be shown that in the neighborhood of a point A on a surface,
there exists a unique geodesic through A in any given direction. Conse-
quently a unique geodesic joins point A with every point B in its neighbor-
hood. Furthermore, the geodesic defines a unique arc of minimum length
between neighboring points A and B. The converse is also true in that if
a(t) is an arc of minimum length between any two points on a surface, a(t)
is a geodesic.

The geodesic curvature can be estimated (for proof, see Appendix 3.7.1)
by the following expression:

Kg(s) = /det (G) p

0 1
[1 0} (0" + (Tapp’ + T2q') D) (3.36)

where
p = [p(s),q(s)]"

where s is the arc length of the curve under consideration. From Eq. (3.36),
a geodesic curve, i.e. a curve for which the geodesic curvature is invariably
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zero, must satisfy the equation:

P’ + (Topp’ +Toq')p' =05 V(p,q) (3.37)

Equation (3.37) is a system of two simultaneous equations which are the
well-known geodesic differential equations (page 64 [19]).

It is clear that the computation of both the Gaussian and geodesic
curvature parameters (see Egs. (3.31) and (3.36)), involves the elements of
the Christoffel Symbol matrices of second kind I'g, and I'y,.

It is also clear that the general expression for the geodesic curvature
kg of an arbitrary curve on a surface is rather involved but can be con-
siderably simplified for the special case of constant-parameter curves [2]:
Let us denote a “p-parameter curve” (or simply p-curve) on the surface M
corresponding to a constant value of ¢ = ¢, as

Aple, = 1{alp, o) € eV, Vp:peQ,,q, = constant} (3.38)
and, in a similar fashion, a “g-parameter curve” (or simply g-curve) as
Agip, = {a(po, q) € eV, Vq:q € Qy, po = constant} (3.39)

Different values of ¢, (or p,, accordingly) generate a family of curves having
the same properties covering the whole of the manifold surface M. Thus,
there are two such families of curves providing two alternative ways of
treating the manifold surface. These are

e the family of p-parameter curves

M= {Ap‘qo, Vo i ¢o € Qq} (3.40)
e the family of g-parameter curves

M= {Agp., Yo :po €Ny} (3.41)

Both families of p- and g-curves can be used to describe the manifold
surface M but different parametrizations of the surface provide families of
curves with different properties.

Note that if two families of curves are orthogonal and one family consists
of geodesic curves, then these two families constitute a set of what is known
as “geodesic coordinates.”

Based on the above definitions and using Eq. (3.36), the geodesic cur-
vature kg4, for p-curves (i.e. curves of constant parameter ¢ = ¢,) of an
array manifold can be shown, using dq/ds = 0 and dp/ds = 1/,/gp,, to be
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equal to

det (G
Kgp = kig(P,do) = 93( )Ff;;, (3.42)

pp

Similarly, for the g-curves (i.e. curves of constant parameter p = p,), using
dp/ds = 0 and dq/ds = 1/,/Gqq, the geodesic curvature kg 4 can be found

to be
det (G
Kg.q = Fig(Po,q) = —4 | g?,( )Ff;; (3.43)
qq

Thus an alternative approach is produced by treating the manifold

surface as a family of curves which fully covers and describes the corre-
sponding surface.

In this book (Chapters 4 and 5), two different array manifold
parametrizations, having significant differences, will be studied. Each
parametrization treats the same array manifold M, using two different
families of curves with diverse properties. These are

e the (6, ¢) parametrization (or, azimuth-elevation parametrization),
e the («, §) parametrization (or, cone-angle parametrization).

3.5 The Concept of “Development”

In Section 3.4.1, we have seen that by examining the sign of the Gaussian
curvature K¢ of the array manifold it is possible to study its shape. It is
recognized that apart from the fact that the Gaussian curvature offers an
indication about the manifold shape, its importance is enhanced by the fact
that if it satisfies certain stringent conditions (valid for a very broad class
of arrays) the geodesic mappings of the individual manifold curves result in
a consistent mapping of the whole manifold on the parameter plane, called
the development of the manifold (see Fig. 3.3), which is defined as follows:

Definition 3.6 Development: Let A; be a differentiable curve lying on
the manifold M expressed in terms of a parameter t as follows:

A, = {a(t) £ a(p(t),q(t)) € €V, V(:t € Q) (3.44)

Furthermore, let s(¢) be the arc length along A, given by Eq. (3.33). The
development of A, on the plane R? is the plane curve

Ag={a,(t) e R? Vt:teQ:} (3.45)
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A .9 =’constan<:

A K0
g t g’

I B
1

a(p(1),q(1))
Origin \

Distortionless
Mapping
K (1) =r,(0)

Fig. 3.3 The concept of “development.”

with curvature k4(t) and arc length s4(¢t) given by

ka(t) = kg(t) and  sa(t) = / w7l (t) dt (3.46)
where

Kg(t) = ky((p(t),q(t))) = geodesic curvature of A,

Thus, the curvature x,4(t) of the development of a manifold
curve A, is the geodesic curvature of that curve. The motivation
behind the conservation of the geodesic curvatures is to maintain the char-
acteristic that the shortest path between two points on the surface maps
to a straight line on the plane (i.e. the shortest path on the development),
otherwise the development will represent a “distorted” surface.

The relation between the Gaussian curvature and the “development”
is addressed by Beltrami’s theorem [20,21]. This theorem states that if a
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surface is mapped to another surface and the mapping is such that geodesic
curves in one surface are mapped onto geodesic curves in the other sur-
face (geodesic mapping) then if one surface has a constant Gaussian cur-
vature the other must also have a constant Gaussian curvature, in order
to have a distortionless mapping. Surfaces of constant K are known as
“developable” surfaces [17]. Thus the condition for the development® to
exist is K¢ to be constant V(p, ¢), since a manifold surface M with a vary-
ing Gaussian curvature K cannot be adequately mapped onto the plane.

3.6 Summary

In this chapter regularly parametrized differential surfaces, embedded in
¢V which may represent the locus of array manifold vectors, have been
studied in terms of two generic parameters p and ¢. Thus for a point a(p, q)
on a manifold surface M in €V the main intrinsic geometry parameters
have been presented with main emphasis given to

e the Gaussian curvature K¢ of M, and,
o the geodesic curvature x4 of a curve A lying on M.

Then a manifold surface was treated as a family of curves on the sur-
face M. This treatment is very convenient as it permits a unified framework
for the analysis of the linear and non-linear array manifolds. Furthermore,
to provide a simplified representation of the analysis, with many potential
benefits, the class of developable surfaces has been identified and the con-
cept of the development has been introduced. This concept will be employed
in the next chapter to map the array manifold surface, embedded in a com-
plex N-dimensional space, on to a real parameter plane whilst preserving its
main intrinsic geometry properties and characteristics. This has potential
to simplify the analysis of array manifold surfaces.

3.7 Appendices

3.7.1 Proof of Eq. (3.36) — Geodesic Curvature

Consider the locus of the manifold vectors a(p, q), ¥(p, q), forming the sur-
face M embedded in €. Consider a curve A

A2 {a(s)eeV, Vs:seQ,} (3.47)

INote that the “development” is on a plane and planes have constant (equal to zero)
Gaussian curvature.
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where
a(s) = a(p(s), q(s))

lying on M and let us define p(s) = [p(s), q(s)]" where s is the arc length
of the curve. Then the tangent vector at a point (p(s),q(s)) on the curve
A is given as follows:

da(s)
/ = = — T /
a ds b
where T = [a,, &,] € €V*2 such that L[T] is the tangent space to

the manifold surface at (p(s), q(s)). Furthermore, let us define the matrix
B = [by, by] € €¥*2 as an orthonormal basis for the space L£[T] with b;
chosen to be equal to a’/||a’||. This gives the expression:

B = [b), by] = TE,H (3.48)
where
1 det (G)  gpq s
E,=—— € R~ 3.49
D dot (G) Gpp 9pp ( )
0 Ypp

is the Gram-Schmidt orthonormalization matrix, such that the first col-
umn of TE,, is the basis vector &,/[|a || and the matrix H € R**? is the
orthogonal rotation matrix:

cosy —singy
H = 3.50
[sin Y cosy } (8:50)
where ¢ is the rotation angle between the tangent vector to the p-curve a,
and the tangent vector to the curve under consideration a’:
Re{aa’
¢ =4 (4,,a") = arccos .{77197/} (3.51)
[EMIEY]
By projecting the second derivative
d(@) dTdp _d°p
" A = = £
a ds ds ds + ds? (3:52)

of the manifold vector at (p(s),q(s)) onto the subspace L[B] (note that
L[B] = L[T]), we have

]P)]Bg” = Iilbl + KQQQ (353)
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where Py = B (IBH]B) "' BH is the projection operator. The coefficient of b,,
that is kg, is defined as the geodesic curvature of the curve at (p(s), g(s)) and
represents the component of a” in the direction of b,. Hence its expression is

ry = Re{bfa’} (3.54)

The vector b = [0, 1]7 will be used for notational purposes such that
by = Bb. Substituting the expressions of b, and a” into Eq. (3.54) gives,
after some manipulation:
dp dg\ dp d°p
=b"H'EIG{ (Top— +Tog— | =+ —5 ¢ 3.55
rig(s) = b p s t ds ) ds + ds? ( )
In Eq. (3.55) the term QT]HITE;G can be simplified to y/det(G) - [-p', ¢'],
providing

AT
Kg(s) = v/det (G) |:_qZI):| ((F2pp/ + r2qq/) B/ + EN) (3.56)

O



Chapter 4

Non-Linear Arrays:
(0, ¢)-Parametrization of Array
Manifold Surfaces

It is common practice to express the direction of array signals in terms of
azimuth angle 6 and elevation angle ¢. In this case the response vector of
an array of N omnidirectional sensors is (see Eq. (1.22))

v

(0,¢) = exp (—jr"k (0, ¢)) (4.1)

where r is the matrix with columns the sensor location and k(6, ¢) is the
wavenumber vector given by Eq. (1.3). Thus by using the directional param-
eters (0, ¢), instead of the generic parameters (p, ¢) of the previous chapter,
the two-parameter array manifold M of Eq. (3.1) becomes

M ={a(0,¢) € €V, V(0,¢): (0,¢) € Q} (4.2)
where
Q={(0,¢):06¢€[0°360°) and ¢ € [0°,90°)}

The aim of this chapter is to demonstrate the feasibility and potential
benefits of the theoretical framework presented in Chapters 2 and 3 by
examining various non-linear arrays of omnidirectional sensors. However,
in order to proceed, the following derivatives of the wavenumber vector
k(0, ¢) are required

k, = m[— sin 6 cos ¢, cos  cos ¢, 0]T
first derivatives: { .. | ¢ ¢0) (4.3)
k, = m[— cos0sin ¢, — sin fsin ¢, cos #|"
kyp = m[— cos B cos ¢, —sin 0 cos ¢, 0]
second derivatives: k9¢ = 730 tan ¢ (4.4)
k¢¢ = —k(@, ¢)

7
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where the following notation has been used

dk (0, ¢)

2
dp

p pq dp dq
with

(p and q) = (6 or )

4.1 Manifold Metric and Christoffel Symbols

For an azimuth-elevation array system of omnidirectional sensors the func-
tion a = a(6,¢),v(0, ¢), provides a reqular parametric representation of
the manifold surface M. With M embedded in an N-dimensional complex
space, the manifold metric G is a function of the array geometry r and
given by the following expression

G — {9997 gqse]
96¢, Yoo
= [ka k¢]T”'T[k0 kq&] (4.6)

Thus, for arrays of omnidirectional sensors, the elements of the metric G
can be computed as

Opq = kjrerq where p and q=46 or ¢ (4'7)

while the Christoffel symbol matrices are

r =Ls,00
~ =Tg, 40
T e —_—N—
korrikoy, —gestano
T = .T .
k¢ I'I'Tkge’ —Jop tan 0]
—_—
L =I4,00 =Is,006
First kind: { and (4.8)
= =T',4¢
‘ N T  T7
—gootang, —k'rr'k,
'y = T e
—goptang, —k'rr'k,
=Ls.00 =Ts,06
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—r¢
»0
0 X
Iy, —tang
Iy = o
YN
Second kind: { 204 (4.9)
C o,
——
— tan ¢, ngb
Loy = o
0, Ty,
—~—
=ry,

It should be noted from Eq. (4.9) that Fﬁd) = 0. This simplifies the
Gaussian curvature of Eq. (3.31), for a 3D array of N-omnidirectional

sensors, to
0 = — .
Ke(8, ) IO ( s F99> (4.10)

which, in general, is not constant and, as it can be easily proven, can-
not be negative (i.e. Kg(0,¢) > 0,V(0,¢)). This leads to the following
theorem.

Theorem 4.1 The manifold surface of an array of N-omnidirectional
sensors of arbitrary geometry is never hyperbolic. It is elliptic and embedded
in an N-dimensional complex space.

In Chapter 3 we have stated that surfaces of constant Gaussian cur-
vature are known as “developable surfaces.” As Kq(0,¢) of Eq. (4.10)
is in general positive or zero, but not constant V(6,¢), the array man-
ifold of omnidirectional sensors is not a developable surface. Therefore,
the existence of the “development” (see Definition 3.6, page 72) is not
guaranteed. However, for some array geometries, the Gaussian curvature
of Eq. (4.10) is constant. Array geometries which have been identified to
satisfy this condition include all planar arrays as well as a special class of
three-dimensional (3D) arrays, known as 3D-grid arrays which are defined
and discussed next.
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4.2 3D-grid Arrays of Omnidirectional Sensors

Definition 4.1 — 3D-grid arrays.! A three-dimensional array geometry
of omnidirectional sensors is said to be a 3D-grid array if and only if the
following expression is satisfied:

rr’ = p’I3 where p € R (4.11)

Thus, in 3D-grid arrays the vectors r, r,
but also have the same magnitude. The following theorem is concerned
with the shape of the manifolds of 3D-grid arrays. To prove this theorem
it suffices to show that these arrays have constant and positive Gaussian
curvature.

and r, are not only orthogonal

Theorem 4.2 The manifold surface of a 3D-grid array of N-
omnidirectional sensors is spherical with radius wp (and hence developable)
embedded in an N -dimensional complex space.

Example 4.1 The 8-element cube array with all sides equal to one half-
wavelength is a 3D-grid array and has a spherical manifold with Gaussian
curvature (27)71, or radius v/27 half-wavelengths.

Table 4.1 summarizes the results of the array manifold parameters for
3D-grid arrays.

Table 4.1 Manifold parameters of 3D-grid arrays.

Intrinsic Parameter Expression
2 0
G 5 o |cos® @,
(Eq. (3.5)) e [ 0, 1
det(G) prrdcos? ¢
Ty p?m? cos ¢psin ¢ {(1)’ _01}
(Eq. (3.20), (¢=9)) ’
Tyg p?7? cos psin ¢ [_01’ 8:|
(Eq. (3.20), (¢=9)) ’

FQG |: 07 — tan ¢:|
(Eq. (3.22), (¢=9)) cos ¢sin ¢, 0

T {7 tan ¢, O:|

2¢
(Eq. (3.22), (¢=¢)) 0, 0
1
Ke 2.2
(Eq. (3.31)) pAm

13D-grid arrays are also known as 3D balance symmetric arrays.
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4.3 Planar Arrays of Omnidirectional Sensors

A planar (2D) array can be seen as a special case of a 3D-array where all
the elements of the last (3rd) row of the matrix r are zeros (i.e. r, = Oy).
In this case, the term rr” has the following form

L, Qz C1, C2 2% 2
here L = 4.12
{0%«, O} where L% CJ ER ( )

Furthermore, if L = p?I, with p € R, the planar array is said to be a
2D-grid array (or 2D balance symmetric). Fig. 4.1 shows some examples of
2D-grid array geometries.

Theorem 4.3 The Gaussian curvature Kg of the two-parameter mani-
fold of a planar array of N-omnidirectional sensors is constant at every
point and equal to zero.

Proof. A proof of this theorem is given in Appendix 4.7.1. O
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Fig. 4.1 Examples of 2D-grid array geometries.
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Fig. 4.2 Manifold Surface M of a Planar Array parametrized in terms of (6,¢). This is
a developable manifold-conoid generated by rotating a ¢-curve (geodesic curve) around
the apex.

Thus according to Theorem 4.3, the Gaussian curvature K¢ of a planar
array is identically zero (wherever defined). Hence, the manifold of a planar
array is, what is called in differential geometry, flat or parabolic of conoid
shape with the apex at point ¢ = +90° (see Fig. 4.2). It is important to
note that the “flatness” does not imply that there exist straight lines, as in
the case of a surface in R3. It means that such surfaces can be generated by
rotating a passing curve, which should have the special property of being
geodesic, around an apex point. In this case the ¢-curves are shown to
compose a family of geodesic curves passing from a singularity point, i.e.
the apex of the developable manifold-conoid as illustrated in Fig. 4.2.

Furthermore, because K never takes positive values, the manifold can-
not be closed. According to Beltrami’s theorem, since K¢ is constant, the
manifold is a developable surface. Based on the above discussion the fol-
lowing theorem, concerned with the shape of the manifold of an array of
omnidirectional sensors, can be easily proven.

Theorem 4.4 The manifold surface of a planar array of N-
omnidirectional sensors is a conoid lying on a hypersphere of radius v N
embedded in an N -dimensional complex space.

Table 4.2 summarizes the results of the differential geometry parameters
of planar arrays of omnidirectional sensors together with their correspond-
ing simplified expressions for the case of 2D-grid arrays.
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Table 4.2 Manifold parameters of planar arrays.

Intrinsic Parameter 2D General Arrays 2D-grid Arrays
2
G [999, 9¢>9} 22 {COS é, . 02 }
(Eq. (3.5)) 966> Yoo 0, sin® ¢
7T4
det(G) T det(L) sin?(2¢) prrt cos? ¢psin? ¢
9o
" e —ggotang 0. -1
Ty g‘d{lf p?7? cos psin ¢ L’ 0 ]
(Eq. (3.20), (¢=0)) » —Yogp tan g ’
tan ¢
9o
—goo tan ¢, tiqs 1. 0
Ty g‘gf p?7? cos psin ¢ { 0 ’ 1]
= - tan ¢, )
(Ea. (3.20), (¢=¢)) gop tane, s
0, —tan ¢ 0, —tan¢
T'ap 1 0 - 0
(Eq. (3.22), (¢=0)) tan ¢’ tan ¢’
—tan ¢, 0 —tan ¢, 0
oy 0 1 0 1
(Eq. (3.22), (¢=9)) ’ tan ¢ ’ tan ¢
Kg 0 0

(Eq. (3.31))

Based on the results presented in Tables 4.1 and 4.2 a number of com-
ments can be made. For instance, the Gaussian curvature of 3D-grid arrays
is always positive and constant whereas for planar arrays it is always zero
(constant). This implies that the array manifold of a 3D-grid array is iso-
metric with a sphere of radius pm while the manifold of a planar array is
isometric with a plane. In addition, for all 2D-grid and 3D-grid arrays, the
manifold metric G is a diagonal matrix. The determinant of this matrix is
given by the 2nd row of Tables 4.1 and 4.2 and can be easily proven for grid
arrays. For planar arrays, the proof of det(G) = %4 det(IL) sin(2¢) is given
in Appendix 4.7.2. All these expressions indicate that the determinant of
the manifold metric G is independent of the azimuth angle 6.

4.4 Families of - and ¢-curves on the Manifold Surface

The array manifold can also be described and analyzed by treating this
surface as one of the following two families of curves:

(1) the family of §-parameter curves defined as

{Ae\%v v¢o : ¢0 S Q¢} (413)
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where A, ,  denotes the “f-curve” on the surface M corresponding to
a constant value of ¢ = ¢, represented as follows:

A, ={a(8,¢,) €, V0:0¢cQy, ¢, = constant} (4.14)

0ldo

(2) the family of ¢-parameter curves defined in a similar fashion as

{A,,, Vb,:0,€Q} (4.15)

6100
where
A, .. ={albo,¢) € eV, Vo g€ Oy, 6, = constant}  (4.16)

with Qp £ [0° to 360°) and Q4 £ [0° to 90°). Note that

M={A,,., Voo :do€Qs} ={A,,, Yo:0,€Q}  (417)

0lo”
Figure 4.3 shows an illustrative representation of one “6-curve” and one
“¢-curve” lying on the array manifold surface M.

These two curves lying on M can be analyzed using the geodesic cur-
vature. The geodesic curvature is one of the most important parameters
of the intrinsic geometry of a surface. In particular this parameter is asso-
ciated with curves lying on the surface and remains invariant under an
“isometry.”

Fig. 4.3 An illustrative example of a f-curve and a ¢-curve on the manifold surface M.
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It can be proven that all 3D and all planar arrays have zero geodesic
curvature for the ¢-curves. This implies that

Kg,6 = 0 <= ¢-curves = geodesic curves (4.18)

Furthermore, the geodesic curvature kg4 ¢ for the -curves for 3D-grid and
2D-grid arrays is constant (depending on ¢,) but is not zero. Hence

kg0 7 0 <= f-curves # geodesic curves (4.19)

while constant x4 ¢ implies that the development of the ¢-curves of grid
arrays are circles whose radius is a function of ¢,.

Using Eq. (3.42) it can be proven that for a general planar array the
geodesic curvature kg ¢ is given as follows

det (G) 1
939 tan ¢,

Kg,0 = (4.20)

and this may not even be constant. The above results are summarized in
Table 4.3.

Table 4.3 Geodesic curvature.

Curve Kg 3D-grid Arrays Planar Arrays 2D-grid Arrays
tan ¢, det (G) 1 1
A0‘¢0 Kg,0 2 3 o
pT Jge tango P COS Po
.Aqb‘go Kg,¢ 0 0 0

(hyperhelix)

For the 2D-grid and 3D-grid arrays, the off-diagonal elements of the
manifold metric G (i.e. gog, geo) are zero (see Tables 4.1, 4.2) and hence
the #-curves and ¢-curves are orthogonal and constitute geodesic coordi-
nates i.e.

(f-curves) L (¢-curves)

= geodesi dinat 4.21
(¢-curves) = geodesic curve} geodesie COOTCNAtes (4.21)

Figure 4.4 shows an illustrative representation of a planar array manifold
surface and its families of 6- and ¢-curves as geodesic coordinates.

Theorem 4.5 The geodesic curves (¢-curves) on the manifold surface
are complex hyperhelices embedded in & .
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Fig. 4.4 Families of 6-curves and ¢-curves on the manifold M of a planar array.

Proof. Eq. (4.1), for constant 6 (of value 6p), can be expressed as

a(bo, ¢) = exp(—jn(r, cost, +r, sinb,) cos ¢)
= exp(—jnr(0,) cos ¢) (4.22)
where

r(0,) = r, cost, +r, sinb, (4.23)

which matches Eq. (2.27) for r = r(6,), p = ¢ and v = 0. However,
hyperhelical curves, such as ¢-curves, have all their curvatures constant,
independent of the parameters (6, ¢), as shown in Chapter 2. |

Hence hyperhelical curves on the manifold surface M are not only ana-
lytically “convenient” but also geodesic curves. Overall it may be concluded
that, although both families of curves can be used to describe the manifold
surface M, the f-curves are the more complicated of the two families.

Corollary 4.1  All members of the family of ¢-curves of planar arrays are
identical apart from their length l,, and position in complex N-dimensional
space.

It is immediately apparent that

a(¢ ] 0) =a(e| 0+ 180°) (4.24)
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e B-CUTVES !
—— ¢-curves

Fig. 4.5 TIllustration of composite curves on the array manifold surface.

which implies that the two ¢-curves at 6 = 6, and 6§ = 6, + 180° have the
same length and curvatures. As illustrated in Fig. 4.5, these two ¢-curves
can be considered as a continuation of one another, forming a composite
¢-curve having a hyperhelical shape of double the length of the original
curves. That is

A, oo A, 611500 = COmposite curve (4.25)
(I of Awo) = (Iy of A¢|eo+1so°)
= (s(90%), Eq. (2.28)) = 7| ()] (4.26)
(Im of composite curve) = 27 ||r (6,)|| (4.27)

4.5 “Development” of Non-linear Array Geometries

In Section 3.5, “development” has been described as a local mapping which
represents a complicated surface (embedded in a multidimensional complex
space) as a simpler surface. This representation would simplify the analysis
of array manifold surfaces and consequently of array systems. The simplest
surface, from a conceptual point of view, is the real plane. In order to be use-
ful, this mapping should preserve the main characteristics of the manifold
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surface. For instance, a manifold surface with a varying Gaussian curva-
ture cannot be adequately mapped onto a plane. Therefore K should be
constant. Also, the transformation should map geodesic parameter curves
on the manifold surface onto straight lines on the real plane which are
the geodesic curves of the plane (geodesic mapping). Based on the above
discussion, such a mapping is provided below as a theorem.

Theorem 4.6  Consider an arbitrary point, (0,¢), on the manifold sur-
face of an array of N sensors. The image of the point (0,¢) on the real
parameter plane is given by

+f0 9’6 (9, @) cos(9)dI
Yo(®) + J #45(0, 6) sin(v)dv
where kq9(0,¢) is the geodesic curvature of the 0-curves on the manifold
and xo(®) and yo(P) € R are the integration constants such that:

T0=—3 [y ge(ﬁ @) cos(9)d? and yo=—3 [ K g(, (9, @) sin(9)dv

The locus of the images D(6,¢)V(0, ¢) is said to be the development® of
the manifold and has the following properties:

D(0,¢) = € R? (4.28)

(i) It exists if and only if the Gaussian curvature of the manifold surface
18 constant.
(i) The arc length s4(0, ¢,) of O-curves on the development is given by

salb.6.) = [ 1,506, 9 (1.29)

P
(ii) The curvature of the 0-curves on the development is equal to the
geodesic curvature Kkq.0(0, do) of the 8-curves on the manifold surface.

Proof. The proof is given in Appendix 4.7.3. ]

Note that the expressions for the integration constants assume the prop-
erty rg.0(0,00) = kg9(0 + 7, ¢o) (which is generally valid), and have the
effect of shifting the curves to a common centre, i.e.

D(0,¢) +D(0+m,¢) =0 (4.30)

The first condition of the theorem (i.e. K = constant) is valid for 3D-grid
and all planar arrays, which implies that these arrays are “developable,”
with their “development” expressions summarized in Table 4.4.

2More on “development” and “developables” can be found in [17].
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Table 4.4 Development of Grid and Planar Arrays

. pr sin 0
3D-grid D (0,9) = tan ¢ |:— cos 9:|

D(0.) = mcosd | [0 f(9)cos9dd — L [T (9) cosDdY
= Vet (L) | ¢ £ (9)sinddd — L [ f (9) sinvdy
2o Bey
—~
Planar HEIHQ7 fffy
with L = T 2
e, o
A N——
Leo 2

and f(0) 2 \/(03 cos2 9 — 2ca cos¥sin ¥ + ¢; sin? 19)3

sin6 |

2D-grid D (0,p) = pcos ¢ [_ cosf

Example 4.2 Figures 4.6, 4.7 and 4.8 provide the development of rep-
resentative 3D-grid, planar and 2D-grid array geometries. For instance the
development of a 3D-grid array with sensors located on the eight vertices
of a cube of side one half-wavelength and with reference point the centre
of the cube (array centroid) is shown in Fig. 4.6. For the planar array with
the positions of the sensors, in half-wavelengths, as given below:

-21 -11 04 09 19
r=|-24 11 06 —-04 1.1 (4.31)
0 0 0 0 0

the development is shown Fig. 4.7, while the development for a 5-sensor
uniform circular array (2D-grid array) of radius one half wavelength is pre-
sented in Fig. 4.8.

It is clear that the manifold M of a planar array is mapped on the
parameter plane (6, ¢) as a system of homocentric ellipses while if the array
is a grid array (2D-grid or 3D-grid) this mapping has a circular shape
and is “geodesic” mapping. In the case of 2D this is also an “isometric”
mapping. In other words the grid arrays have circular development for the
f-curves implying that the geodesic curvature of these curves is constant.
The development of the ¢-curves, which are geodesic curves on the surface,
are straight lines. The development of §-curves for general planar arrays
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Development for 3-D Grid Array
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Fig. 4.6 6-curves and ¢-curves development of the manifold of a 3D-grid array with
sensors located on the eight vertices of a cube of side one half-wavelength and with
reference point the centre of the cube (array centroid).

have an ellipsoidal shape with the two main axes at angles 1o and ¥y +7/2
with respect to the x-axis where:

Po = %tan*l <2i> (4.32)

€1 —C3

with ¢; denoting the elements of the matrix L, i.e. L = {2; zi] . Indeed the
angle 1y can be found by examining the points of extremum curvatures.
Since the curvature of the development is equal to k49, the geodesic cur-
vature of the #-curves of the planar array manifold is differentiated with

respect to 6 and equated to zero:

ngg
do
d(c3 cos? by — 2¢, cos g sin g + 1 sin? ) ~3/2

dibg

=0 (4.33)

=0
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Development for Planar Array
6=180°
A)

10

-10 -

15 -10 5 0 5 6=0° 99

Fig. 4.7 6-curves and ¢-curves development of the manifold of a planar array of 5-sensor

with positions given by Eq. (4.31).

& (e3cos® 1y — 2¢y cos g sin g + ¢; sin® 1/10)*5/2

X ((e1 — ¢3) sin(2¢hg) — 2¢q cos(2¢hg)) = 0
to yield two equations as follows:

c3 cos? 1)y — 2¢a cos Yy sin g + ¢; sin? Yo =10
<~ or
(c1 — ¢3)sin(2¢hg) — 2¢2 cos(24)p) =0

Considering the first equation of Eq. (4.34):

€3 cos2 by — 2¢9 cos Yo sin g + ¢ sin g = 0

(4.34)

the discriminant gives —4 det(IL) < 0. Hence the first equation has no solu-

tion. The second equation gives

202

tan(2o) = ———

1 2
and hence 1)y = = tan~! (i)
€1 —C3 2

€1 —C3

(4.35)
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Development for 2-D Grid Array
6=180°

Fig. 4.8 6-curves and ¢-curves development of the manifold of a 5-sensor uniform cir-
cular array (2D-grid array) of radius one half-wavelength.

Fig. 4.9 Orientation of the “development” of #-curves — axes at angles 1o and 19+90°.
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4.6 Summary

A number of differential geometry parameters have been estimated for
3D and planar arrays of omnidirectional sensors parametrized in terms of
azimuth and elevation angles. The main results are summarized as follows:

e The manifolds of 3-dimensional arrays of arbitrary geometry are locally
elliptic (K¢ > 0,V(6, ¢)),

e The manifolds of 3D-grid arrays are spherical (K¢ = constant, V(6, ¢)),

e All planar arrays have a manifold of conoidal shape (Kg = 0,V(6, ¢)),

The family of the ¢-curves is a family of geodesic curves for all grid and

planar arrays,

The 6-curves are not geodesic curves,

The ¢-curves have a hyperhelical shape,

f-curves and the ¢-curves constitute a system of geodesic coordinates,

For planar and grid arrays the development of ¢-curves are straight lines

while the development of §-curves have an ellipsoidal shape.

4.7 Appendices

4.7.1 Proof that the Gaussian Curvature of an
Omni-directional Sensor Planar Array Manifold is
Zero

Equation (4.10) gives the expression for the Gaussian curvature of an array
of omnidirectional sensors, which can be written in an equivalent way as
follows:

! 1
VAH(@) 2, tan o
3 (990% + 9oo dﬁ;’," — 2964 dZZ:’”)
X % (1/det(G)) " Lggg tan ¢
det(G) (dq” tan ¢ + gge(1 + tan? qS))

99¢

990 G5- + 9oo 5 — 2900
2 det(G)ggg tan ¢

dg“ tan ¢ + gga(1 + tan? ¢)
999 tan? ¢

(4.36)
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By using the Christoffel symbols of the second kind, I'f » and Fg 4 Which
can be expressed in terms of the elements of the manifold metric G as

0 _ 1 g
Loy = 2det(G) (9¢¢ d¢ — 969 d?)

. (4.37)
Loy = 2det(G) (999 d¢ +99¢ d¢ 299<i> d¢ )
Eq. (4.36) can be rewritten as
09, +T9, % tan + gop (1 + tan® ¢
o= 29 _ ( ) (4.38)

oo tan ¢ g% tan? ¢

Using the previous expression in conjunction with Table 4.2, which provides
the Christoffel symbols Fz » and I‘i & for a planar array as a function of ¢,
we have

—tan¢ + m B dg;" tan ¢ + ggg (1 + tan? )

K =
¢ oo tan ¢ g2, tan? ¢
dgss
+ 2ggg tan ¢
=— (4.39)
g3, tan ¢
By using the property:
Eeqa = —Ee tan ¢ (4.40)
K¢ is simplified to
—29ps t 2go0 t
Ko = — 2900 &H;d)-&- geotang _ (4.41)
Jgo tan @
O

4.7.2 Proof of the Expression of det(G) for Planar Arrays
wn Table 4.2

For planar arrays, the term rr” has the following form [OH‘T’ %2} where
o

L = {2 22| € R?*? and the elements of the manifold metric G for an
array of omnidirectional sensors can be explicitly written as a function of

the elements of I as

goo = m2 cos? ¢ (c3 cos® § — 2y cos Osin 6 + c; sin® 6)
Gop = T2 sin’ ¢ (01 c0s2 0 + 2¢5 cos O sin 0 + ¢ sin? 9) (4.42)
9os 72 cos ¢ sin ¢ (02 (sin2 0 — cos? 9) + (¢1 — ¢3) cosfsin 9)
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Using Eq. (4.42) the determinant of the manifold metric G is found to be

(c3c0826 — 2¢5 cosfsin b + ¢ sin® )
det (G) = 7 cos® ¢sin? ¢ x (c1 cos? 0 + 2¢y cos Osin O + c3 sin? 6)
—(co(sin?® @ — cos? 0) + (c; — c3) cos Bsin 0)?

Let the first term inside the braces be denoted by X and the second by
Y, ie.

(c3cos? 6 — 2¢5 cosBsinf + ¢; sin? 0)
x (¢ cos? @ + 2¢y cos O sin @ + c3 sin’ ) (4.43)
Y = (ca(sin® @ — cos? ) + (1 — c3) cos fsin )2

The above expressions can be expanded to

X = cre3x? — 2c1c0x30 + 2202
+ 2cac3x30 — 4c3x%0? + 2c1cox03
+ C§X2a2 — 20263)(0’3 + cre30t

Y = C§X4 — C1C2X30 + CQC?,XSU
- C§X202 — clczx%' + C%XQO'Z
— 6103X202 + clcha3 + 6203X30

— clch202 + c§x20’2 — 0203)(03

- c%XQJZ + 0102xo3 — 0263)(0'3 + 6304

where y = cosf and ¢ = sin 6 and hence x? + o2 = 1.
Hence:

det(G) = 7% cos? psin? p(X —Y)
= 7t cos? psin’ ¢
x((cre3 — c2)x* + 2(c1e3 — 2)x20 + (c1e3 — c2)ot)
= 7t cos? gsin® d(cies — c2)(x* + 02)?
= 7t cos? gsin? ¢(cies — 2)

7r4
= det(LL) sin?(2¢)

4.7.3 Proof of “Development” Theorem 4.6

(i) According to Beltrami’s theorem [20, 21], because the plane has a
constant Gaussian curvature (equal to zero), the condition for the
existence of a distortionless mapping is that the array manifold surface
should have a constant Gaussian curvature.
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(ii) Considering the development of the manifold -curves for a constant
b0, D(0,do) Vb, its arc length is given by

Sd(07¢0) = A M

dd
Using the Leibnitz rule of integral differentiation on Eq. (4.28):

dD(8, ¢.) - cosf
g = (0:00) [sinﬂ]

dD(0,¢)
do

‘ v (4.44)

‘ = K, 4 (0, bo) proving Eq. (4.29).

(iii) The curvature of a curve is the magnitude of the derivative of the
normalized tangent vector with respect to its arc length. Hence, con-
sidering the development of the manifold 6-curves for a constant ¢,,
let u(6) be its normalized tangent vector given by

and hence H

dD(0,¢5)
_ a0 _ cos
2(97 (bo) = H dD(0.60) = |:Sin 9:| (445)
do
Differentiating Eq. (4.29) leads to
dsd 1
w = K/g (67 ¢O) (446)
and hence,
df
4.47
T = ryl0.60) (447

The magnitude of the derivative of the normalized tangent vector with
respect to its arc length hence becomes

du (6, ¢o) du (0, ¢o) db
sin 6
H { cos ] 0,¢0)| = rg(0, do) (4.48)

The curvature of the development is thus equal to the geodesic curva-
ture of the manifold curve.



Chapter 5

Non-Linear Arrays:
(a, B)-Parametrization

In the previous chapter the array manifold surface M was defined in terms
of azimuth 6 and elevation ¢ angles and its intrinsic geometrical properties
were highlighted. Furthermore, the surface M was also considered based on
the families of f-curves and ¢-curves, whose characteristics were examined
using the differential geometry framework presented in Chapters 2 and 3.
In Chapter 4 it was observed that while the ¢-curves were hyperhelical and
geodesic, the 6-curves possessed neither property. It was also pointed out
that since the #-curves are not hyperhelical, their curvatures depend on 6
and so analytical evaluation of curvatures of order greater than two can
become exceedingly laborious and impractical.

In spite of the intuitive appeal of using azimuth and elevation angles
as the medium of array parametrization, this choice of angles is by no
means unique. In this chapter an alternative parametrization, known as
“cone-angle”, is presented. This parametrization is particularly suitable for
planar arrays resulting in two families of hyperhelical curves which can
provide a great deal of additional insight into the nature of planar array
behavior.

5.1 Mapping from the (0, ¢) Parameter Space
to Cone-Angle Parameter Space

For an array of N-omnidirectional sensors with positions given by the 3 x NV
matrix r = [r,,r,,7,]7, using the directional parameters (6, $) the array

lxy Ly -z
manifold M was defined in the previous chapter as
M={a(0,¢) €€V, V(0,9):(0,¢) € Q} (5.1)

97
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where
Q={(0,¢):0€]0°360°) and ¢ €[0°,90°)}
with

|

(6, ¢) = exp(—jr"k(0, ) (5.2)

An alternative parametrization of M is based on two new angles, known
as the cone angles a-0, and defined as follows. If the x- and y-axes of the
Cartesian frame (x-y-z) are rotated on the (x,y) plane around the z-axis by
an angle O, then the frame (%-y-z) is obtained. The cone-angle « is defined
as the angle between the wavenumber vector k(6, ¢) and the positive side
of the x-axis, while 3 is the angle between k(6, ¢) and the positive side of
y-axis.

The relation between the two conventions/parametrization is

cosa = cosgpeos(f —0O) 0° < a <180° (5.3)
cos 8 =cos¢sin(d —O) 0° < 3 <180°

and is illustrated in Fig. 5.1. These angles o and (3 are called cone-angles

because the loci of wavenumber vectors of constant a = ay (or equivalently

constant § = [3y) form cones about the X (equivalently the y) axis. In other

words, all possible incident signals from a fixed angle «, or 3, form a cone

in space. Fig. 5.2 shows this for a random choice of cone-angles oy and fy.
The mapping

(0,0) — (a, B) (5:5)

Y <c

Fig. 5.1 Azimuth-elevation and cone-angles conventions.
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A
cone of constant ﬂ = ﬂo

cone of constant = ¢x,,

Fig. 5.2 Half-cones formed by wavenumber vectors of constant o and constant .

A

/2
Cc R > n/2
B I >
A A -
°0 Ot o+2n 0
OO /2 b3 e’

Fig. 5.3 Mapping from the (6, ¢) parameter space on to the («, 3) parameter space.

is one-to-one and an illustrative representation of this mapping is given in
Fig. 5.3. For a given pair of values of cone-angles o and  and a given
rotation © of the x-y axes, the expressions that calculate § and ¢ can be
derived from Egs. (5.3) and (5.4) and are given by

f = © + arctan (Cosﬂ ) (5.6)
cos
6= ] cos 3
= arceos | —— =
= arccos cos (5.7)

sin (arctan (Egzg))
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These equations are only valid for 8 # 90°. If 8 = 90° then

S if o < 90°
0 = (5.8)
O+ 180° if a > 90°
b= « if « <90° (5.9)
©1180° — o if a > 90° ’

From the above equations it is obvious that, unlike in the -¢ parametriza-
tion, a and (§ angles are not completely independent.

«a and (3 angle parameters can vary independently

if and only if ¢ # 0. (5.10)

Furthermore, not all combinations of o € [0,180°] and § € [0,180°] are
acceptable/possible. The acceptable limits for «, when 8 = f,, and the
limits of 8, when o = ay, are independent of the value of the rotation of
the x-y frame and may easily be derived from the limitations imposed by
Egs. (5.6) and (5.7). These limits are given below:

if & = a, then

£Bmin £Bmax
——
90° —a, < B <K90° +a, for ay, < 90°
(5.11)
0 —90° < B <270° —a, for 90° < ap < 180°
——
£Bmin £Bmax
if 6 = B, then
=Q'min =Qmax
90° — ﬁo Sa< 90° + 60 for Bo < 90° (5 12)
Bo —90° < a < 270° — B, for 90° < B, < 180° ’
——— ———

5.2 Manifold Vector in Terms of a Cone-Angle

Assume the array sensor positions are measured in half-wavelengths and
ry,, r. ] € R¥*N with respect to the
Cartesian frame (x-y-z). If (X-y-z) is another Cartesian frame obtained by
rotating the (x-y) axes on the (x,y) plane around the z-axis with a rotation

represented by the matrix r = [r,,
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R3><N

angle ©, then the sensor positions ¥ € with respect to the Cartesian

frame (X-y-z) can be expressed as follows:

cos © sin © 0] —
F= |cos(©+90°) sin(©+90°) Of[r,, 1,1, T
0 0 1
= [(6), £(© +90°), .]" (5.13)
with
r(©) £ r,cos©+r,sinO (5.14)
(0 +90°) £ r, cos(© + 90°) + r, sin(© + 90°) (5.15)

Based on the above, the wavenumber vector expressed in terms of the cone
angles a and (3, and for a rotation angle ©, can be written as

g

(a,8)=m [cos o, cos 3, \/1 — cos? o — cos? ﬁ}T (5.16)

and thus, for isotropic sensors, the manifold vector of Eq. (1.22) can be
expressed as a function of o and 3 parameters as follows:

a(a, §) = exp(—j¥" k(a, §)) (5.17)

It should be emphasized here that © is a fixed scalar and not a direc-
tion of arrival parameter. Angles © and © + 90° simply define the lines of
azimuth with respect to which « and (8 are respectively measured. Further-
more from Egs. (5.14) and (5.15) it is easy to deduce that the roles of «
and 3 can be interchanged by simply replacing © with © + 90°.

5.3 Intrinsic Geometry of the Array Manifold Based on
Cone-Angle Parametrization

Using the cone-angle directional parameters («, 3) instead of the generic
parameters (p,q) of Chapter 3, the two-parameter array manifold M of
Eq. (3.1) can be expressed as

M ={a(a,p) e eV, Y(a,B): (o, B) € Q} (5.18)

where

Q= {(avﬁ) HOAS [aminyamax) and 6 € [Bminaﬁmax)}
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with a(a, 8) given by Eq. (5.17). As might be expected, the intrinsic shape
of a manifold surface, as defined by its Gaussian curvature K, is invariant
under any parameter transformation. For instance, using the general frame-
work presented in Chapter 3 and replacing p = a and ¢ = 3, the Gaussian
curvature of the manifold surface for a 3D grid array can be found to be

K¢ = (pm) ™2 (5.19)

confirming (see Table 4.1) that the manifold is “developable” and that the
shape of the manifold is independent of parametrization.

Next we will focus on the differential geometry properties of the manifold
surfaces of planar arrays of omnidirectional sensors. Results for the 2D-grid
arrays can easily be deduced from the following results and those for 3D-grid
arrays can be analyzed with no difficulty.

Using Eq. (5.14) the manifold vector of Eq. (5.17) for a planar array is
simplified to

a(a, B) = exp(—j7(r(0) cosa + r(© + 90°) cos 3)) (5.20)

while its manifold surface M is represented by Eq. (5.18).

As usual, a study of intrinsic geometry begins with the specification of
a metric tensor G and the evaluation of the first fundamental coefficients
and the Christoffel symbols. It can be shown that the matrix G is given by

. 2 o« H o
a4, Re(a, a5)

G= Joo S - « H . . )12 (5-21)
(905 955]  [Re(aqds)  [as]
72 ()| sin® a, 72r(0)Tr(© + 90°) sin asin 3
- | 727(0)Tr(O© + 90°) sin asin 3, 72 ||r(© + 90°)||* sin? 8
where, as usual,
Oa
A, = o 22
82 = Ba (5.22)
and
. _Oa
ag = % (5.23)

Whenever a or 8 equal 0 or 7, the matrix G of the first fundamental coef-
ficients becomes singular. At such singularities, one or both of the tangent
vectors &, or a4 vanish and so the tangent plane is no longer defined. Fortu-
nately, the requirement ¢ # 0 (for the independence of o and 3) established
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at the outset (see Eq. (5.10)) avoids these singularities. Also note that the
cone parametrization avoids the singularity at the apex (¢ = %) which
exists with 6-¢ parametrization and hence is more suitable for the study of
the manifold in that region.

The other variables required for the study of intrinsic geometry are the
Christoffel symbols. From the definitions of Chapter 3, it can be shown
that if

T = [a,, ag] € ¢V*? (5.24)

Ans

then the Christoffel symbol matrices of first kind are

Tio = Re(THT,) = | oo Lasa
__Fﬂ,aoz F[;‘”ga_
— Cota l:gaa O
- 1 5.25
Hr Fa,aﬁ Fa,ﬁﬁ ( . )
I3 = Re(THTy) =
Is.as Tspsl
= Cotﬁ |:0 gaﬁ:l
0 gss
while the matrices of second kind are given below:
. —I‘Ot Fa ]
Tao = G~ Re('ﬂ‘HTa) — aa ga
i T Tsal
1 O]
= cot «
0 i ] (5.26)
. I"‘Oé Fa
Ty = G Re(THTy) = Fgﬂ Fgﬁ
] Fas L8]
0 O
= cot 3 0 1]

Note that the Christoffel matrices are quite sparse (even more so in the case
of balanced-symmetric arrays where gog = ggo = 0), which is a desirable
feature since it simplifies the differential geometry considerably.

We have seen that the manifold surface of any planar array (see
Table 4.2) has a zero Gaussian curvature. This is a property which is
independent of the parametrization. Indeed following any of the Egs.
(3.31), (3.29) or (3.30), in conjunction with the Christoffel symbol matri-
ces defined above (see Egs. (5.25) and (5.26)), the Gaussian curvature of
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the array manifold can be found to be zero. Indeed, by using for instance
Eq. (3.30), we have:

0 9
dal a8 — 55l a8a

1
Kgauss = m +COI2{I‘2a}TC011{I‘15}

—col,{Tas} coli {10}
1 8ga,3
— t - — g3a cot B cot
3t [C] (co I} 90 040 — g cot fco a)
1
= m(gag cot acot B — gga cot o cot 3) (5.27)
=0 (5.28)

The above result implies that the manifold is locally parabolic in ¢,
in the same way that a circular cylinder, or cone, is locally parabolic in
Euclidean space R3.

This also indicates that the array is developable which implies that the
mapping of the manifold surface onto a real plane is distortionless.

Thus the array manifold, by virtue of its zero Gaussian curvature, is a
developable surface and hence can be isometrically mapped onto any other
surface of zero curvature, say a plane in R2.

5.4 Defining the Families of - and @-parameter Curves

Based on the above discussion, and by keeping the frame-rotation angle
O constant (with value Gg), the array manifold can also be described and
analyzed by treating this surface as one of the following two families of
curves:

(1) the family of a-parameter curves defined as

{Aa\goa VB : Bo € Qﬁ} (529)

where A_ ,  denotes the “a-curve” on the surface M corresponding to

a constant value of 3 = 3, and is represented as follows:
A, =1ala, 8) € eV Va:a € Q,, B, = constant} (5.30)

(2) the family of 8-parameter curves defined in a similar fashion as

{A Voo, : ap € Qo } (5.31)

Bleo?

where

A, .. =1alao, B) € eV, V3: B8 € Qp,a, = constant} (5.32)
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g(a’a@ 0)

Origin

Fig. 5.4 An example of an a-curve and a -curve lying on the array manifold M.

In the previous equations Qq 2 [min t0 Amax) and Qg £ [Bmin 10 Bmax)
with Gmin, @max, Bmin and Bmax given by Egs. (5.12) and (5.11). Note that

M={A, ., VBo:BoeQs}={A,. , Yao:a, €} (5.33)

alfo?
Fig. 5.4 shows an illustrative representation of one “a-curve” and one “3-
curve” lying on the array manifold surface M.

The differential geometry of the a- and (-curves on the array manifold
surface are next investigated. Naturally, due to the symmetry of Eq. (5.20),
the parameter curves are expected to exhibit similar characteristics.

5.5 Properties of a- and B-parameter Curves

5.5.1 Geodecity

Following the definitions of Chapter 3, the geodesic curvatures of the a- and
[-curves (see Egs. (3.42) and (3.43)) are given by

T8
Iig,a = 4/ det[G]W

a4

. (5.34)
(gﬁg)?’/z

kg3 = —y/det[G]
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However, Eq. (5.26) clearly indicates that '3 = '35 = 0. Hence
Kga = kg3 =0 VYa,f (5.35)

which is a very interesting result, implying that the two parameter curves
are of minimum length on the array manifold surface, and leads to the
following theorem.

Theorem 5.1 Both the a- and B-curves are geodesic curves for all val-
ues of ©.

To check if, in addition to being geodesic curves, the a- and (-curves
are also “orthogonal” (constituting a geodesic coordinate system), the angle
between the tangent vectors a, and gﬁ should be found. Indeed
r(©)Tr(0 + 90)

£(a,,a5) = arccos —
s) EONECESD]

= £(r(©)"r(6+90)) (5.36)

and is, hence, constant. If 7, Lr, then
r(©)"r(0 +90°) = 5 (|, |* = [|r,|1*) sin(20)

and the tangent vectors a4, and a5 (and therefore a- and [-curves) are
strictly orthogonal and constitute geodesic coordinates if ® = 0, or
Il = ||L,H Thus, in summary,

(i) (a-curves) and (B-curves) : geodesic curves
ie. Kgo =0=rKg3 VO
= 1 .
(i) if { ©=0andr,lr,, or (5.37)
e, | = ||z, || and r, L1,
then (a-curves) L (f-curves) = geodesic coordinates

It is a simple matter to confirm that for 2D-grid (balanced-
symmetric!) arrays

r(©)7r(©+90°) =0, VO (5.38)

and so the tangent vectors a, and &, are strictly orthogonal. For such arrays
matrix G is diagonal and the hyperhelical a-8 curves form an orthogonal
coordinate system VO.

le balanced-symmetric arrays: HzIH = ||§y|| and 1, J_gy
e unbalanced-symmetric arrays: ||£x|| #* HL/H and r, J_Qy
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5.5.2 Length of Parameter Curves

As was stated before, the most basic features of a curve a(p) are its arc
length s and rate of change of arc length $(p)

ds
$(p) = — = |4 5.39
) =4, a(p)l (5.39)
In the case of the a- and B-parameter curves (assuming ¢ # 0) for a given
rotation ©,, the arc length of an a-curve A_ , and of a S-curve A, =~ are

respectively

s(a) = 7||r(©6)]|(1 — cos @) (5.40)
5(8) = 71£(8 + 90°) (1 — cos 5) (5.41)

while their rate of change of arc length can be expressed as

$(a) =7||r(©)|| sin o Va € Qq18,= [@min, Cmax] (5.42)
5(8) =7||r(0o +90°)|Isin B; VB € Qgja, = [Bmins Pmax] (5.43)

Then, by integrating Eq. (5.42) over its limits apmin and amax, the length
lm of an a-curve can be found as

A il = 27||r(©,)|| sin Bo (5.44)

alBo

which indicates that a-curves, although identical in shape, have different
lengths, with the a-curve associated with 8, = 90° having the maximum
length and their lengths gradually reducing as (3, increases from 90° to 180°
or decreases from 90° to 0°.

In a similar fashion the length of a (B-curve, is as follows

A, il = 27||r(© + 90°)| sin o (5.45)

Bleao

Clearly the a- (or 8-) curve degenerates into a single point (i.e. a curve
of zero length) whenever § (or «) approaches either 0 or 7 radians.

5.5.3 Shape of a- and B-curves

The shapes of the parameter curves can be identified through evaluation
of their curvatures. It can be found that the curvatures of the a- and
(-parameter curves are constant and can be found from the recursive
Eq. (2.39) with the difference that r(©) and r(© + 7), respectively, have
taken on the role of the sensor location vector r of the linear array. This
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is apparent from Eq. (2.39) which indicates that curvatures are indepen-
dent of v and f respectively and are only functions of the array geometry
projected along the lines of azimuth at © and © + 7. Consequently, the
curvatures and hence the shapes of the «, S-curves depend strongly on ©,
reminiscent of the drastic variations in array performance which can be
observed along different lines of azimuth. Thus, Theorem 2.1 is the centre-
piece of the investigation of the a/B-curves and, as will be demonstrated
next, has some far-reaching implications.

Corollary 5.1 The a- and B-curves are both hyperhelical.

For instance for an a-curve, of constant 8 (8 = [3,) and constant ©
(6 =0,), Eq. (5.20) becomes identical to Eq. (2.27) with

r=r(0,), p=a, v =1(0, + 90°) cos B, = constant  (5.46)

From the above it is clear that all a-curves have the same ELA r(0,)
but different “visible” areas specified by the minimum and maximum per-
missible values of a, i.e. Qu3, = [@min; ¥max]. The same is true for the
B-curves but with (0, +90°) as their ELA with Qg4 = [Bmin, Bmax]-

ELA of the family {A_, Vﬂo 1Bo €Q8}: 1(6,)

ELA of the family {A a0 € Qat: (O +90°) (5.47)

Blao

Figure 5.5 provides an illustrative picture of an a-curve highlighting its
hyperhelical shape and the fact that its length increases for values of
B, approaching 90°.

L— Arc length (/) —

27||H(O,)lsinf3,

|
l
l
=T
| !
[ I
: [
|
: o= amax //
0 £ ¢
- ){Q ~ S S
2 O A Arc\T &
e (éri\\\% = lfo CECRN

Fig. 5.5 An illustrative diagram of the length of the hyperhelical a-curve Aal,@
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Corollary 5.2  For a given frame rotation angle ©,, all members of the
family of a- (or B-) curves of a planar array of N sensors are identi-
cal (congruent) in shape apart from their length and position in complex
N -dimensional space.

The above result means that the whole of the manifold surface may be
fully covered by the simple translation of either of the two individual curves
with displacement values given by v = r(0, + 90°) cos §y for a-curves and
v =1r(0,) cos ag for S-curves. Note that a-curves are the same as G-curves
for rotation ©, + 90°.

Corollary 5.3 The a- and (-curves are identical to the O-parameter
manifold of a linear array of isotropic sensors with locations r(©) and
r(© + §) respectively.

Figure 5.6 illustrates the a-(3 parametrization of the array manifold in
the special case of ® = 0. Notice that for © = 0, cone-angles are mea-
sured with respect to the x and y axes and consequently, according to
Corollary 5.3, the a- and (-curves are identical to the f-parameter man-
ifolds of linear arrays with sensor locations r(0) = r, and (%) = r.
respectively.

Although the hyperhelical « (or ) family of curves shown above covers

Y

the whole of the manifold surface and is sufficient to fully define the man-
ifold shape, it is not unique. In fact, to understand the behavior of the
array for all possible directions of arrival, it is necessary to consider the

hyperhelical coordinates corresponding to all values of © from 0 to 7.

B=m/2

a=m/2

.......... 6-curves
—— ¢-curves

a-curves
---- [(-curves

o=7/2

Fig. 5.6 (0,¢) and («, ) parametrizations of the same manifold surface M with the
frame rotation for the cone-angles ©, = 0.
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p=n/2 p=n/2

a=T7/2 a=m/2

—— a-curves
--- [-curves

—— a-curves
--- [-curves

e e
[6=04] [0=0+7/2]

Fig. 5.7 Families of a and (3 curves for a frame rotation ©, = 0°. and for ©, < 90°.

The above concept is more easily appreciated by observing Fig. 5.7
which shows the effect of a non-zero value of ©. It should be stressed that,
despite the appearance of Fig. 5.7, the use of various values of © is not
equivalent to a trivial rotation of the parameter curves, since their differ-
ential geometry is a function of © (Corollary 5.3).

Figures 5.6 and 5.7 also reveal a clear relationship between the « (or ()
curves and the hyperhelical ¢-curves, which will be stated as the final two
corollaries:

Corollary 5.4 Fach member of the a-curve family is identical in shape
to the combination of the ¢-curves corresponding to § = © and § = © 4+ 7.
Similarly each member of the B-curve family is identical to the combination
of the ¢-curves at 0 = O + 5 and 0 = O + 37”

Corollary 5.5 The a-curve with 8 = 90° for a frame rotation ©, and
the composite ¢ curve A, , + A are one and the same curve if and
only if 6, = O,.

Similarly the (-curve with o = 90° for a frame rotation ©, is one and
the same curve with the composite ¢ curve A, + A if and only if
0o =0, + 5.

¢|(0o+m)

¢100 ¢1(00+m)

5.6 “Development” of a- and B-parameter Curves

The most significant implication of the property that the array manifold
M €&V of a planar array has a zero Gaussian curvature, is that M is a
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developable surface and hence can be isometrically mapped on to any other
surface of zero curvature, say a plane in R2. The result of such a mapping
would be a consistent two-dimensional representation (development) of the
manifold in real space. A development may be readily evaluated by noting
that if A 5o ,A € ¢V are arbitrary a and 3 curves on the manifold
surface and .A(d) A(d) € R? are their respective images on the develop-

ment, then smce an 150metric mapping is by necessity both geodesic and
conformal:

e Length of .Agfll; € R? = Length of A, , €€V,

e Principal curvature of .Ai”‘l; € R? = Geodesic curvature of A_ , € N,

) A ) ig R2 — —
o L(A N ,ABI%) in R* = 4L(A, , A, ) in <"
2 2 T
1 1
Q )
< <
5 5
> >
-1 -1
2 2 i i i
-2 -1 0 1 2 -2 -1 0 1 2
x-axis (A/2) x-axis (A/2)
(a) (b)
B=n B=n
15 I
: 20
= T
£ ) £ 0
210 215
= 2
o ? dcurve BEm2 | 0 1) 0 -qurvg 3+=1/2) ﬁ
s B S ] 3
10 1
o o
s
° 2 ? 5 )
A 5 o 5
he )
0 = 0 ‘
0 5 =0 10 15 5 0 55=010 15 20
a-curve arc length a-curve arc length
(© (d)
Fig. 5.8 (a) Square-grid array structure, r, L7, and ||z, || = |z, || (balanced-symmetric).

(b) Rectangular-grid array structure rylr, and r, =151, (unbalanced-symmetric).
(c) and (d) Developments of the manifolds of arrays in Figs. (a) and (b) respectively when
the manifolds are parametrized by cone-angles a and (3 with frame rotation © = 0°.
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Table 5.1 Cone-parametrization
manifold parameters for 3D-grid
and planar arrays.

Parameter 3D Planar
K ! 0
a -
(Eq. (3.31)) p2m?
t
Kg,a cot s 0
pm
cot « 0
K
9,8 o

The above features may be demonstrated by the following example.

Example 5.1 Consider the developments of the manifolds of two array
configurations when parametrized with cone-angles @ and g for ©® = 0°
(recall that r(0) =, and r(7/2) = r,). The array structures are indicated
in Figs. 5.8(a) and (b) with the respective developments in Figs. 5.8(c) and
(d). Cone-angles « and (8 are considered in steps of 10° from 0° to 180°.

Since both arrays are symmetric (i.e. zfzy = 0), the a- and S-curves
are orthogonal and geodesic, as a result of which their images on the devel-
opment are orthogonal straight lines (geodesics) and of length 27T||zm”sinﬂ
and 277“ Ty Hsina respectively. Note that the second array geometry is unbal-
anced (||, || > llr,||) and consequently the envelope of the development is
elliptical rather than circular.

Finally, Table 5.1 summarizes the results associated with the Gaussian
and geodesic curvatures indicating that for planar arrays both « and [
curves are geodesic curves. This indicates that the study of manifold geom-
etry is considerably simplified as a result of («, ) parametrization, once
again confirming the advantages of cone-angles over azimuth and elevation.



Chapter 6

Array Ambiguities

In this chapter ambiguous sets of parameter values (e.g. directions) that
exist in any hyperhelical curve A embedded in an N dimensional complex
space, are modelled, identified and calculated. The curve A, which is defined
as follows

A={a(p) e €V, Vp:peQ,} (6.1)

with
a(p) = exp(—j(wrcosp +v)) (6.2)
could be the manifold of a linear array or a p-curve (with p = ¢, or f3)
lying on the manifold surface of a planar array (using the concept of the
ELA). In these cases the manifold vector a(p) represents the complex
array response to a unity power signal impinging on the array from direc-

tion p and is a function of the locations r € RY of the array elements,
defined as

sensor locations : r 2 r(Wg) = r, cos ¥y + r, sin ¥y (6.3)

The parameter ¥y, shown in Fig. 6.1 and used in Eq. (6.3), is defined as

0° for any linear array on the z-axis
0, for one ¢-curve Agyjg
Y=g 710 6.4
0 O, for all a-curves (6.4)

O, +90° for all B-curves

where 0, is the constant azimuth (¢-curves) and O, is the frame rotation
angle (a-curves). Table 6.1 provides the main parameters of Eq. (6.2) for
the various hyperhelical array manifold curves.

113
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Y

4t

sensor

<

&P

S th
sensor

equivalent

P x

Fig. 6.1

(0,0)

where + denotes
a sensor of the ELA

Equivalent linear array r(¥o).

Table 6.1 Array manifold vector parameters (Eq. (6.2)).

Parameter

Linear Arrays

Planar Arrays

p (generic)
Qp e R?

9
[0, )

Iz
cos(0)
0

A

¢
[0,7/2)
£(90)
cos(g)
0

Aglo,

«

[0,m)

7(0o)

cos(a

K(eo

)
-+ 90°) cos(fo)

AalBo

B

[0, )

(06 + 90°)
cos ()

7(60) cos(ao)

Aﬁlao

6.1 Classification of Ambiguities

The array manifold A of Eq. (6.1) is essentially a mapping from the param-

eter space {1, € R! to the complex N-dimensional space €V

When finding the directions-of-arrival (DOA’s) of signals using array sensor
measurements, it is important to be certain that the problem has a unique

pE,

array geometry
—

a(p) € ¢V

(6.5)

solution. This is guaranteed if the above mapping is one-to-one.
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However, in this study we will consider the problem which arises when
the mapping of Eq. (6.5) is not one-to-one. In this case the array cannot dis-
tinguish between two (or more) different signal environments. For instance
two different sets of signals impinging on the array can provide identical
responses at the array output, i.e. the same measurements. In such a case
any estimation algorithm may be unable to distinguish the true parameter
values (e.g. directions) from the false ones. This is termed as the ambiguity
problem.

Definition 6.1 — Array Ambiguity: It is the inability of an array of a
given geometry to distinguish a set of parameter values

(p1,p2,-..,pm) with p; #p; €Q, fori#j (6.6)
from at least one of its subsets (or one subset from another).

Array ambiguities can be classified as “trivial” and “non-trivial.” We
will start with trivial ambiguities.

Definition 6.2 — Trivial Ambiguities: An array ambiguity is said to
be classified as ‘trivial’ if there exist at least one pair pi,p2 € €, with
p1 # p2 such that

array geometry

D1 P a(py) € eV

array geometry

6.7
P2 — a(ps) € €V o7

with
a(p1) = ka(p2) (6.8)
and

k = scalar

In this case the two parameter values pi,ps are indistinguishable by the
array.

Trivial ambiguities are the simplest type of ambiguity and can be easily
identified /detected. For instance it is impossible to distinguish whether a
signal is impinging on a linear array from direction-of-arrival p; or from the
direction py = 360° — p1, i.e. the mirror image of p; with respect to 180°.
In this case

a(p1) = a(p2) (6.9)
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and for this reason, in order to avoid this ambiguity problem, the parameter
space in the case of linear arrays is confined to Q, = [0°,180°).

However, Eq. (6.9) is a special case of Eq. (6.8) for k = 1. Eq. (6.8) indi-
cates that there exists at least one manifold vector a(pz) which is colinear
to another manifold vector a(p;). Then the two waves with bearings p;, pa
are indistinguishable by the array even if p1,pe € Q, = [0°,180°).

Non-trivial ambiguities are a more complicated type of ambiguity arising
when a manifold vector can be written as a linear combination of two or
more different manifold vectors.

Definition 6.3 — Non-Trivial Ambiguities: An array ambiguity is
said to be classified as “non-trivial” if there exist at least a set of values
D1,D2,---,Pm € Qp with M > 2 and p; # p; for ¢ # j such that

pi €Q, TV ERMY ap) e, Vi=1,2,... M (6.10)
with

a(py) = cra(pr) + ca(p2) + - - + epr—1a(py—1) (6.11)

Then this set (p1,p2,...,pnm) and all its subsets of M — 1 elements are
indistinguishable by the array.

In such a case the array will have identical responses for the sets of
bearings (p1, p2, ..., Prv—1), (P2, P35+ -+ PM)s (P1, P3,D4s - - -, Do), ete.

Fig. 6.2 illustrates a non-trivial ambiguous situation where the manifold
vector a(ps) belongs to the subspace £ [A] where A = [a(p1), a(p2)].

This type of ambiguity is much more difficult to identify since,
unlike a trivial ambiguity, it cannot be detected by a simple search
of the manifold. For example consider the non-uniform linear array
of four sensors with sensor locations (measured in half wavelengths)
given by

r=1[-2,-1,1,2]" (6.12)
One non-trivial ambiguity of this array is related to the set of directions
0°,60°,90°,120°

as the array is unable to distinguish between the following signal
environments:

(0°,60°,90°), (0°,60°,120°), (60°,90°,120°), (0°,60°,90°, 120°)
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\ex observ ation space
\Y

A = [a@), a@,)]
a(p) €L[A]

Origin

Fig. 6.2 [Illustrative representation of array ambiguity (the vectors a(p1),a(p2) and
a(ps) are linearly dependent).

For instance, for this array, the above four different signal environments
provide identical MUSIC spectra. Note that for this specific array,

rank ([a(0°), a(60°), a(90°), a(120°)]) =3 (6.13)

and hence these four manifold vectors are linearly dependent.

In general we can say that every array suffers from ambiguities in some
way or another as a result of the array geometry and thus different array
geometries have different sets of ambiguous directions. This implies that
an array which is unambiguous for a given set of directions might become
ambiguous for the same set if we change its sensor locations even slightly
to form a new array geometry. A typical example can be seen using the
following linear array,

r=[-3,-1.5,0,10,3]" (6.14)

operating in the presence of two sources from unambiguous directions of 5°
and 35°. If the fourth sensor located at +1 half-wavelengths is now moved
to the location +1.5 half-wavelengths, so that the uniform linear array

r=[-3,-15,0,1.5,3]" (6.15)

is obtained, then these two sources at 5° and 35° become “ambiguous” as
these two directions are now a subset of the “non-trivial” type ambiguous
set of directions 5°, 35°, 109.70°, 120.94°. This can also be seen, for instance,
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True directions: 5° and 35°
Estimated directions: 5°, 35°, 19.7° and 120.94°
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Azimuth (degrees)

Fig. 6.3 MUSIC spectrum in an “ambiguous” situation.

from Fig. 6.3 where in the MUSIC spectrum, four nulls appear at directions
5°,35°, 109.70°, 120.94° rather than two at 5° and 35°.

Note that in this study the array centroid will be taken as the reference
point, implying that sum(r)= r71, = 0. However, it can be proved that
the ambiguities are independent of the choice of the array reference point.

6.2 The Concept of an Ambiguous Generator Set

Before continuing it is necessary to present the following definitions which
will be extensively used.

Definition 6.4 — Ambiguous Set and Rank of Ambiguity

(1) Ambiguous Set:
An ordered set of arc lengths s = [s1,82,...,5.]7, is said to be an
ambiguous set of arc lengths

if ¢ < N and the matrix A(s) € €V*¢ with columns the manifold vec-
tors a(sy1), a(s2), - .., a(s.) has rank less than ¢, i.e. rank(A(s)) < ¢
or

if ¢ > N and all subsets s, of s which contain exactly N elements
are themselves ambiguous sets of arc lengths,

ie. rank(A(s;)) <N, Vi (6.16)
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(2) Rank of Ambiguity:
For an ambiguous set of arc lengths s = [s1,s2,...,8.]7 its rank of
ambiguity is defined as the integer p,

rank(A(s)) ife< N
where p, = n%i‘n {rank (A(s;))} ife>N (6.17)

with s, € RN, Vi.

Note that the previously introduced definitions can be directly applied
to sets of directional parameters by simply substituting (using Eq. (2.28))
the arc length s with p.

The following theorem, which is a very important result, essentially
states that if all the elements of an ambiguous set of arc lengths are rotated
on the array manifold by the same value, then the resulting set is also an
ambiguous set of arc lengths.

Theorem 6.1 — Arc length Rotation: For a linear array of N sen-
sors, if

5 =1[51,80,...,8:" (6.18)
is an ambiguous set of arc lengths with rank of ambiguity p,, then any set

S: [31 +A5752+A87"'7SC+A8]T
s+ AsL, (6.19)

with s1+As > 0 and s. + As < I, is also an ambiguous set of arc lengths
with the same rank of ambiguity p,.

The proof of this theorem can be found in Appendix 6.7.1 while its
essential features are illustrated in the following example.

Example 6.1 Consider a linear array having sensor locations given, in
half-wavelengths, by the following vector:

r=1[-3,-1,-0.52,2.5]T

and having a manifold length /,,, = 27||r| = 28.4483. It can easily be seen
that the set

p = [0°,53.13°,78.46°,101.54°,126.87°]"
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is an ambiguous set of directions. Using Eq. (2.28) the corresponding
ambiguous set of arc lengths is computed to be

s =[0,5.6897,11.3793,17.0690, 22.7857) "
If this set s is rotated by As = 2, then a new set of arc lengths
5 =[2,7.6897,13.3793,19.0690, 24.7857)"
is obtained, which corresponds to the set of directions
p = [30.75°,62.65°,86.59°,109.91°, 137.78°)7

which is also an ambiguous set. This is also true for any As so long as the
last element of § is smaller than, or equal to, the manifold length [,,. Note
that the rotation should be carried out in the “arc length” domain and not
in the “directions-of-arrival” domain (parameter p domain). For instance,
if the directions of the original sources are rotated by Ap = 20° so that the
new set of directions

p+ Apls = [20°,73.13°,98.46°,121.54°, 146.87°1"

is obtained, then this set is not ambiguous.

Furthermore any subset of 4 elements of p or p are also ambiguous sets of
directions. If the array operates in the presence of 4 sources with directions
any subset of 4 elements of p will give the same MUSIC spectrum.

It becomes clear that if one ambiguous set is identified, then by simple
rotation in arc lengths, an infinite number of ambiguous sets can be gen-
erated and therefore two different ambiguous sets may in fact be just a
rotation of each other. It is an impossible task to try to identify all the
ambiguous sets and, since all these sets can be generated from a single set,
the idea of the ambiguous generator set arises, defined as follows:

Definition 6.5 — Ambiguous Generator Set: An ordered set s =
[51,82,...,8¢T of ¢ arc lengths, where 2 < ¢ < N, is said to be an ambigu-
ous generator set (AGS) of arc lengths if and only if:

(a) s1 =0 and s; # 0 with 2 < j < c. That is, all the elements of the set
but the first element are non-zero.

(b) the rank of the N x ¢ matrix A(s) with columns the manifold vectors
associated with the elements of the set is less than c, i.e.

rank(A(s)) £ p, < ¢ (6.20)
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(c) for any subset s; of m elements of s (including s; = 0) with p, < m < ¢,
the rank of A(s;) is equal to p,

According to the previous definition, a set of arc lengths s =
(81,82, 83, 84]7 with s1 = 0, s2,83,54 # 0 and a(s3) = c1a(s1) + c2a(s2)
is not an ambiguous generator set. This is because

rank([a(s1),a(s2),a(s3),a(s4)]) = 3 (6.21)
but
rank([a(s1),a(s2), a(ss)]) =2 (6.22)

(i.e. third condition is not satisfied). On the other hand, the subset
[s1, 82,53]T is an ambiguous generator set since it satisfies all the three
conditions of Definition 6.5.

The next section is concerned with the identification of ambiguous gen-
erator sets (AGS) existing in the manifold of a linear array of arbitrary
geometry.

6.3 Partitioning the Array Manifold Curve into Segments
of Equal Length

In this section a framework is proposed for the calculation of a type of
ambiguous generator sets of directions existing in linear arrays of any geom-
etry, as well as their associated rank of ambiguity. The framework is based
on the uniform partitioning of the array manifold hyperhelix, obtained by
dividing the manifold length [, by the difference between any two array
sensor locations. Note that from now on the vector r with elements the
sensor locations (in half-wavelengths) will be assumed to be ordered in the
sense that r; < r; & 7 < j. Furthermore, the absolute difference between
the i-th and j-th sensor locations, measured in half-wavelengths, will be
denoted by Ar;; > 0 and hence the aperture of the array will be Ar; y.
Note that the term “intersensor spacing” will refer to the spacing between
any two sensors, not necessarily adjacent.

Thus one type of array ambiguity can be identified by dividing a hyper-
helical manifold curve into equal segments, according to the following
theorem.

Theorem 6.2 — Uniform-Partition Type Ambiguities: Consider a

linear array (or an ELA) of N sensors, with locations r = [ry,72,...,rn]7

and let l,, denote the length of its hyperhelical manifold curve embedded in
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¢N. By uniformly partitioning this hyperheliz into segments of arc length
AZT"‘U where Ar;; = |r; — 1| with i # j, a set of ¢ points on the manifold
curve can be identified, forming the vector

T

SAr, = {o b 2 b S (e=1) b (6.23)

TAr Ay Aryj
where
. {1 + fix(Ar;j) if Ary; ¢ NT
Aryj if Ary; e Nt

and fix (e) denotes the integer part of a number

(a) If ¢ > N then any subset of§AwVi,j with N elements is an ambiguous
set.
if e < en Sa,.. Vi,j might be an ambiguous set.

b) i N then sa,, Vi, j might b b1 t

Proof. The proof of this theorem is as follows. Consider a linear array of
N sensors with locations r. If the difference between the ith and jth sensor
locations, i.e. Ar;; = |r; — rj|, satisfies ¢ > N, then we have to prove that
any subset of IV elements of the set of arc lengths s, of Eq. (6.23) is an
ambiguous set.

Using the manifold vector expressed in terms of arc length, i.e.

a(s) = exp(j(Ts — mr +v)) (6.24)
in conjunction with
lp =2 ||| and 7= ﬁ (6.25)

the matrix A(sn,., j) € ¢N*¢ with columns the associated manifold vectors
can be written as follows:

Msan) = o0 G rr o) e (5 (Zr—me +0))
exp (j ((c — )R —7r+ y)) } (6.26)
Since ¢ > N the number of columns of A(sy,, ;) is equal to, or greater than,

N. Hence, by taking a submatrix of Ax of A with exactly N elements, e.g.
the N first columns of A, we have the following square submatrix denoted
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by AN

Ay = [exp(j(fﬂﬁ+g)), exp (j (ﬁ—”r 77r7"+v)) -

UG
= diag(exp (j (—7r +v)) Ay (6.27)

where

~ 1 1
Ay = {IN,eXp <j27TATijT) ) (j(27r(N — I)Arijr)} (6.28)

Consider now the ith and jth rows of Ay with i > 7. By using the
property that

exp (—j27rk Arig ) =1,Vke NT (6.29)
A’I“ij

the 7th row of A ~ can be written as follows

row; T(Ay) =1y - row; T(AN)

1 0 0 0
0 exp (—j2m AT”) 0 0
— |0 0 exp (—j2m2 A“J) 0
0 0 0 0
0 0 0 .. exp (—j2m(N — 1)”7;)
T
[lN, exp (jQWTiﬁM) ..., €Xp (j27rri (N-1) Aiij )}
. rl—Ar“‘ . ri— AT” T
= [le exp (]27(Tj'> S .., XD (j?ﬂ'(N —-1) A )}
, T
= [lN, exp (j27TATTJi]_) s ..., €XP (j27r(N 1)Ar ” )}
= row; (An)

ie.
rowi(&N) = roW; (&N)

— det (AN) = 0= det (Ay) =0 (6.30)
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It is easy to see that the fact that Ay was chosen to consist of the first N
columns of A, and not any N columns, is not restrictive in the least since
the ith and the jth rows of any N x N submatrix of A will be equal. Since
all submatrices Ay of A are singular, it results that A is rank deficient and
therefore, any subset of s,,, = with exactly /V elements is an ambiguous set.

(]
Note that
1+ fix(Ar;) if Ary; ¢ NT
c= = c<1+Ar; = (c—1)— <ln
Ary  if Arg e Nt Ary
(6.31)

indicating that the last element of the vector sy, of Eq. (6.23), is smaller
that the manifold length ln,. The vector s,,, with elements ¢ € N man-
ifold points will be known as the “uniform basic set” (UBS) of arc lengths
associated with the intersensor spacing Ar;; as it is constructed by uni-
formly partitioning the manifold length by the spacing Ar;; between the
ith and jth sensors.

According to Theorem 6.2, all subsets of N elements from a set s Ary;s
of the form of Eq. (6.23) are ambiguous sets but not necessarily ambiguous
generator sets. In order for such a subset to be an ambiguous generator
set it must have its first element equal to zero and also satisfy the third
condition of the ambiguous generator set in Definition 6.5.

From the investigation of the precise cause of the ambiguous nature
of the set of arc lengths s Ar,, constructed by uniformly partitioning the
manifold length by the spacing Ar;;, it is clear that the most common
AGSs are of rank N — 1. However, AGSs of rank less than (N — 1) can exist
if more pairs of rows of the determinant matrix Ay (§ Arij) are identical.
This is possible if the array geometrical structure satisfies certain special
conditions and for this reason we need the following definition.

Definition 6.6 — A “Distinct” Set of Intersensor Spacings: In a
linear array of IV sensors, a set of k intersensor spacings is said to be a
“distinct” set if no intersensor spacing is a combination of the other spacings
in the set. There are N(N — 1)/2 intersensor spacings but at most (N —1)
elements in a distinct set of intersensor spacings (i.e. k < N —1)).

For instance, if Ar;; and Ar;, are members of a distinct set with ¢ #
j # k then Ar; is not a member.
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Based on the above definition, the following theorem states that if there
are distinct sets of intersensor spacings then AGSs of rank less than (N —1)
may be found.

Theorem 6.3 — Number of AGSs of a given rank: Consider an N-
sensor linear array. If kar,; denotes the elements of a distrinct set of inter-
sensor spacings which are integer multiples of the smallest (Ar;;) amongst
them, and

ATZ']' 2 (N - ]CA”].) (632)

then the Uniform Basic Set SAr, of ¢ elements is an ambiguous set from
which

min(N—1,c—1) c—1
> ( . ) (6.33)
(=N—kar,,

ambiguous generator sets of mnk-(N — k;A”j) can be constructed.

The implication of the above theorem to the number of ambiguous gen-
erator sets of a linear array is twofold. Firstly, it reveals the existence of
additional ambiguous generator sets corresponding to intersensor spacings
which are less than (N — 1), provided that they occur in integer multiples of
each other, which includes the special case of repeated occurrences. In par-
ticular, if a spacing, say Ar;;, occurs kay,; times then the size of this spacing
need only be (N — km,”.) to give rise to ambiguous generator sets. Secondly,
the larger the ka,; is, the more rank- (N - kAm].) ambiguous generator sets
can be constructed. This point can be illustrated from the intersensor spac-
ings Arjz = Argy = 4.1 of the linear array r = [—3,-2.2, 1.1, 1.9, 2.2]T
where kar, = 2 and Ariz = (N —kar,) = 3. Thus from SAr g five
rank-3 ambiguous generator sets can be constructed (instead of a single
rank-4 set).

From the array’s geometrical perspective, the following statement with
respect to rank- (N - kAw) ambiguity can be made:

Corollary 6.1 If k intersensor spacings of an N-sensor linear array
are integer multiples of the smallest among them, with the latter being at
least (N — k) half-wavelengths, then the array suffers from rank-(N — k)
ambiguity.

In summary the reason for the existence of these lower than N — 1 rank
ambiguities can easily be deduced from the definition of the ambiguous
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generator set and especially its third condition (see Definition 6.5). More
analytically, it can be easily derived from the proof of Theorem 2.1, that
if two or more intersensor spacings of a linear array (or ELA) are integer
multiples of each other (which is the case for either of the above conditions)
and if s is an ambiguous generator set associated with the smallest of these
intersensor spacings, then the manifold matrix A(s) may have more than
two identical rows. This implies that its rank will be smaller than N — 1.
As a direct result of Theorem 6.3 and of the previous corollary it can
be said that the uniform linear array (or ELA) with intersensor spacing
Ari o > 1 suffers from trivial ambiguities. Indeed, the intersensor spacing
Ar = Ary o occurs N—1 times. That is Ary o = Arg g = - = Ary_1 n, i€

T

This well known result is rediscovered by observing that in such a case the
set s,  will contain at least two elements and the matrix A will be rank
deficient since all its rows will be equal.

By setting the value of Ar;; = |r; —r;| in the above equation to be equal
to the biggest possible difference between two array sensor locations, which
is obviously the aperture [, = Ar; n, and by combining the above with the
Theorem 6.2(a), the following sufficient condition can be obtained.

Corollary 6.2 A SUFFICIENT condition for the presence of ambiguities
in ALL linear arrays of N sensors, is
lo>N—1 where 1, = 1\51?;( Ary; = Ary N (6.35)

It should be clear however, that the above provides a sufficient but
by no means necessary condition for the presence of ambiguities. This
means that a linear array (or ELA) can possibly suffer from ambiguities
even if [, < N — 1 half wavelengths. Only for the specific case of uniform
linear (or ELA) arrays, has it been proven that no ambiguities exist if
l, < N — 1 or, equivalently, if the intersensor spacing is not greater than
half a wavelength.

Theorem 6.2 has an implication that needs to be stressed. It is well
known that an increase in the aperture results in better resolution capabili-
ties. However, from the point of view of ambiguities, increasing the aperture
may not be a very good idea. By increasing the aperture, the number of
elements in the set of Eq. (6.23) increases, and once this number becomes
greater than N — 1, the set becomes ambiguous. Furthermore, increasing
all the intersensor spacings may be considered an even more serious issue
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since an array with sensor locations given by 7 = br, with b > 1, might
have many intersensor spacings Ar;; which result in ambiguous sets of the
form given in Eq. (6.23).

Example 6.2 Consider an array with sensor locations given by r =
[-2.1,-0.9,0.9,2.1]7. The manifold length [, of this array is calculated
to be 20.3016. Furthermore, the only absolute difference between sensor
locations satisfying ¢ > N is the aperture Ar; 4 = 4.2. This provides the
following uniform basic set of arc lengths:

Sam , = [0,4.8337,9.6674,14.5011, 19.3348)7

According to Theorem 6.2, any subset of 4 elements (N = 4) from the above
set will be an ambiguous set and the matrix A with columns the manifold
vectors corresponding to such a subset will be singular. Furthermore, it can
be shown that no matrix A corresponding to any three elements of s Aria
is rank deficient. This means that four different ambiguous generator sets
can be identified froms,,, , which are all the subsets of s, , with their
first element zero and three non-zero elements of s, ,. As expected from
Theorem 6.2, the set s Ar,, 1s ambiguous since ¢ > N. However, ambiguous
sets might also be defined from Theorem 6.2 when ¢ < N. To see this,
consider the uniform basic set for the difference Ar; 3 = Argyq = 3 (ie.
kar, , =2), whichisc=3 < N =4

SAr s = Sar, = [0,6.7672,13.5344]"
=0a,,, = [0°,70.53°,109.47°]"

If the matrix A with columns the corresponding manifold vectors is
obtained, then rank(A) = 2 and hence the above set is an ambiguous
set with rank of ambiguity equal to 2. It should also be noted that not all
the uniform basic sets s, . resulting from a difference Ar;; between two
sensor locations are ambiguous if ¢ < N. To see this, consider the differ-
ences Ar;o = Argy = 1.2 (or Args = 1.8) of the previous array which
results in the set s,, , = [0,16.9180]" (or sn,,, = [0,11.2787]") (ie.
¢ =2 < N = 4) which is unambiguous.

So far it has been shown that Theorem 6.2 can be used in order to
identify ambiguous sets inherent in linear arrays of any geometry. When
this theorem is focused on specific array geometries it can produce some
more useful results as the following corollaries indicate.



128 Differential Geometry in Array Processing

Corollary 6.3 All the ambiguous sets that exist in a two-element array
can be calculated from Eq. (6.23).

Proof. The proof is as follows. Consider the two-element array r =
[~r1,71]. Let s = [s1,82]7 with s; = 0 being an ambiguous set of arc
lengths. The matrix A with columns the manifold vectors corresponding
to s is

A = [a(0),a(s2)]

exp(jrri)  exp (m (1 B WQ))
exp(—jrr) exp <_ i (1 - 7r||T|{|H>> (6.36)

Since it is assumed that s is an ambiguous set, it results that A is singular
and therefore

det(A) = exp(jmry). exp (jm <1 T >)

ozl

—exp(—j7ry). exp (jﬂ'rl (1 — 82)) =0
il

= exp (jm'l 2 > — exp <j7rr1 2 > =0
ezl ezl

— sin (ﬁ”?') =0

52

- rlw =kr with k=1,2,3,... (since sar; #0)
mlel 2wz 2] ln
52 71 2rq Ary o Ary o
That is
Im
=0 d =k .
. s1 and  so A (6.37)
with
k=1,2,3,...

Therefore the only ambiguous set of arc lengths that can possibly exist for
a two-element array are of the form of Eq. (6.23). As a result, a necessary
and sufficient condition for the presence of ambiguities in a two element
linear array is

Im
<lp = Arjp > 1 (6.38)
Arqp 0
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Corollary 6.4  The set of arc lengths s = [0, 7v/2,27v2, ..., (c—1)7v/2]T
is an ambiguous Uniform Basic Set for all three-element symmetric linear
arrays, as long as Ary sz > 2.

Proof. For all three-element symmetric linear arrays with sensor pos-
itions given by r = [~r,0,71]T, the manifold length is equal to

I = 27||r|| = 2704/ (=71)2 + (r1)2 = 2771V/2 (6.39)

The Uniform Basic Set s, ,associated with the difference between the
first and the third sensors is

l l l T
5= {0, e B SR (I 1)Am}
T
=10 27rr1V2 227r7‘1\/§ (C— 1)27TT1\/§
’ 27y ) 27y yrtty 27y

= [0, 7v2, 27V2, ..., (c— )mv32]" (6.40)

|

Corollary 6.5 Let two arrays of N sensors have a common difference

Ar between two semsor locations. The Uniform Basic Set of arc lengths

associated with the common Ar is different for these two arrays but the
corresponding ambiguous sets of DOA’s are the same.

Proof. Consider two different linear arrays (or ELAs) each having N
sensors with sensor locations r; and r,. Let there be a common dif-
ference Ar between two sensor locations, which, for both arrays, satisfy
the conditions of Theorem 6.2. In this case, the two Uniform Basic Sets
will be:

First array:

T
s = [o, 2yl g2elnll (o - UW] (6.41)
Second array:

T
8y = [0, 2l g2mleal (e — 1)%] (6.42)

with ¢ > N, which implies that the above two sets are ambiguous. Using
Eq. (2.28) the corresponding set of DOA’s for the first array is

2mliry ame i \ 17

ZrNEL I kil ES NI

6, = |0,arccos (1 — =A=— ], ..., (c—1)arccos | 1 — —P=—
mllzy mllzy

= [0, arccos (1 — =), ..., (¢ — 1) arccos (1 — %)]T (6.43)
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whereas, for the second array

2lrall amiral \ 17

2mllza |l 2mllza |l

6, = [0, arccos (1 — 7T|A’I“r|> , -+, (c—=1)arccos <1 — m)}
) -2

= [0, arccos (1 — 2, ..., (c— 1) arccos (1 — l)]T (6.44)

The two sets are obviously identical. |

6.3.1 Calculation of Ambiguous Generator Sets of Linear
(or ELA) Array Geometries

For a given linear array (or ELA) with sensor locations given by r and
based on Theorem 6.2, the following technique (presented in a step by step
form) provides a table with rows all the ambiguous generator sets, and their
associated rank of ambiguity:

(1) For a given array with sensor locations r, calculate the manifold length
b = 27||7]|.

(2) Calculate the intersensor spacings by taking the Kronecker difference
between the vector r (with elements the sensor locations) and itself,
i.e. r © 1, which results in a (N2 x 1)-dimensional real vector. Create a
new vector Ar by keeping all the positive elements of r ©r. Due to the
properties of the Kronecker difference N elements of r ©r will be equal
to zero and half of the remaining elements will be negative. Therefore,
Ar € R where d = §(N —1).

(3) Redefine Ar by eliminating all elements which are smaller than one, i.e.
d < §(N —1). Note that the elements of Ar which are smaller than
one provide

c=14+1fix(Ar;;)=1+0=1 (6.45)

and therefore cannot possibly give rise to ambiguous generator sets.

(4) For each element of Ar, i.e. for each difference Ar;; = |r; —rj| > 1
between two sensor locations, construct the “Uniform Basic Set” vector
Sar,, using Eq. (6.23). Note that there are d different vectors s,,, and
that each s, . corresponds to a different uniform partition of the array
manifold.

(5) Identify all the vectors sy, , with ¢ < N and then eliminate those for
which:

rank(A(sp,,,)) = ¢ <N



(7)
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Form the “Table of Ambiguous Uniform Basic Sets” with rows all the
remaining vectors su,, . All these vectors are ambiguous sets and pro-
duce ambiguous generator sets. It is obvious that the set with the max-
imum number of elements is the set s, -

For each sy, (i.e. for each row of the “Table of Uniform Basic Sets”)
construct the AGSs (and associated rank of ambiguity), according to
the following rules:

Rule (a) If the non-zero elements of sy, —cannot be found in any
other “Uniform Basic Set” vector, then

c—1
ambiguous generator sets
( N — 1) g g

can be produced by this s Ary - These ambiguous genera-
tor sets are all the possible subsets of IV elements of sx,,
with their first element zero and N — 1 non-zero elements
of Sa,,-

All ambiguous generator sets constructed
in this way have rank of ambiguity
pa=N—-1

Note that such rows must definitely have ¢ > N (see
Theorem 6.2), otherwise they would have been eliminated
in Step 5.

Rule (b) If the non-zero elements of s Ar,,, can be found in other rows,
then ambiguous generator sets with rank of ambigu-
ity less than N — 1 might be obtained. This means
that all subsets of s5,, = with their first element 0 and with
lengths 2,3,..., min(N —1,c—1) must be considered. These
subsets are classified as ambiguous generator sets if the three
conditions of the ambiguous generator set definition (see
Definition 6.5) are satisfied. Furthermore, for each ambigu-
ous generator set s, rank of ambiguity p, = rank(A(sa,, )
is estimated. Note that this step clarifies why in Step 5 it
is incorrect to eliminate two s, . vectors which are the
same, although they will result in the same ambiguous gen-
erator sets.

Create the Ambiguous Generator Table of the array whose rows are
all the different ambiguous generator sets (and their associated rank
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of ambiguity) found in Step 6. Also, eliminate rows of sx,, s which are
duplicates.

6.4 Representative Examples

An indicative example of the above technique is presented below.

Example 6.3 The steps of the previously described technique for an
array of N = 5 sensors with sensor positions r = [-3,—2.2,1.1,1.9,2.2]7
are as follows:

(1) The manifold length of this array is computed to be I, = 30.4589.
(2) The Kronecker difference between r and itself, reshaped in the form of
an N x N matrix, is

0, -08, —4.1, —4.9, -5.2,
0.8, 0, -33 —41 —44,
41, 33, 0, -08, -—1.1
49, 41, 08, 0, -03

52, 44, 1.1, 03, 0

(3) Eliminating those entries of r © r which are smaller than unity results in

_ATLg = 41_
AT174 =49
A?"175 =5.2
M == A?“273 =3.3 (646)
A?“214 =4.1
AT’Q’E) =44
_A?"g’g, = 1]._

(4) The seven Uniform Basic Sets (vectors) sn,,  are given in Table 6.2.
(5) The Uniform Basic Sets s,,, which have less than N = 5 elements (i.e.
¢ < N) are examined. These are the sets sx,, , and sp,, .

e The number of elements in s\,,, is 4 < N =5 and, furthermore,
rank (A(sa,,,)) =4 = c and hence this row is eliminated.
e Also, s5,, . is eliminated since ¢ =2 < N =5 and

rank(A(sa,,,)) =2=c (6.47)

Thus the remaining sets are sa,, ;s Sar, s SAr 51 SAr, , A0d Sa,, -
(6) In this step, the AGSs arising from the remaining Uniform Basic Sets
are calculated based on the rules (6a) and (6b).
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Table 6.2 Uniform Basic Sets of Ar;; > 1.

S1 S92 S3 S4 S5 S6

SAr 7.4290 14.8580 22.2870  29.7160 —
1,3

§£T 6.2161 12.4322 18.6483  24.8644 —
1,4

0
0
s%,,, O 5875 117150 175725 234300 29.2875
sK,,, O 92300 184600 27.6900  — —
0  7.4200 14.8580 22.2870 29.7160  —
0 69225 13.8450 20.7675 27.6900  —
0  27.6900  — — — —

T
§A7‘2’4

T
§A1"215

T
§AT‘315

The non-zero elements of sa,, ,;Say, , and sa,, , cannot be found
in any other s,,, - and hence should be investigated based on rule 6a.
The non-zero elements of s, jcan also be found in su,,, and vice-
versa and hence should be investigated based on rule 6b. The above are
summarized in Table 6.3.

Table 6.3 Rules for examining the UBSs of Table 6.2.

c Pa rule
E7 5 3 (6b)
§£r1)4 5 4 (6a)
Ko 6 4 (6a)
SArgs 4 4 removed
§£T274 5 3 (6b)
§£T2Y5 5 4 (6a)
SArs 5 2 2 removed

Based on Rule (6a)

® Sap,,: Since the number of the elements of su,, , is 5 (¢ = 5),
we have (5_) = (}) = 1 which implies that only one ambiguous
generator set (which is the same as the Uniform Basic Set sn,, ,)
can be identified, with p, = 4.

® Sar,,: This time ¢ = 6 and therefore (%) = () = 5 ambiguous
generator sets can be found by taking all the subsets of NV elements
of s, . (with one zero and N — 1 non-zero elements). Each of these

sets has p, = 4.



134 Differential Geometry in Array Processing

® Sap, st Finally, sp,, has ¢ = 5 and it generates (]f,:ll) = (i) =1
ambiguous generator set. This AGS is the same as set s,,., . and has

Pa = 4.
Based on Rule (6b)

® Sar,,: The non-zero elements of s, jcan also be found in su,,,
and hence sy, , is investigated based on rule 6b. The ambiguous
generator set definition is initially checked for the set sa,, ,. This
set is certainly ambiguous and the matrix with columns the corre-
sponding manifold vectors has

rank (A@Am)) —3<c=5 (6.48)

However, any one of the four subsets § with four elements of sx,., ,
involving one zero and three non-zero elements, is also an ambiguous
set. The matrix with columns the corresponding manifold vectors has
rank(A(8)) = 3 < ¢ = 5. Therefore, the set sp,, , satisfies the third
condition of the definition of the ambiguous generator set. Similarly,
the four subsets § are ambiguous generator sets since all their sub-
sets with three elements are unambiguous. Hence, the following five
ambiguous generator sets can be defined from s, ,, all of which
have p, = 3. Indeed

min(N—1,c—1) min(4,4)

> ()= ()

(=N—kar,; (=5-2

200 () oo

® Sap, i Since su,., , is the same as su,, , it follows that the ambigu-
ous generator sets obtained from this row are the ones which were
already obtained.

(7) The ambiguous generator table, Table 6.4, with rows the AGSs pro-
duced in Step-6 is now constructed. Their associated rank of ambiguity
is also shown.

In conclusion, twelve ambiguous generator sets can be identified for
this array. Five of these have p, = 3, while the remaining have p, = 4,



constructed from UBSs as shown below:

Array Ambiguities

AGS UBS

Ist to 5th sa. ,5SAm,,

6th §AT114

7th to llth §AT1,5

12th §A7‘2y5
Table 6.4 List of AGSs and their associated rank of
ambiguity.

S1 52 S3 S4 S5 Pa

(1) 0 7.4290 14.8580 22.2870 29.7160 3
(2) 0 7.4290 14.8580  22.2870 — 3
(3) 0 7.4290 14.8580 29.7160 — 3
(4) 0 7.4290 22.2870  29.7160 — 3
(5) 0 14.8580 22.2870 29.7160 — 3
(6) 0 6.2161 12.4322 18.6483  24.8644 4
(7) 0 5.8575 11.7150 17.5725  23.4300 4
(8) 0 5.8575 11.7150 17.5725 29.2875 4
9) 0 5.8575 11.7150  23.4300 29.2875 4
(10) 0 5.8575 17.5725  23.4300 29.2875 4
(11) 0 11.7150 17.5725 23.4300 29.2875 4
(12) 0 6.9225 13.8450  20.7675  27.6900 4

6.5 Handling Ambiguities in Planar Arrays

135

The material presented in this chapter is valid for any hyperhelical curve

(of the form of Eq. (6.2)) embedded in ¢V. However, for p-curves A

Pldo

(p = ¢, or ) some extra steps should be taken to accommodate the
property that these curves of hyperhelical shape are lying on the manifold
surface of a planar array. These curves can be seen as the array manifolds
of an ELA with location given by r(¥) represented by Eqgs. (6.3) and (6.4).
Therefore, the Uniform Basic Sets s, (see Eq. (6.23)), and consequently
the AGSs, can be constructed according to the procedure described in the

previous section with

§AT7',J‘ é §AT7',J‘ (\IIO)

2m||r.
0, 2l

(Yol 227THI(‘1’0)H

Tij

Vi,j with

Tij

L F ]

T
(c— 1)%30”' (6.50)
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where Ar;; represents the intersensor spacing between the ith and jth sen-
sors of the ELA r(Py).
Before we proceed it is important to point out that

(1) ambiguous sets of directions with a common azimuth are located on
¢-curves, while

(2) ambiguous sets of directions of different azimuth and elevation angles
are located on the a-curves (or -curves) for a rotation O.

6.5.1 Ambiguities on ¢-curves

Equation (4.24) of Chapter 4 which is reshown below
a(¢|6,) =a(o| 0, +180°) (6.51)

implies that the two ¢-curves Agjp,and Ag|g, +1800 have the same length
and curvatures and can be considered as a continuation of one another
forming a composite ¢-curve having a hyperhelical shape. The family of
these composite curves (from now on known as @-curves) can be described
with an alternative but equivalent parameter space as

Q= {(Jo, ) : Vo € [0°,180°), ¢ € [0°,180°)} (6.52)
ie.
Qg = Q, = [0°,180°) (6.53)
and is defined as
{A, .., Yo:1, €y} (6.54)
where
A, ={alo,p) € N, Vp:peQ,, 9, =constant}  (6.55)

It is obvious now that a @-curve represents directly the array manifold of
an Equivalent Linear Array (ELA) with sensor locations given by

[(\Ilo), with \I/() e ’190 (656)
having a manifold length
(I of A,,,,) = 2mr(8)] (6.57)

This implies that every member of the family of ¢-curves of a planar
array has its own ELA. Based on the above discussion the transformation
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of the parameters from

{(0,,9) : 8, € [0°,360°), ¢ €[0°,90°)} (6.58)
to
{(Yo, ) : ¥ € [0°,180°), ¢ €[0°,180°)} (6.59)

is essential before using the technique described in Section 6.3.1 and is given
as follows:

if 0, < 180° thend © ¢ (6.60)
o= '90
—180° —
if 0, > 180° then{ ¢ (6.61)
Do = Oy — 180°

Furthermore, after the construction of the Ambiguous Generator Table
of arc lengths, the associated composite directions (azimuth, elevation) can
be estimated using Eq. (2.28). Then the (9, ¢) should be mapped to the
original space of the family of the ¢-curves as follows:

=1
it o < 90° then 6.62
@ { 6, — . (6.62)
— 180° —
if o> 90° thend * I (6.63)
0, = 180° + ¥,

The following example illustrates these additional steps.

Example 6.4 Consider the following planar array of 6 sensors (in half-
wavelengths)

_25, -2, —25 25 2, 257

ry, r,, 0]=1]15 0, —15 15 0, —15 (6.64)
0, 0, 0, 0, 0, O

In order to estimate the ambiguous generator sets associated with the
¢-curve of constant 6 equal to 5° we will use its corresponding composite
curve (i.e. ¢-curve for 99 = 5°). This implies that

{(8o,9) : 0, € [0°,360°), ¢ € [0°,90°)} (6.65)
will be
{(o, @) : Vo € [0°,180°), ¢ € [0°,180°)} (6.66)
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while the ELA associated with this ¢-curve is the following:

Differential Geometry in Array Processing

r(9o) = [-2.6212, —2.3598, —1.9924, 1.9924, 2.3598,

having a manifold length equal to

(lm of A¢|5o) = 35.9943

2.6212]7
(6.67)

(6.68)

By using Eq. (6.50) in conjunction with the technique described in
Section 6.3.1 four AGSs of arc lengths are obtained as shown in Table 6.5.
These four AGSs, for this specific ELA of 9 = 5°, have been constructed
from the UBS as shown below:

AGS UBS

1st SAr 6

2nd SAry 58Ars 6
3rd §AT1,4 ;§AT3,6
4th §Ar2‘4 ;§Ar3,5

Note that the directions in degrees associated with the above ambiguous
generator sets of arc lengths can be estimated using Eq. (2.28) of Chapter 2
and are given in Table 6.6.

Table 6.5 Ambiguous generator sets (arc lengths).

S1 59 S3 S4 S5 S6 Pa
(1) 0 6.8659 13.7319  20.5978  27.4638  34.3297 5
(2) 0 7.2264 14.4527  21.6791 28.9054 — 4
(3) 0 7.8018 15.6035 23.4053  31.2071 — 4
(4) 0 8.2705 16.5410 24.8114  33.0819 — 4

Table 6.6 Ambiguous generator sets (in degrees) corresponding to Table 6.5.

(01,01)  (02,¢92) (03, ¢3) (04, p4) (05, ¢5) (06, P6) Pa
(1) (5°,0°) (5°,51.79°) (5°,76.29°) (185°,81.69°) (185°,58.26°) (185°,24.84°) 5
(2) (5°,0°) (5°,53.24°) (5°,78.64°) (185°,78.20°) (185°,52.69°) — 4
(3) (5°,0°) (5°,55.49°) (5°,82.36°) (185°,72.51°) (185°,42.78°) — 4
(4) (5°,0°) (5°,57.29°) (5°,85.36°) (185°,67.75°) (185°,33.05°) - 4
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6.5.2 Ambiguities on a-curves/3-curves

Next let us examine a curve A_ , belonging to the family of a-curves
{A, 5., Y80 1 Bo € Qp} for a fixed rotation © = ©,. In other words let us
examine the locus of all manifold vectors over the whole o parameter space
Qo = [Omin, max] at a particular Gy, i.e.

A = {a(a, B,) € €N, Ya:a € Q,, B = constant} (6.69)

with @min and amax given by Eq. (5.12). As we have seen in Chapter 5
this family covers and represents the whole of the manifold surface M of a
planar array while all its members are associated with the same ELA

f(\I/()) with \Iloé@o (670)

but with different “visible” areas specified by the minimum and maximum
permissible values of «, i.e. the parameter space is Q, = [Gmin, Omax)-
The same is true for the 8-curves but with r(©, + 90°) as their ELA with
parameter space 0, = [Bmin, Smax]-

A few other points must be emphasized here. Firstly, from Eq. (6.3),
the following relation can be derived:

r(©) = —r(0 + 180°) (6.71)

which implies that for a given rotation ©, of the x—y frame and a given
Bo, the resulting a-curve A, (6,) has the same length as the a-curve
A, 5. (O + 180°) resulting from rotation ©, + 180°. This is the reason
why only frame rotations O, in the region [0°,180°] should be considered.
Secondly, as already mentioned, the roles of o and 3 can be interchanged
by simply replacing the rotation ©, of the xz—y frame with ©, + 90° and
therefore the [-curves are effectively transposed versions of the a-curves.
This means that the a-curves for some rotation O,, are the same as the
(-curves for rotation ©,+90°. This is the reason the [-curves are neglected
throughout this analysis and only the a-curves are considered.

Based on the above discussion the ambiguous generator sets of arc
lengths of the a-curve of 3, = 90°, i.e. Ayjg0o, can be estimated by par-
titioning this curve according to the elements (arc lengths) of Eq. (6.50)
using ¥y £ O,.

Note that the a cone-angle parameter, corresponding to the arc lengths
si of the a-curve, can be calculated by the following equation:

Sk

), = arccos (sin Bo — 7r||r(@)||> (6.72)
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and that the a-curve with G, = 90° for a frame rotation ©, has identical
AGSs with the composite ¢-curve associated with the composite azimuth
Jo = O,.

Indeed if 3, = 90° then

O, if o <90°

0o = {@O +180° if o > 90° (6.73)
« if @ < 90°

0= {180O —a ifa>90° (6.74)

Now, based on Eq. (6.50), let us assume that all AGSs of arc lengths of
the a-curve with G, = 90°, have been constructed. Then consider another
a-curve of (3, different to 90°. For this second curve let spyin and Spmax
be the arc lengths corresponding to the parameter angles api, and qumax
(given by Eq. (5.12)), respectively. This curve has ambiguous sets but not
ambiguous generator sets, since sy, # 0 for any S # 90°, which implies
that the first condition of the definition of the ambiguous generator set (see
Definition 6.5) is not satisfied. Let us define the ambiguous sets with their
first element equal to sy as the first permissible ambiguous sets. These can
be found by rotating all the ambiguous generator sets of the a-curve with
Bo = 90° by Smin, subject to the condition that the maximum element of
each set cannot exceed Spax. Thus it is clear that the ambiguous generator
sets for the whole family of a-curves, for a given frame rotation ©,, can be
provided by examining only the a-curve of 8, = 90°. The ambiguities of
any other a-curve can be generated by a simple rotation (Theorem 6.1) of
those ambiguous generator sets, making sure that its maximum element s,
is smaller than the manifold length I,,, of Ay, -

Based on the above discussion it is clear that the Ambiguous Generator
Table in arc lengths should be constructed for the a-curve with G, = 90°,
using the technique of Section 6.3.1. Then, for a specific a-curve with
Bo < 90° only the AGSs should be kept whose last element s. is smaller
than the length of the a-curve given by Iy, , = 27[|r(6,)| sin 3,. These
sets can be expressed from arc lengths to degrees using Eq. (6.72) but using
an additional term sy,;, which takes into account the fact that for 5, # 90°
the minimum value of « is not 0°. That is

Smin

sk + [2(00)||(1 — sin F,)
lEECH)|

oy = arccos | 1 —

(6.75)

Note that s = 0 must correspond to ay = arccos(sin §,) = 90° — (,, Vk.
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Furthermore, some of these sets may also be AGSs of various other
a-curves with G, # 90°. However the AGS of arc lengths for an a-curve
with G, # 90°, although numerically identical to those of an a-curve with
Bo = 90° (or equivalently to those of ¢-curve 9, = ©,), correspond to
different sets of directions having different azimuth and elevation angles.
A number of these properties are shown in the following example.

Example 6.5 Consider a planar array whose sensor locations (in half-
wavelengths) are given below:

926, —1.3, 1.3, 2.6]"

[ry, r,, 0= 2 —05 -15 0 (6.76)
o0 0, 0, 0

The Equivalent Linear Array of the family of a-curves {A_, , VG, : (o €
Q3} for a fixed rotation of the x-y frame ©, = 0° is (see Eq. (6.3))

—2.6
—-1.3
1.3
2.6

r(0,) =1,c080, + 1,500, = (6.77)

The manifold length of this ELA r(0,) is I, = 27||r(0,)| = 25.8299.
By employing the technique of Section 6.3.1, Table 6.7 of the AGSs
can be obtained where the relation between AGSs and UBSs is given in
Table 6.8.

Table 6.7 AGSs (arc lengths) of the ELA of

Eq. (6.77).

51 52 s3 54 Pa
(1) 0 19.8692 — — 1
2 o 6.6231  13.2462 — 2
3 o0 4.9673  24.8365 — 2
(4) o0 9.9346  14.9019 24.8365 3
(6) 0 4.9673  9.9346 14.9019 3

Table 6.8 UBS associated with the AGSs of Table 6.7.

AGS UBS
1st SAry 23 8Arg 37 8Ary 43 SAry 33 8Ary 4 5Arg 4
2nd §Ar1,3;§A'r214

3rd to 5th SAr; 4
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The sets of Table 6.7 are the ambiguous generator sets for the whole
family of a-curves (since ambiguities of any a-curve with 8, < 90° will
relate to a subset of the above AGSs). To see this property let us consider
Bo = 90°. In this case, all the AGSs of Table 6.7 are certainly included
since the length [, of this a-curve Aamoo is equal to the manifold length
of the ELA [,,, = 25.8299. The values in Table 6.7, transformed in degrees,
are shown in Table 6.9. If a different a-curve of 3, < 90° is chosen then its
length is

I = 27||r(0,)]] sin B, = 25.8299 sin 3, (6.78)

In this case only the rows in Table 6.7 with the last element less than I,
should be kept. Indeed for the a-curve with 3, = 74°, i.e. A ., then
lm = 24.8293 and therefore the AGSs will be as shown in Table 6.10.

The a-curve AMSOO, having a length [, = 19.7869 will be associated
with only two out of the five AGS of the family. These are the ones with
their last element smaller than, or equal to, the length of the curve 19.7869
(i.e. say, , and sp,, ) and are given in Table 6.11.

Table 6.9 AGSs (in degrees) of the ELA of Eq. (6.77).

(a1, Bo) (a2, Bo) (a3, Bo) (a4, Bo) Pa
or or or or
(¢1790) (¢2790) (¢3790) (¢4760)
(1)  (0°,90°) (122.58°,90°) — — 1
(2)  (0°,90°)  (60.84°,90°)  (91.47°,90°) — 2
3)  (0°,90°) (52.02°,90°)  (157.38°,90°) — 2
(4)  (0°,90°)  (76.65°,90°)  (98.85°,90°)  (157.38°,90°) 3
(5)  (0°,90°) (52.02°,90°) (76.65°,90°) (98.85°,90°) 3
Table 6.10 AGSs of the ELA of Eq. (6.77) for 3, = 74°.
(o1, Bo) (a2, Bo) (a3, Bo) (a4, Bo) Pa
(1) (16°,74°) (125.25°, 74°) — — 1
(2) (16°,74°) (63.36°,74°) (93.69°,74°) — 2
(5)  (16°,74°) (54.79°,74°) (78.93°,74°)  (101.10°,74°) 3
(¢1,61) (¢2,02) (¢3,03) (¢4,04) Pa
(1) (16°,0°)  (154.47°,50.24°) — — 1
(2) (16°,0°) (31.58°,58.24°) (103.15°,73.56°) — 2

(5)  (16°,0°)  (25.55°,50.27°)  (55.14°,70.37°)  (124.94°,70.35°) 3
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Table 6.11 AGSs of the ELA of Eq. (6.77) for 3, = 50°.

(a1, Bo) (o2, Bo) (a3, Bo) (o, Bo) Pa
(2)  (40°,50°) (75.33°,50°)  (105.05°,50°) — 2
(5)  (40°,50°) (67.58°,50°)  (90.18°,50°)  (112.82°,50°) 3
(¢1,01) (¢2,02) (¢3,03) (¢4,04) Pa

(2)  (40°,0°)  (68.50°,46.30°)  (112°,46.11°) —
(5)  (40°,0°)  (59.32°,41.63°)  (90.28°,50°)  (121.10°,41.35°)

w N

Table 6.12 AGSs of the ELA of Eq. (6.77) for 8, = 35°.

(@1,8) (a2, Bo) (a3, Bo) (4, 80)  pa
2)  (55°,35°) (86.52°,35°) (116.88°,35°)  — 2
(#1,00) (#2,0o) (¢3,60) (#4,00)  pa
(2)  (55°,0°)  (85.76°,34.77°) (118.89°,20.67°) 2

Finally, Table 6.12 gives the only AGS associated with the a-curve
A, s (curve length I, = 14.8154), while no ambiguity can be identified
for any a-curve with 8, < 30° or 3, > 150°.

All these are shown in Fig. 6.4 which plots the length of the a-curves
versus the value of 3, where the darker the shade of the area, the larger
the number of ambiguous sets that can be identified.

Note that in order to have a set of M (azimuth, elevation) directions
belonging to the same a-curve, there should be a frame rotation © = ©,
such that

arccos(cos ¢ © sin(f — ©1,,)) = k1,, (6.79)

where k is a constant. Then these directions which satisfy Eq. (6.79) belong
to the same a-curve A,a,, i.e correspond to a common 3, = k for this
rotation O,. For instance this can be seen for the following planar array:

1, 2, -4, 371"

[rgy 1, 0]=1]0, 05 15 -2 (6.80)
0, 0, 0, 0
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Fig. 6.4 Manifold length for the family of a-curves. In the region of the darker shade
the number of AGS is 5 while no AGS can be identifed in the white region (0 AGSs).

operating in the presence of four signals with directions:

1st DOA  2nd DOA 3rd DOA 4th DOA

47° 5472°  12957°  203.36 (6.81)
0° 59.00° 892° 58.91°

- I

Indeed in this case Eq. (6.79) is satisfied for © = ©, = 39° with constant
k = 82°(= f3,) as can be seen from Fig. 6.5.

This indicates that these directions are on the same a-curve which is
the manifold of the ELA r(¥) with ¥y = O,, i.e.

r(6,) =1, cos O, + 1, 5in O, (6.82)

This a-curve (manifold) can be found using Eqs. (5.3) and (5.4) to trans-
form the set of (8, ¢) to cone-angles for the frame rotation ©,. Thus for

O, = 39° the directions (0, ¢) are transformed to cone-angles (a, 3) given
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Fig. 6.5 Plot of the four equations given by Eq. (6.79) for different rotation ©.

in the following table:

1st DOA  2nd DOA 3rd DOA 4th DOA

8° 60.37° 90.08° 119.82°
82° 82° 82° 82°

' e

This implies that the common j, is 82° for this rotation 6, (i.e. belong to
the same a-curve A,g,). This curve is the manifold of the following ELA
r(Po) with Ug = O,:

r(39°) = r, cos39° +r, sin 39° = [-2.1646, —0.7771, 1.0728, 1.8690] 4
(6.83)

Note that if there exists an intersensor difference Ar;; = |r;,(0) — 7;(0)]
for which all elements of « satisfy

a = arccos (sinﬂolM - [1,2,..., M]T) (6.84)

then this set is an ambiguous set.
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6.5.3 Some Comments on Planar Arrays

The concept of the ELA has proved to be extremely useful in analyzing
planar array ambiguities by allowing the re-use of the results derived for lin-
ear arrays. However, one situation which does not normally occur in linear
arrays but is nevertheless common in the ELA is the collocation of projected
sensors, resulting from sensors lying along the same perpendicular to the
line of the ELA. Such an ELA can be analyzed by first eliminating the col-
located sensors and identifying the ambiguities of the underlying structure.

Consider for instance the case of an ELA of N-sensors consisting of
¢ collocated sensor pairs. The first step is to analyze the N-sensor array
(with N =N - ¢) obtained by removing the collocations. Suppose this
array is found to suffer from uniform rank—(J\Nf — k) ambiguity, i.e. the ELA
suffers from rank-(N — £ — k) ambiguity. Recall that uniform rank-(N — k)
ambiguity is caused by the occurrence of identical rows in the determinant
matrix. Now, £ collocated sensor pairs will give rise to £ identical rows in
the determinant matrix, so that the N-sensor ELA will also suffer from
rank—(ﬁ — k) or, equivalently, rank-(N — ¢ — k) ambiguity.

Note that an ELA has two or more collocated sensors when for one
or more different pairs of sensors the parameter ¥, satisfies the following
equation:

tan Wy = — 20 (6.85)
Tyi — Tyj
where Uq is given by Eq. (6.4), ¥y € [0, 180°) and (74i, 7yi), (Tzjs Tyj)
represent the locations of the i*” and j*" sensors. It can be proven that, for
a given array geometry, the maximum number n___of ELAs with collocated
sensors, is given by:

N2 - N

My (1) = =5 =2 (7;) &1 — 2mds (6.86)

with m being the number of symmetric pairs with respect to the origin in
the planar array,

1 ifm>1
51 = nm (6.87)
0 otherwise

and

(6.88)

5 1 if the array has a sensor at the origin
5 =
0 otherwise
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To better illustrate the condition of collocated sensors, consider
for instance a uniform circular array (UCA) with 8 elements and 1.5
half-wavelengths intersensor spacing. Equation (6.86) will give us that the
maximum number of ELAs with collocated sensors is n,_, = 8. Indeed the
array has eight ELAs with collocated sensors corresponding to ¥y = 0°,
22.5°, 45°, 67.5°, 90°, 112.5°, 135° and 157.5°. In Fig. 6.6, the ELA for
Wy = 45° is presented (with the circles) and has only one ambiguous gen-
erator set of rank two. Furthermore in this figure the number of ambiguous
generator sets over the whole parameter space are shown grouped by rank.
The above example is a characteristic one which illustrates the importance
of the array geometry in the ambiguity problem and in the presence of
lower rank ambiguities. Note that all symmetric array geometries (grid,
X, Y shaped arrays, etc.) have similar properties to those of the uniform
circular array.

Within this new framework, the results reported so far concerning ambi-
guities present in linear array manifolds are directly applicable to the
p-curves of planar array manifolds via the concept of the equivalent linear
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Fig. 6.6 ELA with co-located sensors.
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array. Based on similar arguments to the linear array case the following
statements about ambiguities inherent in planar arrays can be made:

Proposition 6.1

(a) A planar array is bound to suffer from rank-(N — 1) ambiguity if two
of its sensors are at least (N — 1) half-wavelengths apart.

(b) Furthermore, rank-(N — k) ambiguity will exist if there exists an ELA,
where k intersensor spacings are integer multiples of the smallest among
them, and the latter is at least (N — k).

Let us now investigate the implications of condition (b) on the planar
array configuration,

r= [zmvfyaQN]
= [ry, 19" (6.89)

where 7; = [z;,vi,0]7 is the position of the ith sensor in half-wavelengths.
Consider the ELA r(¥,) = r,cos Vo + 1, sin Uy for the case when k = 2,
say Arpg = nAr;, n € ZT and Ar;; > (N — 2). Then the condition
Arpq = nAry; implies that

T, —I4

=+n(r;—r;), nezZ’ (6.90)
Geometrically, this is equivalent to the line joining the pth and gth sensors
and that joining the ith and jth sensors, being parallel, with the length of
the former being an integer multiple of the latter. A special case is when
Arpg = nlArgi;n € Z1, resulting in

r,—ry=%n(r,—r;), nezZ’ (6.91)

In geometrical terms, this means that the three sensors are colinear, with
the spacing between the pth and gth sensors being an integer multiple of
that between the ith and jth sensors. Therefore, in general (k > 2).

Proposition 6.2 A planar array will suffer from rank-(N — k) ambiguity
if either

(a) the spacings between k pairs of sensors are integer multiples of the
smallest among them, the latter being at least (N — k) half-wavelengths,
and the lines joining the sensor pairs are parallel,
or

(b) (k+1) sensor locations (vectors) are colinear and the k intersensor spac-
ings between adjacent sensor pairs are integer multiples of the smallest
among them, with the latter being at least (N — k) half-wavelengths.
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Note that the same factors which contribute to the growth of the number
of ambiguous generator sets in linear arrays are applicable to planar arrays
via the equivalent linear array.

Corollary 6.6 The causes of ambiguities in planar arrays are namely
the colinearity of the sensor locations, uniformity in the sensor spacings
and the size of the common spacing.

6.5.4 Ambiguous Generator Lines

We have seen that for a given ELA r(¥,) the AGSs can be constructed
using the technique presented in Section 6.3.1. It is also evident from the
previous sections that in a planar array, the whole family of a-curves is
represented with only one ELA, with ¥g being the frame rotation ©,, i.e.

ELA of the family of a-curves = r(0,) ‘ (6.92)

while an infinite number of ELAs are associated with the family of ¢-curves

set of ELAs of the family of ¢-curves = {r(6,) € RY, Vb, € Qp} ‘

(6.93)

By varying ¥y (6, or ©,) over its parameter space Qg, = [0°, 180°) we
will get the set of ambiguous generator lines of the whole family of p-curves
to which the elements of the ambiguous generator sets belong.

Example 6.6 Let us consider the array of Example 6.4. The first ambigu-
ous generator set of this array, for this specific ELA of ¥ = 5°, has rank of
ambiguity equal to 5 and is given below:

AGS = [0,6.8659, 13.7319, 20.5978, 27.4638, 34.3297]

while its elements are shown as dots in Fig. 6.7. Furthermore, in the same
figure the locus of the manifold lengths of all ELAs, i.e. {ln(¥o), YU} is
also shown.

By varying ¥, over its parameter space Qy, = [0°,180°) we will get
the set of ambiguous generator lines of the ¢-curves to which the elements
of the ambiguous generator sets of arc lengths belong.

In these lines the AGS (in arc length) are associated with all ELA
r(Uy), V¥ with ¥g = ©, or ¥,. This implies that, for variable ©,in
the region 0° to 180°, and for the array of Eq. (6.64) the ambiguous
generator lines of all families of a-curves are numerically, in arc lengths,
equal to those of the family of ¢-curves. Thus for the array of Eq. (6.64),
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Fig. 6.7 The locus of the manifold lengths of ELA of Example 6.4. The dots represent
the 1st AGS (rank 5) given in Table 6.5.
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Fig. 6.8 The set of ambiguous generator lines of rank 5 in which the elements of the
1st AGS of Table 6.5 (Example 6.4) belong.

Figs. 6.8-6.11 not only represent the set of ambiguous generator lines of
the ¢-curves but also of the a and [-curves by generalizing the polar axes
to (Uy, s).
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Fig. 6.9 The set of ambiguous generator lines of rank 4 in which the elements of the
2nd AGS of Table 6.5 (Example 6.4) belong.
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Fig. 6.10 The set of ambiguous generator lines of rank 4 in which the elements of the
3rd AGS of Table 6.5 (Example 6.4) belong.

Thus, Fig. 6.8 shows the set of ambiguous generator lines of rank 5 in
which the first row of Table 6.5 belongs. As it can be seen in this figure,
the set of ambiguous generator lines ceases to exist at 90 = 0 and for values
of 00 in the region 61° to 119° while for 00 in the region 119° to 180° it
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Fig. 6.11 The set of ambiguous generator lines of rank 4 in which the elements of the
4th AGS of Table 6.5 (Example 6.4) belong.

values are the mirror image of the values from 0° to 61°. Note that the set
of ambiguous generator lines is defined only in those areas of the parameter
space {2, at which the last line (e.g. the 6th line in Fig. 6.8) in which the
largest element of the associated AGS is located, is below the locus of the
manifold length of all ELAs.

In addition, in Figs. 6.9-6.11, the sets of ambiguous generator lines in
which the 2nd, 3rd and 4th rows of ambiguous generator table belong, are
shown. Finally, in Fig. 6.12 three “discrete” ambiguous generator sets are
shown as “squares.” Two of these discrete AGSs are of rank 2 and one of
rank 1, appear at 50 = 45°, 135° and 90° having the following values:

0, = 45° [0,13.5732,27.465);  pa =2
0, =135°: [0,13.5732,27.1465]; pa =2
f,=90°: [0,12.5664]; pa =1

6.6 Ambiguities and Manifold Length

It must be apparent by now that the existence of ambiguities is intimately
related to the topology of the array manifold and especially to the length of
the manifold curve. Intuitively, longer manifolds are more prone to ambigu-
ous situations. Consider the set of arc lengths resulting from the uniform
partitions of the manifold length I,,, by the spacing between the ith and jth
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Fig. 6.12 “Discrete” AGSs of corresponding to ELA of 45°, 90° and 135° for the array
of the Example 6.4.

sensors of an N-sensor linear array:

lm 2l (c—1)im

=10 o 6.94
s |: ’ AT‘Z‘]‘, AT‘ij’ ’ Arij :| ( )

Now [, = 27||r|| and hence the set s can be rewritten as

2 Arw 2r(c —1)
7= (0 6.95
SAT” |: 7A,Fij7 Af”7 ) A’F” :| ( )
where
ri

A’Fij = |7:z - ’Fjl with iz S
Iz

For saf,; to be a rank-(N — 1) ambiguous generator set, it must consist of
at least N terms and therefore

2(N -7

lm = Ay (6.96)

Considering the largest value of A7;;, a sufficient condition for the N-sensor
array to suffer from rank-(N — 1) ambiguity is then given by
< 2(N-1)7

I =

Ay (6.97)

Recall that the eigenvalues of the Cartan matrix are equivalent to j times
the normalized sensor locations of the corresponding array and mirror array.
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Fig. 6.13 All the sets of ambiguous generator lines of the array of Example 6.4 shown
together with the “discrete” AGSs.

In the case of a symmetric linear array, the normalized sensor locations are
simply given by j times the eigenvalues of the corresponding Cartan matrix
(since the array and its mirror image about the centroid are identical).
Therefore, in the symmetric linear array case, the denominator A7 x in
Eq. (6.97) is equal to the eigenvalue spread of the Cartan matrix-spread(C).
Note that the spread of a matrix A with eigenvalues denoted by A, is
defined as:

spread (A) £ max |\; — A (6.98)
i
and it satisfies the following inequalities [22]:
spread(A) < V2||A| » (6.99)
spread(A) > max (|a;;| + |aj;|), if A is normal (6.100)
Z’j

Recall that the Cartan matrix is a real normal matrix (CCT = CT'C), which

in the case of a symmetric array, is given by

0 —KR1 0 e 0
K1 0 —KR2 AN 0
c=10 Ko 0 0 (6.101)
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where k1, known as the first or principal curvature, is the largest of all
the curvatures. Also, from Eq. (2.76) (page 52), ||C||r = 1 in the symmet-
ric array case. Hence, from Eq. (6.100), the spread of the Cartan matrix
satisfies the following inequality:

21 < spread (C) < v2 (6.102)
or equivalently,

21 < AFyy < V2 (6.103)
Then from Eq. (6.97), it can be deduced that:

Proposition 6.3 If the length 1, and first curvature k1 of the manifold
of an N-sensor symmetric LA or ELA satisfy the following condition:

N-1
I > (Ki)” (6.104)
1

then, rank-(N —1) ambiguity, resulting from uniform partitions of the mani-
fold, is bound to exist. If instead,

lm <V2(N-1)7 (6.105)
then, uniform rank-(N — 1) ambiguity cannot exist along the manifold.

It is however important to note that the condition set out in Eq. (6.105)
does not guarantee the absence of other types of rank-(N — 1) ambiguity,
for instance, those corresponding to non-uniform partitions of the array
manifold.

6.7 Appendices
6.7.1 Proof of Theorem 6.1
Since
5= [81,827...,SC]T (6.106)

is an ambiguous set the matrix A(s) = [a(s1),a(s2),...,a(s.)] € €V*¢ ig
rank deficient. This means that any submatrix A.(s) of A(s) which has
exactly c rows, is singular. That is

det(A.(s)) =0 (6.107)
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Consider now the set
5=[s1+As,50+As, ... 5.+ As]T
—s+As-1, (6.108)
The manifold vector corresponding to the i-th element of 3§ is
a(s; + As) = a(s;) © a(As) (6.109)

Therefore, the matrix A with columns the manifold vectors corresponding
to the set 3 is

A=A() =A(s+ Asl,) = A(s) © A(AsL,) (6.110)
The determinant of any submatrix A, of A which has exactly ¢ rows, is

det(A.) = det(A.(s) ® Ac(AsL,))

= det(A.(s)) - det | diag( A.(As) )
——
cx1 vector

=0 (6.111)

and is hence singular. This implies that A is rank deficient and therefore
the set s is also an ambiguous set. Furthermore the ranks of ambiguity of
s and of § are the same. This is because the submatrices of A(s) with less
than ¢ rows are non-singular which implies that the submatrices of A with
less than ¢ rows are also non-singular. |



Chapter 7

More on Ambiguities:
Symmetrical Arrays

In contrast with the type of ambiguities identified in the previous chapter
which are based on partitioning of a manifold curve into equal segments, this
chapter is concerned with the partitioning of the manifold curve into unequal
segments from which a new type of ambiguity existing only in symmetrical®
array structures can be identified. That is, this type of ambiguity exists in
all symmetric linear and planar arrays as well as non-symmetric planar
arrays which may have at least one p-curve (p = ¢, a, 3) corresponding to
a symmetric ELA.

7.1 Symmetric Linear Arrays and det(An(s))

Definition 7.1 Symmetric Linear Array: A linear array of N sensors
is said to be symmetric, if there is a real number b, such that the elements
of the vector T = r + bl 5 satisfy the following equation

sum(7") = 0,Vn odd (7.1)
Consider a set s of N arc lengths
§: [517827"'7SN]T (72)

on the manifold of a symmetric linear array of N sensors.
Let Ay £ An(s) € €¢VXN be the matrix with columns the manifold
vectors corresponding to the elements of s:

An(s) = [a(s1),a(s2), .-, a(sn)] (7.3)

1Every sensor has a symmetric counterpart with respect to the the array centroid.

157
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As we have seen in Chapter 2, at every point along the manifold curve of
a symmetric linear array, a set of N unity-norm coordinate vectors U(s) =
[uy(s),...,u,(s)] € €¥*N and (N — 1) curvatures kq,...,Ky—1 can be
defined according to the first order matrix differential equation

U'(s) =U(s)C (7.4)
whose solution is given by
£F(s)
—
U(s) = U(0) expm(sC) (7.5)

where C € RY*¥ is the Cartan matrix, which is a real skew-symmetric
matrix of the curvatures. Using Eq. (2.63) in conjunction with Eq. (7.5),
the array manifold matrix Ax can be rewritten as

An(s) = [U(O)F(s,)R, U(0)F(s,)R, ..., U(0)F(sn) E]

— U(0)[F(s1)R, F(52)R, - .., F(sn)R]

The matrix Ay (s) is a square matrix and, therefore, its determinant can
be used to examine the linear dependence of its columns. An expression for
the determinant of Ay (s) can be provided as follows:

det(An(s)) = det(U(0)) - det([F(s1)R,F(s2)R,...,F(sy)R]) (7.6)

Noting that for a symmetric linear array, the columns of U(s) are mutually
orthogonal, that is

UAU =1y and det(U(s)) = +1 (7.7)
and therefore the determinant of A becomes
det(An(s)) = £det[F(s1)R,F(s2)R, ..., F(sny)R] (7.8)

Because of the special structures of the radii vector R and of the Frame
matrix F, the det(A(s)) can be further written as

ET]F(Sl)T

det(An(s)) = +£det | B FG2)T

R'F(sy)T
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[ R'F(—s1)
= +det ETF(_SQ)
_ETJF'(.—'SN)
[ R"F(s1)

R"F(sz)

= +det (7.9)

| R"F(sn)
From Eq. (2.61) evaluated at s = 0 and for a symmetric linear array:
RT = a™(0)U(0) (7.10)

and therefore,

det(Apn(s)) = *det

= +det ) (using Eq. (7.5))

= =+det

7.2 Characteristic Points on the Array Manifold

An initial partition of a hyperhelical curve into N — 1 (or more) unequal
segments can be achieved using the concept of characteristic points, defined
as follows:
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Definition 7.2 Characteristic Points: If A is the manifold of an array
of N sensors with locations r, a point s on A, with

0<s<ly=27|r| (7.12)
is a characteristic point if and only if
Ref{a” (0)u (s)} = 0 (7.13)

where wu,(s) denotes the tangent vector at the manifold point s, i.e.
u,(s) = a'(s).

For a general linear array the above definition indicates an important
property of characteristic points. The tangent at any characteristic point
is orthogonal (wide sense orthogonality since only the real part is zero) to
the manifold vector at s = 0. This orthogonality, in the case of a symmetric
linear, becomes “narrow” sense. Thus, if the manifold of a symmetric linear
array has N (or more) characteristic points s.,, Sc,s - - -, Sy, Where s, =0,
then this (denoted by s,,) set of characteristic points is ambiguous, as the
first column of Eq. (7.11) is the all zero vector, implying that

rank(Ay(s.,)) = N —1 and det(An(s.,)) =0 (7.14)

This is the starting point for the identification of a new class of ambiguous
generator set having a rank of ambiguity p, equal to (N — 1).

The existence, however, of at least IV characteristic points within the
manifold length [,;, is very important for the identification of ambiguous sit-
uations and this, in turn, relates to the number of windings. In particular we
have seen in Chapter 2 (Theorem 2.2, page 41) that the manifold of a linear
array of IV sensor has a hyperhelical shape with the number of windings
(N = odd) or half-windings (N = even) n,, given by the following equation

~

g

(7.15)

Ny =

where [, is the length of one winding or one half-winding and is given by
the (IV — 1)th positive root of the following expression:

Tr(C expm(sC)) =0 (7.16)

This expression and its derivatives with respect to s are the pivots for
identifying ambiguities which are only present in symmetric linear arrays
(or symmetric ELAs).



More on Ambiguities: Symmetrical Arrays 161

Equation (7.15) indicates that when n, > 1, then there is more than
one winding (or half-winding) contained in the manifold length of the curve.
It must be noted that uniform linear arrays with intersensor spacing equal
to one half-wavelength have I, = [, = n,, = 1. A spiral of a spring could
be used to provide a visualization of the concept of a winding.

Corollary 7.1 A sufficient condition for the presence of nontrivial
ambiguities in the manifold A of a symmetric linear array (or ELA) is
I > Ly te. ny > 1

The above implies that if 0° < p; < py < 180° and

L 2
- =
2]l ~ Teospr — cospa]

(7.17)

Nw

then there exist N — 2 bearings po,...,pny—1 in the region (p1,pn) such
that the manifold vectors corresponding to pi,pe,...,pn—1 are linearly
dependent.

Example 7.1 Consider a symmetric linear array of N = 4 sensors with
locations given by the following vector in half-wavelengths:

r=[-1.9,-0.6,0.6,1.9]" (7.18)

The length of the hyperhelical manifold curve of this array is I, = 27||r|| =
17.7048 and its Cartan matrix

0 —0.6462 0 0
0.6462 0 —-0.1819 0

C= 0 0.1819 0 —0.2222 (7.19)
0 0 0.2222 0

Figure 7.1 is the plot of Eq. (7.16) with respect to the arc length. From
this plot it can be seen that the manifold curve consists of more than one
half-winding. Actually, the length of one half-winding is equal to [,, =
14.0476, i.e. the arc length at the (N — 1)th positive characteristic point.
The number of half-windings of the hyperhelical curve is also calculated
using Eq. (7.15) and is equal to n,, = 1.2603. The first four roots (arc
lengths) of Eq. (7.16) are

s = [0,5.0780, 8.8664, 14.0476]T (7.20)
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Tr(C.expm(s.C))

arc length s

Fig. 7.1 Plot of Tr(Cexpm(sC)) with respect to s for the array of Eq. (7.18).

corresponding to the following set of azimuth angles (i.e. the directions of

arrival)
0 = [0°,64.7614°,90.0919°,125.9361°]7 (7.21)
Note that the above set s is an ambiguous set. i.e.
rank(A(s)) =N —1 and det(A(s)) =0 (7.22)

Furthermore the set s has its first element equal to zero and also satisfies
all the other conditions of the definition of the ambiguous generator set
(see Definition 6.5, page 120). Hence s is also an ambiguous generator set

of parameters.

It is clear from the above discussion that if the array is symmetric, in
addition to the AGSs constructed from the Uniform Basic Sets of Eq. (6.23),
more AGSs can be found using a non-uniform partition of the array mani-
fold based on the roots of Eq. (7.16). However, the roots of this equation are
not the only ones producing AGSs. In fact we will see in the next section
that the derivatives of the above equation produce an infinite number of
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AGSs and this complicates the representation and identification of this type
of ambiguity.

7.3 Array Symmetricity and Non-Uniform Partitions
of Hyperhelices

Before we proceed let us generalize the concept of characteristic points to
“characteristic points of order n” by rewriting the inner product af (0)u; (s)
as follows:

a(0)uy (s) = 2

a(0)"u,(5) = 5 (a(0)"a(s))
d

= - (BTU0)"U(0)F(s)R)

~ Ly | W) U(0)F(s)R R
ds —_——

=In

d
= %TY(F(S)EET)

d
= ZTH(F(s))
= Tr(F'(s))
ie.

a(0)"u, (5) = Tr(C expm(sC)) (7.23)
where the expression F(s) = Cexpm(sC) has been used. Then by differen-
tiating Eq. (7.23) we get

Q(O)Hyll(nfl)(s) = Tr(C"expm(sC)), n=1,2,... (7.24)
where g/l(") denotes the nth derivative of the tangent vector at the manifold
point s. This leads to the following definition:

Definition 7.3 Consider a symmetric linear array of N sensors having a
manifold A4 of length I, and a Cartan matrix C. A point s on A with

0 <8<y =27l (7.25)
is said to be a characteristic point of order n if and only if

Tr(C" expm(sC)) =0 (7.26)
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The characteristic points of order 1 (n = 1), i.e.
a(0)u,y (s) = Tr(C expm(sC)) = 0 (7.27)
will simply be referred to as “characteristic points.”

Theorem 7.1 Non Uniform Partition Type Ambiguities: Con-
sider a symmetric linear array (or an ELA) of N sensors. If there are
¢ = N characteristic points of order n on the array manifold A, forming
the vector

§£:Z) = [Sla 82500, SC]T (728)

that is, the elements ofggz) are the first n roots of the function
Tr(C" expm(sC)) =0 (7.29)

then §gg), as well as any of its subsets with N elements, constitute a rank
pa = (N — 1) ambiguous set of arc lengths.

Theorem 7.1 can be easily proven for n < N, using the recursive equa-
tion Eq. (2.12) while for n > N, n € Z% it can be proven using the
Cayley—Hamilton Theorem, which states that “every matrix satisfies its
own characteristic equation,” as applied to the Cartan matrix.

However not all the existing ambiguous generator sets are calculated by
using the set of roots, between zero and the manifold length. Roots that
are bigger than the manifold length should also be taken into account due
to the non uniform segmentation of the manifold. Furthermore the roots of
Eq. (7.29) are ambiguous for any real value of n greater than 0, as shown
by the following example

Example 7.2 For an array with sensor positions
r=[-21,-0.9,0.9,2.1]T (7.30)

the following table gives the AGSs produced from the Uniform Basic Sets

S1 52 S3 S4 Pa

6.7672 13.5344 —

4.8337  9.6674 14.5011
4.8337  9.6674 19.3349
4.8337 14.5011 19.3349
9.6674 14.5011 19.3349

o O O O O
W W W w N
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Furthermore the Cartan Matrix C of this array is

0 —-0.6074 0 0
0.6074 0 —0.2056 0

c= 0 0.2056 0 —0.2981 (7.:31)
0 0 0.2981 0

and since it is a symmetric array, the roots of Eq. (7.29), (for n = 1) i.e.
the set of characteristic points,

s$) = [0,5.5147,9.3228,14.0360, 19.8000] "

provide the four “non-uniform” AGS of rank p, = 3 as shown below:

S1 52 53 S4 Pa
0 5.5147 9.3229 14.0360 3
0 5.5147 9.3229 19.8000 3
0 5.5147 14.0360 19.8000 3
0 9.3229 14.0360 19.8000 3

However for n = 1.9 the first four roots of Eq. (7.29) for s € [0, {,,] forming
the vector

s = [2.9041,7.6098, 12.0167, 17.1851)" (7.32)

is also an ambiguous set and of rank N —1 = 3. Eq. (7.29) has been plotted
in Fig. 7.2 for n = 1.9.

From Example 7.2 it can be observed that the first root of Eq. (7.29) is
not equal to zero for all values of n. This means that although in the case
of n = 1 the AGSs can be simply identified as all the combinations of three,
or in general N — 1, non-zero elements of §g;) with a zero prepended, the
same cannot be done for n = 1.9. In order to find the AGSs in this case, the
first element of the ambiguous set must be subtracted from all its elements.

Note that the first root of Eq. (7.29) is equal to zero only if n = 1,3, 5,
etc. This can be seen from Eq. (7.29) which for s = 0 becomes equal to
Tr(C™) that is zero only if n is odd, since in that case its structure is
identical with the structure of C (zero diagonal, more precisely only its
two secondary diagonals are non-zero). This result is confirmed by Fig. 7.3
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Fig. 7.2 Plot of Tr(C™ expm(sC)) for n = 1.9.
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Fig. 7.3 Plot of smallest root of Tr(C™ expm(sC)) versus n for the array in Example 7.2.
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where the first root of Tr(C™ expm(sC)) is plotted for n = 0.1 to 10 in steps
of 0.1 for the Cartan matrix of the array in Example 7.2.

From the previous discussion it is clear that an infinite number of AGSs
exist in symmetric linear arrays because n takes infinite values. However
for large values of n there exists a relationship between Theorems 6.2 and
7.1. This is stated in the following lemma:

Lemma 7.1 For n — oo (large), the roots of Tr(C"expm(sC)) = 0,
n > 0 are a shifted version of the set of arc lengths created by partitioning
the manifold in segments equal to Iy /la, where l, = Ary n is the aperture
of the array.

Example 7.3 Consider the array

r = [2.6870,1.2728,0, —1.2728, —2.6870]" (7.33)

Using the aperture intersensor spacing Arq 5 = 5.3740 the UBS SAr, 5 Can
be found as

Sap ., = [0,4.9162,9.8322,14.7483,19.6645, 24.5807)" (7.34)

The set of characteristic points §g§) of order n > 6, given by using Eq. (7.29)
of Theorem 7.1, has approximately the same elements as s ., .. For instance

for n =13
s8Y = [0,4.9162, 9.8322, 14.7483, 19.6645, 24.5807]" (7.35)
indicating that the two sets are almost identical, i.e.

SOV ~ sap (7.36)

7.4 Ambiguities of Rank-(IN — 1) and Array Pattern

In the previous section we have seen that the function Tr(Cexpm(sC)) is
central for the identification and generation of non-uniform rank-(N — 1)
ambiguous sets of arc lengths in symmetric linear arrays. This can be also
rewritten as:

d

Tr(Cexpm(sC)) = a(0)" u,(s) = ds

(a(0)"a(s)) (7.37)

where the term a (O)H a(s) is purely imaginary and represents the array
pattern of an array steered towards endfire, as a function of the arc length s.
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It is immediately apparent that the roots of Tr(Cexpm(sC)) = 0
are equal to the arc lengths corresponding to the stationary points of
the gain pattern steered towards endfire and this leads to the following
proposition.

Proposition 7.1 If the array pattern of an N-sensor symmetric linear
array, parametrized in terms of arc length, steered towards endfire exhibits
more than N stationary points (usually lobes), then the corresponding direc-
tions are rank-(N — 1) ambiguous.

The following example illustrates the main characteristics of the above
proposition:

Example 7.4 Consider a symmetric linear array with sensor locations in
half-wavelengths given by

r=[-1.45,-0.8,0.8,1.45]" (7.38)

and with manifold length I, = 14.7153. The function Tr(Cexpm(sC)) is
plotted in Fig. 7.4 for s € [0, (,,], which is equivalent to the azimuth space
6 € [0°,180°). As can be seen, the equation Tr(C expm(sC)) = 0 has 4 roots
within the manifold length given by

st =10, 5.9142, 10.5499, 14.2941] (7.39)

which constitutes a rank-3 AGS. The corresponding set of rank-3 ambiguous
set of directions is given by

(1) _ no o o o
) = [0°, 78.69°, 115.71°, 160.52°] (7.40)

Furthermore, as can be seen from Fig. 7.5, the gain pattern of the array
steered towards endfire exhibits stationary points at

s =[0, 5.9142, 10.5499, 14.2941] (7.41)
when parametrized in terms of the arc length, and at
6 =[0°, 78.69°, 115.71°, 160.52°) (7.42)

when parametrized with respect to the azimuth. It is easy to verify that
s and 6 are equivalent. It might however be argued that a source close
to endfire is unlikely; but it must be recalled that any displacement of
the ambiguous set of arc lengths by an arbitrary amount will result in
another ambiguous set, provided that the manifold length is not exceeded.
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Tr(C.expm(s.C))

2 i i
0 5 10 15
arc length s

array gain pattern (dB)

0 5 10 15
arc length s

Fig. 7.4 The function Tr(Cexpm(sC)) and the array pattern, plotted as a function of
the arc length, for a symmetric array with locations r = [—1.45, —0.8,0.8,1.45]7. Note
that the arc length space s € [0,lm = 14.7153) is equivalent to the azimuth space
0 € [0°,180° ), while the black dots constitute a rank-3 AGS of arc lengths.

For instance a displacement of the set s by As = 0.3, corresponding to a
new set of directions given by

6 = [16.42°, 81.06°, 118.34°, 169.59°] (7.43)

is also ambiguous.
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Tr(C.expm(s.C))
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Fig. 7.5 The results of Fig. 7.4 expressed as a function of azimuth.

7.5 Planar Arrays and ‘Non-Uniform’ Ambiguities

The technique presented in the previous section to identify ambiguities
arising from non-uniform partitions of the symmetric linear array manifold
can be readily applied to any hyperhelical curve (e.g. a composite ¢-curve)
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of the planar array manifold if the corresponding equivalent linear array
(ELA) is symmetric.

Note that if the planar array itself is symmetric, then all ELAs of the
family of p-curves are symmetric too and this is formally stated as follows:

Corollary 7.2 All equivalent linear arrays r(Vo),V¥q (see Eq. 6.4) asso-
ciated with the families of p-curves (p = v, a,B) of a symmetric planar
array are symmetric and therefore can suffer from both uniform and non-
uniform types of ambiguity.

Note that ambiguities resulting from non-uniform partitions of the array
manifold are present only in symmetric linear arrays and hence this class of
ambiguities is applicable only when an ELA is symmetric. However, the pre-
requisite symmetry of the ELA does not impose any special restriction on
the planar array configuration, and an arbitrary planar array may exhibit
symmetric ELAs along certain ¥, angles. However, if the planar array is
symmetric about both the x- and y-axes or any two orthogonal directions,
then the ELA along any V¥, angle is symmetric. Hence symmetric planar
arrays, like symmetric linear arrays, are more prone to ambiguities. If the
planar array is asymmetric, then it is more likely to suffer from ambigu-
ities along ¥, angles where the ELA is symmetric than those where it
is not.

Consider the issue of collocation of projected sensors in a symmetric
ELA. For instance an N-sensor ELA consisting of an underlying symmetric
(N — 0)-sensor linear array and ¢ sensors collocated with other sensors. If
the underlying (N — ¢)-sensor array suffers from rank-(IN — ¢ — 1) ambiguity
resulting from non-uniform partitions of the array manifold, then it is easy
to see that the N-sensor ELA will also suffer from the same rank-(N —¢—1)
ambiguity, with the same ambiguous directions. In fact, the N-sensor ELA
will suffer from any ambiguity inherent to the underlying (N — ¢)-sensor
linear array. For example, consider a planar array whose sensor locations
in half-wavelengths are given by

—0.9548 —0.6623  0.1077  0.5174 0.6168]
r = |—1.2453 1.0057 —1.5300 —0.9669 1.3359
0 0 0 0 0

The ELA along 0, = 75° is given by

r(6,) = [~1.45,~1.45,—0.8,0.8,1.45]T (7.44)
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MUSIC Spectrum (dB)

400
200

Azimuth (degreeﬁ)
Fig. 7.6 Two-dimensional MUSIC in an ambiguous signal environment.

with two collocated sensors at —1.45. Discarding one of the collocated sen-
sors, the resulting array is found to be symmetric and given by

r=[-1.45,-0.8,0.8,1.45]7 (7.45)
Note that this is precisely the array examined in Example 7.4 and hence

the following set of directions will constitute an ambiguous set of directions
for the corresponding planar array:

(0,9)() = {(75°,16.42°), (75°,81.06°), (255°, 61.66°), (255°,10.41°)}
Figure 7.6 illustrates the contour plot of the MUSIC spectrum generated
using 100 data snapshots collected from the planar array, operating in the
presence of three equipower uncorrelated sources with SNR = 10dB and
impinging from directions (75°,16°), (75°,81°) and (255°,62°) respectively.
A spurious peak around the (255°,10°) direction is also observed.

7.6 Conclusions

Although all “uniform” ambiguities can be found using the Uniform Basic
Sets of arc lengths of Eq. (6.23), there is no single coherent framework
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at this moment to identify and estimate all “non-uniform” ambiguities.
However, this chapter provides a starting point by presenting a class of rank-
(N —1) non-uniform ambiguities. Since the range of n is infinite it can hence
be concluded that an infinite number of AGSs exist in symmetric linear
and symmetric planar arrays. This is also true for non-symmetric planar
arrays if at least one of its ELAs is “symmetric.” Note that each AGS
represents an infinite number of ambiguous sets — rotated in arc length
(see Theorem 6.1). Having an infinite rather than a finite number of AGSs
is currently a fundamental limitation of the theory for handling ambiguities
in symmetric arrays. Thus further research effort should be devoted to the
generalization of the concept of AGSs in order to reduce their number
to finite values. Furthermore the exploitation of any inherent relationship
between the various AGSs, constructed from the characteristic points of
different order n, may play a crucial role in dictating the identification,
classification and estimation of this huge number of ambiguities inherent in
symmetric array structures.



Chapter 8

Array Bounds

It was explained in Chapter 2 that, according to standard differential geom-
etry, a d-dimensional curve may be fully described via d — 1 curvatures.
However, it is intuitively apparent that a sufficiently small segment of a
multi-dimensional curve A may in fact be accurately approximated by a
circular arc. Despite the fact that visualization of a curve of dimensionality
greater than three is impossible, circular approximation provides an
informative notion of the curve’s shape in the local neighborhood
of an arbitrary point § and is defined in terms of the curve’s princi-
pal curvature only, thereby simplifying the analysis considerably. In this
chapter the circular approximation of a curve A is used to determine the
array’s ultimate accuracy, detection and resolution capabilities. Note that
the curve A could be the manifold of a linear array or a p-curve (Apq, with
p = 0,0,a or 3), lying on the manifold surface M of a planar array and
associated with an ELA.

8.1 Circular Approximation of an Array Manifold
A sufficiently small neighborhood of a point § on a curve in real N-

dimensional space (where the coordinate vectors are strictly orthogonal)
can be approximated by a circular arc. This circular arc lies on

Hio 2 L([u;(8),u5(5)]) (i.e. a plane) (8.1)

174
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with the vector u, (%) as its tangent, and has radius R which is equal to the
inverse of the curvature of the curve at §. This implies that

uq (8§ £ As;) = cos (ARS%>u1(§) +sin (ARSZ>U2(§) (8.2)
—_—— —_——
As? NASi
:(1721%2) =R

Here the above concept is applied in order to derive a “circular approx-
imation” to the manifold curve A which is embedded in an N-dimensional
complex space and is defined as follows:

A={a(p) eV, Vp:pe )} (8.3)

Let us consider an arbitrary point § (arc length) on the manifold and
form the Frame matrix F at s—As; and §+ Ass corresponding to parameter
values p — Ap; and p+ Aps. Since F(§) = expm(SC), by using Taylor series
expansion and retaining terms up to second order:

F(5+ As;) ~ F(3) (]Id + (As;)C + ;(Asi)%ﬂ) fori=1,2  (8.4)

However the matrix of the manifold coordinate vectors U at §+ As; can
be expressed (see Eq. (2.10), page 28) as

U(5 £ As;) = U(O)F(3 £ As;) (8.5)

Combining Egs. (8.4) and (8.5), and using the special skew symmetric form

of the Cartan matrix (Eq. (2.14)), the following approximation to the mani-

fold tangent vector at § + As; (i.e. the first column of U($ + As;)) may be

obtained:

(Asi)Q
2

(ASZ)Q
2

up (8§ + As;) ~ (1 — /@?) uq (8) £ Asirius(8) + K1kaus(8)

(8.6)
However, the 3rd term of Eq. (8.6) can be ignored so long as a tolerance

factor TOL < 1 is defined such that:

3rd term

1
—_— = — ; < .
2nd term QAS“{Z =TOL (8.7)

where k2 can be found using Eq. (2.37), i.e.

1 s o
ko = — |77 — K17 (8.8)
K1
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Thus, Eq. (8.7) provides the following condition

2
r — R

under which Eq. (8.6) is simplified to

S; 2 o o
uq (8§ + As;) ~ (1 - (A2)/<;f> U (8) £ Asiriuq(5) (8.10)

matching Eq. (8.2) for R = k'

The above indicates that a circular arc can be adopted as an excellent
approximation to the array manifold in the region of interest neighboring
§. This approximation also provides a 2D representation where, at a local
level, a curve has its main components along the first two coordinate vectors
at point §, as illustrated in Fig. 8.1, and has not yet had the opportunity
to “move into” higher dimensions (subspace L£{[us,uy, ..., u4]}).

Note that by writing the incremental arc length as As; ~ $(p)Ap; and
recalling that $(p) = 7||r|| sin p, the condition of Eq. (8.9) provides an upper
limit to the angular separation Ap; for which the above approximation is

ex observation Spag

cOmp\ )

origin

Fig. 8.1 "Hj2 subspace used to approximate the array manifold at a local level.
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valid. That is, for ¢ = 1,2 we have

Ap; < 261

TOL (8.11)

|l sin pl|7* — £37]|
——

=5(p)
It should be emphasized that although the array manifold is a vector con-
tinuum with a constant norm /N, the radius of the circular approximation
is different from v/N.

Consider the Fig. 8.2 which illustrates a manifold vector a(5 + As;) in
the local neighborhood of § with As; equal to —As; or +Assy corresponding
to two signals arriving from bearings p; and ps. If u,(§) L uy(8) then the
radius of this circular arc is equal to 7 *(5). However, u,(5) and u,(3) are
not, in general, strictly orthogonal. Therefore, the radius of the correspond-
ing circular arc at a point § is equal to &7 (%) which takes into account the
“orientation” of the array manifold curve. The parameter £1(5) is the cur-
vature (inverse of radius) of the circular approximation of the manifold A
and in Appendix 8.9.1 is proved to be

k1 = k1 sin(¢) (8.12)
where ( is the angle between u; (5) and u,($). Indeed

sin() = /1 — [uff (s)uy(s) 2 (8.13)

2

=/1- %;%(f?’) (using Eq. (2.44)) (8.14)
1
Thus Eq. (8.12) becomes
. > |r-3]?
fr =\ [wd = IR (8.15)
where 7 =1/||r||

Since the manifold can be approximated by a circular arc, it is clear that
As; = k7T AY; (8.16)

where A, (with reference to Fig. 8.2) is estimated as follows:

cos(A;) Al E;Mwi (8.17)
1

= Ay; = arccos(l — Rypy,;), fori=1,2 (8.18)
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Fig. 8.2 Two alternative ways of visualizing the ‘circular approximation’ of array man-
ifold curve at an arbitrary point $: (a) view showing Hi2 plane, (b) view orthogonal to

L ([Hiz,a(3)]).

or equivalently, as

sin(Av;) = ,f:fil (8.19)
1

= Ay; = arcsin(Ripty,), fori=1,2 (8.20)
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Hence, substituting A; given by Eq. (8.19) back into Eq. (8.16) we have

As; = kA
~arccos(1 — Aypty,)

- k1 (8.21)

arcsin(fq fy,)

(or, equivalently)

K1

It must be noted that if the inclination angle ;. (see Eq. (2.55)) of the
manifold is 0° then ¢ = 90° and R = k1, which is an important feature of
symmetric linear arrays.

8.2 Accuracy and the Cramer Rao Lower Bound

The most popular bound in array processing is a well-known statistical
result called the Cramer Rao lower bound (CRB) [23]. The CRB sets a
lower limit on the error covariance matrix of any unbiased estimate, p, of
the true parameter vector p € RM in the array signal model of Eq. (1.29).
In the case of an array of N sensors receiving M narrowband signals with
2. and for a sufficiently large number of
snapshots (L > 1), the expression for the deterministic CRB has been
shown to be as follows [24]:

additive sensor noise of power o

CRB[p] = il (Re(H ® RT))A c RMxM (8.22)
= 2L m ’
where
H=A"PLA € eMxM (523
RT = &{m(t)m(t)#} € ¢M*M = source covariance matrix .
with
A - [§13§27' . )gM]
A=1[a,4,,...,4,] (8.24)

PL =1y — AATA)'AH
based on the following assumptions:

e N > M and the manifold vectors are independent,
e Noise is a zero-mean, temporally white Gaussian process,
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e Noise is spatially white from sensor to sensor; i.e.
E{n(t)n" (t)} = o’Iy,
e Parameters other than p are known a priori.

In this section the nature of the CRB and its relationship with the
differential geometry of the array manifold (and hence the array geometry)
is clarified by focusing on the special cases of one emitter as well as two
emitters located close together.

8.2.1 Single Emitter CRB in Terms of
Manifold’s Differential Geometry

Assume that the array receives a single signal m(t) of power
P = &{m(tym* (1)}

from bearing p. Then, since R,,, = P and A = a(p), Eq. (8.22) implies that
the CRB may be expressed as

_02 1

ORBY = 57p a7 (pral)

(8.25)

Recalling that a(p) = uy(s) $(p) and ||u,(s)|| = 1 the above equation
becomes

B o? 1

= SLP)? ul ()P Lus ()

CRBIp| (8.26)

However, u, (s) is orthogonal to a(p). Hence Pyu, (s) = u, (s) and Eq. (8.26)
may be further simplified as follows:

o? 1
" 2LPi(p)? ~ 2(SNR x L)$(p)? (8.27)

CRB(p]

where SNR = P/o?

Note that the above expressions are valid for any manifold curve, not
necessarily of hyperhelical shape. For instance Eq. (8.27) can be written so
as to provide information about the accuracy of p estimates in terms of the
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Table 8.1 Rate-of-change of arc length for linear and planar arrays. The
planar arrays are parametrized in terms of (0,¢) and («, 3).

Array Curve A  Rate of change of arc length s  Parameter p
Linear A 5(0) = mllr,| sin@ p=20
Planar (0,¢)  Agje,  5(¢) = 7lr(6o)llsing p=9
Abgo 5(0) = 7||7:(6) || cos do p=20
Planar (a,8)  Aajs,  $(a) = ()] sina p=a
Al 5(B) = mllr(©o +90°)| sin 8 p=5

sensor locations of a linear array for p = 6, or of a planar array for p = 6,
¢, o or [ by replacing its corresponding $(p) as shown in Table 8.1.

For an emitter at a bearing (p,q) the p-estimates correspond to points
on the curve Ay, lying on the manifold surface M as the parameter ¢ is
assumed constant and known. Thus the notation

CRBIp|A, ] (8.28)

is adopted to represent the CRB for the p-estimates and show its depen-
dence on the properties of the A, curve, with the subscript ‘o’ indicating
that ¢ is assumed constant and known. Similarly, the g-estimates are asso-
ciated with the curve Ay,
and known, with the CRB of ¢-estimates represented by

on M as the parameter p is assumed constant

CRBlg|Ag)p,] (8.29)

Using this notation in conjunction with Eq. (8.27) and Table 8.1 for an
emitter at a direction (6, ¢), the CRB for the ¢-estimates and #-estimates
are expressed as follows

1
CRB[¢|Agp0,] = in ¢)°

2 (SNR x L) (71r I(65)]| sin 6) (8.30)
CRB[0]Ags,] =

2(SNR x L) (7 ||#(8)] cos ¢o)*

where as usual 7(0) = r, cos +r,sinf and 7(0) = d%i(ae)'
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Based on the above discussion a number of observations can be made
as follows:

(1) For all planar array geometries:

1
CRB[¢|A¢|90] 0.8 m

1
cos? ¢,

(8.31)
CRBIf] Ay, ]

The above expressions imply that the 6 estimates are more accurate
for ¢, — 0° while the ¢ estimates are more accurate for ¢ — 90°.
Furthermore, the variations of CRB[¢|Agjg,] and CRB[f]Ag4,] with
respect to elevation ¢ are both independent of the array geometry,
monotonic and 90° out of phase.

(2) Since 7(0) = r(0 + 90°), consequently for all planar array geometries

CRBI[0]Ag|g,] = CRB[(90° — ¢o) | Ag|(6,+90)] (8.32)

In other words, the CRB for the f-estimates of an emitter at bearings
(0, ) equals the CRB for the ¢-estimates of a similar emitter at bearing
(6 +90°, 90° — ¢). Furthermore, the variations of CRB[0|Ag|4,] and
CRBJ[¢|Ag|g,] with respect to azimuth 6 are both functions of the array
geometry, and are 90° out of phase.

(3) For balanced-symmetric arrays

I7O)1* = llr(0)1* = |z, I* (independent of 6) (8.33)
therefore:
1
CRBJ[¢|A =
A 7S NR (G
= ¢ accuracy is independent of 6
) (8.34)
CRB0|Ag,] = 2
2L x SNR. (|| || cos (¢%))
= 0 accuracy is independent of

Example 8.1 Figure 8.3 shows values of the CRB[f]Agg4,] and
CRBJ[¢|Ag|s,] for a single emitter at bearing (0, ¢), as functions of ¢ and
¢. The two equation of Eq. (8.30) are evaluated for the 24-element Y-
shaped and circular arrays given in Appendix 8.9.2. The figures are based
on the assumption of L = 100 snapshots and a Signal-to-Noise ratio of
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with SNRx L = 1000.

10dB. Both arrays are balanced-symmetric, and so the accuracy of the
parameter estimates will be independent of azimuth. On the other hand,
while the accuracy of the parameter estimates varies dramatically with ele-
vation, the performances of the two arrays remain unchanged in relative

terms.
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At this stage it is also interesting to consider the CRB corresponding
to the estimates of the manifold arc length parameter s. Replacement of
the bearing parameter p with the arc length s requires that the manifold
derivative & = da/dp in Eq. (8.25) be replaced by a’ = da/ds = u,(s).
Again since P u, (s) = u,(s), it follows that

_ o2 _ 1
T 2LP 2(SNR x L)

CRBs] (8.35)

In other words,

the lower bound on the variance of the estimates
of arc length parameter (s) is independent of the
array geometry and depends only on the (SNR x L)
product.

8.2.2 Two Emitter CRB in Terms of Principal Curvature

Expressions for the CRB (on the variance of unbiased parameter estimates)
become progressively more complicated with increasing numbers of emit-
ters, M, since the accuracy of the bearing estimates is not only a function
of the additive sensor noise but also depend on the interactions between
the various emitters.

Consider a multiple-emitter scenario involving two correlated emitters
and M — 2 uncorrelated emitters. It is easy to show that if the two cor-
related signals arrive from bearings p; and py (corresponding to manifold
vectors a; = a(p1) and a, = a(p»)), have powers P, and P,, and a correla-
tion coefficient p, then Eq. (8.22) for the CRB corresponding to the signal
arriving from p; may be written as

1 1 1

(SNRl X L) é{{ﬂpiél 1— 1:?92[0@_5[??@1] —
PP (al'Pla,)(al Pla,)

CRB[p] = 5 (8.36)

where SNR; = P; /o2 and P4 = Iy — A(A7 A)AH with A being an (N x M)
matrix with columns the M manifold vectors. To make Eq. (8.36) more
tractable, consider the scenario where all the M emitters are uncorrelated
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(emissions from independent sources). Setting p = 0 in Eq. (8.36) we have

1 1

(SNRy x L) af'Pta

CRB[p1] = 5 (8.37)
The dependence of the CRB on the rate of change of manifold arc length,
$(p), become apparent by considering a; and a, as two points on the
same manifold curve A. Then using the expression a(p1) = u;(s1) $(p1),
Eq. (8.37) can be written as follows:

1 1

(SNRy x L) 5(p1)2utl (s1)PLu, (s1) (8.38)

CRBI[p:|A] = 5

Further interpretation of Eq. (8.38) in terms of the principal curvature of A
is possible when M = 2 (i.e. two-emitter scenario) and the two emitters are
closely spaced at bearings p; and ps = p; + Ap , corresponding to manifold
arc lengths s; = § — As/2 and sy = § + As/2 respectively. Under such cir-
cumstances, circular approximation can be applied to a local neighborhood
of a(3) in order to evaluate the term uf?(s1) P+ u;(s1). As shown in the

Appendix 8.9.3, this hence leads to the following expression:

1 2
CRB[p:[A] = SNRy x L) 3(m)? (Bs)? (R2(5) = 3) (8.39)
where {AS =) A and (8.40)

#1(p) = k1(p) sin(¢(p))

Note that the bearing p corresponds to the point with arc length 3, and
to a first-order approximation, equals (p; + p2)/2 or equivalently p =
p1+ %.

It is important to point out that, since As = $(p)Ap, Eq. (8.39) indicates
that the CRB is inversely proportional to the square of the emitters’ angular
separation,

CRB[p1|A] (1

Ap)?

i.e. the accuracy of the system deteriorates rapidly as the emitters approach
one another.

The technique deployed for the derivation of Eq. (8.39) can also be

directly applied to scenarios involving more than two closely spaced emit-

ters. However, due to the proliferating number of manifold vector inner

(8.41)
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Table 8.2 Principal curvature for linear and planar arrays parametrized —
planar arrays are in terms of (0, ¢) and («a, 83).

Array Curve A  Principal curvature k1 Hyperhelix
Linear A k1 = ||72|], Vs Yes
Planar (0,¢)  Aya, k1 = ||72(00)]], Vs Yes
1 J
A 0) = 2(0) + ———Pip (0 ‘ No
0| b0 Hl( ) ||£(0)||2 r ( )+ 7TCOS¢0 z(@)z( )
~||7(6)||?
Planar (a’ B) Aa|ﬂo K1 = ”fz(eo)”» Vs Yes
Aglag k1 = [[r2(66 + 90°)|| Yes
~ R . dR
where R= — and R= —
IRl dp

products, the expression for the CRB can become very cumbersome.
Nevertheless, it can be shown that so long as the additional manifold points
$3, S4,-..,Sp are not in the neighborhood of § (i.e. in the neighborhood of
s1 and $3), the value of CRB[p;|.A] is primarily dominated by the presence
of the source at bearing po.

Example 8.2 In Fig. 8.4 the value of CRBy[61],as defined in [24], is
compared to that given by Eq. (8.39) for two unit-power emitters located
at bearings 61 = 20° and 0> = 6; + A8, and both at a common elevation of
¢ = 20°. The expressions are evaluated for the 24-element Y-shaped array,
assuming the availability of L = 100 snapshots and a signal-to-noise ratio
of 10dB (for each emitter).

As can be seen, for small emitter separations, Eq. (8.39) provides an
excellent estimate of the CRB. However for increasing separations the
circular approximation breaks down and Eq. (8.39) is no longer valid. Note
that for large emitter separations, the exact CRB settles down to the value
corresponding to a single emitter.

8.2.2.1 Elevation Dependence of Two Emitters’ CRB

For a planar array with two emitters on the same ¢-curve Agjg,, the
dependence of the CRB on elevation ¢ may be deduced by recalling from
Table 8.1 (page 181) that

50(0) x cos¢p and $4(¢) x sing (8.42)
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-------- CRB for a single source
——— CRB for two sources - Eq. (8.37)

S 013 — — CRB for two sources - Eq. (8.39)
3 ] (based on principal curvature)
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Fig. 8.4 Plots of the CRB Egs. (8.37) (exact) and (8.39) (appr.) for two emitters with
angular separation A# (Y-shaped array of 24 sensors). The CRB for a single source is
also shown for comparison.

where the subscripts 6 and ¢ have been added for reference to f-curves and
¢-curves respectively.

Also since the ¢-curves are hyperhelical, &1 4(¢) is independent of ¢.
Furthermore, for large arrays, <1 ¢(6) is independent of ¢ so long as elevation
is not close to 90°. The combination of these results, along with Eq. (8.39)
reveal the following dependencies on elevation ¢:

e For emitters corresponding to two points on the same 6-curve Ag|4,, that
is having the same elevation angle, i.e. (61,¢,) and (62, ¢, ),

1

$5(01)55(0)
1
_ 44
& cost oo (8.44)
where 6 = 0110 (8.45)

2
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e For emitters with the same azimuth angle, i.e. (6,,41) and (0,, ¢2), hence
on the same ¢-curve Agjg,

|
CRB¢1|A S 8.46
TR Y (540

1
* sin? ¢, sin? (5 (8.47)
where = 21T @2 (8.48)

2

Consequently, the variations of CRB[01|Ag|4,] and CRB[¢1|Ag,] with
respect to ¢ are independent of the array geometry and 90° out of phase.

8.2.2.2  Azimuth Dependence of Two Emitters’ CRB

The dependence of the CRB on azimuth 6 is a rather complex function of
the array geometry. However, it can be proven that

50(0,¢) = $4(0 +90°,90° — ¢) (8.49)
and

R10(0,¢) =~ k14(0 +90°, ¢) = (independent of ¢) (8.50)

Incorporating these results into Eq. (8.39), and on the grounds that for
closely spaced emitters

$0(01) = 39(0) and $4(d1) = 54(6), (8.51)
one may deduce that:

e if AG = A¢, then the CRB on the azimuth estimates of two emitters
equally distributed about azimuth 0 and with common elevations (5, is
equal to the CRB on the elevation estimates of two similar emitters
equally distributed about elevation (90° — quﬁ) and with common azimuth
0 + 90°. This is somewhat similar to the result derived for the single-
emitter case (see Eq. (8.32)) in that the variations of CRB[f;]Ag)4 ] and

CRB[¢1]Ag)e,] with respect to § are 90° out of phase.

Example 8.3 Figures 8.5(a) and (b) show values of CRBIf;]Agg]
(Eq. (8.39)) as a function of § and ¢, in the case of two unit-power
emitters of common elevation ¢ but separated by Af = 1° about azimuth 6.
The bound is evaluated for the 24-element Y-shaped and circular arrays
assuming the availability of L = 100 snapshots and signal-to-noise ratio
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Fig. 8.5 CRL for two emitters with SNRx L = 1000.

of 10dB (for each emitter). In Fig. 8.5(c) and (d) the exercise is repeated
for CRB[¢1]Agjg] with emitters of common azimuth ¢ but separated by
A¢ = 1° about elevation ¢. While the circular array again exhibits uni-
form accuracy for all azimuths, the Y-shaped array shows fluctuations with
a period of 60° due to its special shape. Again, the performances of the
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two arrays remain unchanged in relative terms as a function of elevation
(true for CRBI[61]Ag)4] for elevations not too close to 90°) as can be readily
confirmed from the graphs.

8.3 “Detection” and “Resolution” Thresholds

In practice, the availability of only a limited number of snapshots, L, pre-
vents the full elimination of the noise and can result in a poor estimation
of array manifold vectors.

For a source corresponding to point s; on the array manifold curve A, the
RMS value o, of the uncertainty due to noise which remains in the system
after L snapshots can be represented as an IN-dimensional hypersphere of
radius o., centered at the manifold vector a(s;) (see Fig. 8.6). This sphere
will be known as the “uncertainty sphere” and helps to examine the effects
of noise and finite snapshots on the ability of a system to detect and resolve
the bearings of two closely spaced sources. In particular in this section
concepts from the differential geometry of array manifold curves will be
used to develop global measures of detection and resolution capabilities.

The detection capability of an array system is determined by its ability
to estimate the number of sources, M, contributing to the signal at the

origin

Fig. 8.6 View of the Hi2 subspace (plane): An illustrative representation of the geom-
etry at ‘resolution threshold’ (circular approximation)
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array output. Once this information is available, the parameters of interest
can be estimated, provided that all the M sources present are resolved.
The array resolution is the ability to obtain distinct, albeit inaccurate,
parameter estimates for each individual source present. In other words, the
sources present are resolved when the corresponding points on the array
manifold can be estimated (this, for instance, may correspond to distinct
peaks- or nulls-observed in the spectrum of the DF algorithm employed).

However both problems become very difficult if there are sources located
“close together” and the determination of “how close” two sources can be,
provides the wultimate detection and resolution capabilities of the array.
In order to analytically determine these ultimate array capabilities it
is first necessary to define the detection and resolution “threshold sub-
spaces” (hyperplanes) and then to provide the conditions under which
the “thresholds” of detection and resolution occur. Thus consider two
closely located sources of powers P; and P, arriving from bearings p; and
p2 = p1 + Ap corresponding to the manifold points s; and s; = s1 + As
respectively. The detection subspace Hgey and resolution subspaces H,es are
defined for a point § between s; and ss as follows:

detection: Haer = £ ([a(5), Paa(3)]) (8.52)
resolution: Hyes = L ([a(8), u;(5)]) (8.53)

where
Py = AATA)T'AT with A = [a(s1),a(ss)] (8.54)

These two subspace are illustrated in Figs. 8.7 and 8.8 together with
the two manifold vectors a(s;) and a(ss), and their associated uncertainty
spheres. Note that in these figures the manifold curve may be the manifold
of a linear array or a p-curve lying on the manifold surface of a planar
array.

8.3.1 FEstimating the Detection Threshold

Two sources corresponding to points s; and so = s; + As on the array
manifold A are detected if and only if the uncertainty spheres do not make
contact with the detection threshold subspace Hqet defined in Eq. (8.52).
When, however, the subspace Hget becomes the tangent plane to the uncer-
tainties spheres the threshold of detection occurs. To a first order approxi-
mation, this is equivalent to the following definition.
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Fig. 8.7 Detection threshold subspace — an illustrative visualization.

Fig. 8.8 Resolution threshold subspace — an illustrative visualization.

Definition 8.1 Detection Threshold: Two sources are detected if and
only if the uncertainty spheres do not make contact. The threshold of detec-
tion occurs when the two uncertainty spheres just make contact.

The two sources remain undetectable if their associated uncertainty
spheres overlap. This implies that the arc length separation As = |so — s1]
between two points s; and sy associated with two sources should be greater
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H]Z
Subspace spanned
by u,(s) and u,(s)
(circular approximation)

Centre of
Curvature

Fig. 8.9 An illustrative representation of the geometry at “detection threshold” on the

‘H12 subspace (circular approximation).

than, or equal to, Asget-tnr in order to be detected. That is

As 2 Asdet—thr (855)

Based on this definition and once again using the circular approrima-
tion/representation of the array manifold, the scenario of Fig. 8.2, at the

detection threshold, pertains:

Hy, = Oeq g4 and Hys = Oes 4 (8'56)
as shown in Fig. 8.9. Hence Eq. (8.21) becomes
ASdet-thr = /%IIA¢
SN LAy
arcsin(10e, ,) + arcsin(k10e, ,) (8.57)
= = )
Noting that arcsin(z) ~ = for z < 1, one may write
Aty = arcsin(Ri0e, ;) ~ k10e, , (8.58)
(8.59)

Atpy = arcsin(i10e, ,) ~ k10e, ,
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which implies that Eq. (8.57) can be rewritten as

’ ASdet-thr = Tey 4 + ey y (8.60)
providing a lower limit to the angular separation threshold as
Apdet-thr = %(oel st 0e ) (8.61)
m||rf|sinp " " ‘
where
e,u = ||Pr,.2(si)|| = a (si)Psy, a(s;) fori=1,2 (8.62)

It should be emphasized that detecting the presence of two sources does
not necessarily mean that their bearings have been resolved. In fact for a
sufficiently low SNR or a sufficiently small number of snapshots, a typical
super-resolution algorithm, operating in the presence of two closely located
sources, will always provide a single estimate (e.g. a spectrum with a single
null) even if it has been given the true number of sources a priori, that
is equal to two. That is even if the two sources are assumed to have been
detected.

8.3.2 FEstimating the Resolution Threshold

Definition 8.2 Resolution Threshold: Two emitters corresponding
to points s; and ss on the manifold are resolved if and only if the uncer-
tainty spheres around these two points do not make contact with the
resolution threshold subspace, Hyes = L£([a(8),u(3)]). The threshold of
resolution Aspes.thr Occurs when H,es is a tangent plane to the uncer-
tainty spheres (i.e. the uncertainty spheres just make contact with the
subspace Hiyes)-

This implies that the arc length separation As = |sy — s1| between two
points s; and ss, corresponding to two already detected sources, should be
greater than, or equal to, Aspes.tny in order to be resolved. That is

As P ASdet—thr (863)

or remain unresolvable otherwise.

The objective here is to estimate the resolution threshold As;es ¢n,y- That
is, to determine the minimum As which is just sufficient to allow the uncer-
tainty spheres to make contact with the subspace Hies = L([uy(5),a(5)])
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7.tll
Subspace spanned
by u,(s) and u,(5)
(circular approximation)

Fig. 8.10 View of the H12 subspace (plane): an illustrative representation of the geom-
etry at “resolution threshold” on the Hi2 subspace (circular approximation).

at the point . Once again using the circular representation of the array
manifold the situation of Definition 8.2 may be illustrated as in Figs. 8.10
and 8.11. With reference to these two figures, it can be seen that o, . (see
Fig. 8.11) and p, (see Fig. 8.10) as well as o, , and p,, may be given as
follows:

Ter = [Py a(s1)| and o, = [Py, a(so)] (8.64)
Oey,r Oey

Poy = ——— and  fg, = Y (865)
siny sin -y

Hence Eq. (8.21) becomes

ASyes-thr = Asy + Asg = ’%IlAU)
22y, LAy

. O¢q .. . Oe¢
arccos [ 1 — kg —= | + arccos | 1 — fy —=
sin y sin y

= ) (8.66)

R1
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ation space

Centre of \
Curvature ' o
o |

%]2

Fig. 8.11 View orthogonal to Hres and Hi2 subspaces (planes): an illustrative view of
the geometry at “resolution threshold”.

Recalling that arccos(1 — 2?) ~ z for < 1, one may write

A1)y = arccos (1 — Ry Ter )

sin 7y
~ [2m, 2o (8.67a)
sin -y
Atpy = arccos (1 — R (,782 >
sin y
~ 20 T2 (8.67b)
sin 7y

Upon substitution of Eq. (8.67) into (8.66), it follows that

2
Asres-thr = \/m (VTer, +v/Ter,) (8.68)

However, (see Fig. 8.11)

9

Py, a3 1/

la@s)l VN

cosy = =siny=1—-cos’y=1—

2
NR7
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where
Hio = L{|u(3),us(8
Therefore, 2 ([ (5), w2 (5)]}
(8.69)
(8.70)
=ASres-thr
where
Teir = HP#OSQ(SZ')H =a(s;)Ps;,_a(s;), fori=1,2 (8.71)

res—

Having defined the required performance thresholds and summarizing the
results in Table 8.3, it is apparent that the array detection-resolution
capabilities at p are functions of:

e the manifold arc length As corresponding to the interval Ap
e the manifold curvatures x; corresponding to bearing p

Table 8.3 Resolution and detection arc length as a function of uncertainty

spheres.
Resolution and detection thresholds
arc length: As directional: Ap ~ é(ApS)
© o
with $(po) = 7||r|| sinp
1
ASdet-thr = Teq g + Oey q Apdet-thr R W(Uel,r + 0ey,,)
[ a 1

[ a X Ry . S

ASres-thr = & E%—% Apres-thr 2%7% Tzl snp

x (oo + voe) x (voar +voar)

Te; g = |Prg,als)ll, i=1,2
with
e, = 1P, alsi)ll, i=1,2
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e the number of sensors N
e the radius of the uncertainty spheres o,

where the fourth factor is dependent on the available SNR and the number
of array output snapshots L, and will be modelled next.

8.4 Modelling of the Uncertainty Sphere

As described above, the uncertainty spheres (in arc lengths) represent
the effects of additive sensor noise of power o2 on the system perfor-
mance. Furthermore, as was noted earlier, it is possible to asymptotically
eliminate the effects of noise by increasing the number of snapshots L.
That is
5 1

oe & (8.72)
and as . — oo = g, — 0, i.e. zero estimation error. In addition, as the
power of the noise in the system tends to zero (o — 0), i.e. the SNR =
P/co? tends to infinity (SNR — oo), the uncertainty sphere shrinks with an
uncertainty radius o, — 0. That is

0?2 1 (8.73)

¢ SNR ’
This implies that the uncertainty sphere shrinks, or equivalently, that there
would be a gradual decrease in its radius o, thus providing an effective
radius o, according to the following model:

o? 1
= = 6 1 h .74
Oc 5IP ”2(SNR>< 2l (in arc lengths) (8.74)

It should be pointed out that the factor “2” appearing in the denominator

is a direct result of using complex numbers to represent signal envelopes in
the array model.

The shrinking rate of the uncertainty sphere depends also on the esti-
mation algorithm deployed. Some algorithms exhibit better properties than
others thereby “masking” the overall array performance and this makes it
difficult to identify the full detection-resolution capabilities inherent in the
array structure. Thus we may introduce the factor C' (with 0 < C' < 1) to
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represent the reduction in performance due to the employment of a specific
practical estimation algorithm. That is

1
2(SNR x L)C

O =

For C' = 1 the above expression becomes a “lower bound” and forms a
benchmark against which any practical algorithm can be compared. One
interpretation of the value C' = 1 may be that it is a theoretical limit
achieved by an “ideal” algorithm which does not introduce extra “uncer-
tainties” and eliminates any dependency which may exist between the var-
ious parameters of the received signals (for instance it decorrelates any
correlated signals, etc).

It is interesting to note at this point the relationship between the uncer-
tainty sphere model of Eq. (8.74) and the variance of the estimate of the
manifold’s arc length as predicted by the Cramer Rao lower bound of
Eq. (8.25). That is,

o? = CRBJ[s] (8.75)

The equality of the single source Cramer Rao lower bound with the square
of the uncertainty sphere radius can be interpreted as follows:

The uncertainty sphere represents the smallest achievable
uncertainty (optimal accuracy) due to the presence of noise
after L snapshots, when all the effects of the presence of
other sources have been eliminated by an “ideal” parameter
estimation algorithm.

8.5 Thresholds in Terms of (SNR x L)

Based on the previous discussion and the model of Eq. (8.74), at the detec-
tion and resolution “thresholds” the uncertainty spheres can be expressed as

1
Ociqg = QH(Si)Pf;J:‘detg(Si) = m (8.76a)
det
oo, = afl(s)PL a(s) = (| (8.76b)
Chr TS AT e SR 2(SNR x L)C
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Substituting Eq. (8.76a) back into Eqs. (8.60) and (8.69), with C = 1, it
follows that:

(a) Detection threshold:
Asdet—thr = \/CRB[Sl‘A] + \/CRB[SQ‘A]

1 1 1
V2 (x/SNRl <L | VSNT, x L)

1 ( P1>
= = 14,/
2(SNR; x L) P,

(b) Resolution threshold:

4
Asres-thr =g m (877)
x (({/CRBIs:]A] + {/CRB[5:]4] )
4 1

— 4

(i3 — %) V2
(yemsT + vevesT)
VSNR; x L /SNRy x L

i‘/(smlx;)(%%—&) <” \ i)

The incremental manifold length As may also be written in terms of
bearing separation Ap as As ~ Ap $(p) where $(p) = «||r||sinp is the rate
of change of manifold arc length and bearing p corresponds to the point §
on the manifold curve (to a first order approximation — p = (p1 + p2)/2).
This implies that the minimum angular separation Apget-thy required for
the detection of two sources of powers P; and P, may be written as:

(a) Detection threshold:

1 1 1
A et-thr =
Pet-thr = o () (\/SNRl <L  VSNE, x L)

(b) Resolution threshold: (8.78)
R 2
Apres-thr = = ) ﬁ
s\ (2 - %)

1
(x/SNRl <L VSNE, L>
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Since §(p) = 7||r|| sinp, Eq. (8.78) indicates that the resolution capabilities
of a linear array (or ELA) are maximum at broadside (p = 90°) and zero
along the endfire directions (p = 0° or 180°). Zero resolution along end-fire
directions is expected since, due to cylindrical symmetry, two signals at
directions which are symmetrical to the array axis cannot be distinguished,
irrespective of their angular separation.

For the special case of equi-powered sources (P; = P, = P) the ultimate
product (signal-to-noise ratio times L) required to detect and resolve two
sources at bearings p; and ps = p; + Ap may be written as

\/5 1

Apdet-thr = W

(8.79)
Apres-thr R =
s( \/SNR x L
revealing the following square-root law for detection threshold:
Apget-thr X (SNR x L)~1/2 (8.80)
and fourth-root law for resolution:
Apros-thr X (SNRx L)~1/4 (8.81)

In other words the detection and resolution ultimately achievable by a lin-
ear array is inversely proportional to the square-root and fourth-root law
respectively, of

e the signal-to-noise ratio
e the number of snapshots

Furthermore, in the case of equi-powered sources (P; = P;) a relation-
ship between the ultimate resolving and detection capabilities of an array
can be determined by dividing Apres-thr DY APdet-thr- That is

Bpreiie _ |8 ysNRNT (8.82)

Apdet—thr Kl — W~

which indicates that resolution is a more demanding operation compared to
detection, since the right hand side of the above equation is always greater
than unity (>>1). In addition, Eq. (8.79) reveals that the detection threshold
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falls more rapidly than the resolution threshold as the number of sensors
N increases for a constant SNR x L.

It is interesting to note that the resolution threshold Ap,es.¢ny of & linear
array is a function of sin(p). This indicates that an algorithm which per-
forms an exhaustive search of the manifold (e.g. MUSIC) should evaluate
its cost function along a non-uniform grid of azimuths whose values follow
a sinusoidal distribution. Such a non-uniform angular grid corresponds to a
uniform arc length grid along the manifold and would allow full use of the
array’s resolution capabilities.

Finally Eq. (8.77) can be used to derive other useful system require-
ments. For example, the number of snapshots, Lqet-thr, required to detect
two sources at bearings p; and py = p1 + Ap or Lyestnr tO resolve them,
may be written as shown below.

(a) Detection threshold:

1 1 1 2
L et-thr =
detthr = 9 A2 (\/SNRl * \/SNR2>
1 P,
N L)det-thr = 14,/=
(S Ry x )det th QASZ( + )

(b) Resolution threshold:

1 4
chs—thr = < )
- VANR; | VANR;
Ast R — %7
N
(SNR1 X L), = ( \/7)
As? (’@1 - )
As = 7||r|| cos py — cos p1|
where {Aslfﬂ <1, Asyip <1

(8.83)

Above, the expressions are also provided for the minimum product
(SNR; x L) required for a source of power P; to be detected and then
resolved in the presence of a source of power P, after L snapshots when the

two sources are separated by As.

Finally Table 8.4 summarizes the main expressions for the special case

of two equi-power sources.
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Table 8.4 Detection and resolution expressions for equipowered
sources (P} = P> = P).

Detection Resolution

o N2 1 ~ Ll g4/ 32 1
Apdet—thr ~ 3(P) /SNRxL Apres—thr ~ 3(P) (N%_%) W

—_2 — 32
(SNR X L)det»thr = As2 (SNR X L)res,thr - As4(n2fi)
1 N
L _ 2 1 L _ 32 1
det-thr As2 SNR res-thr As‘l(m%f%) SNR

where $(p) = 7 ||r|| sinp

8.6 Comments

8.6.1 Schmaidt’s Definition of Resolution

An alternative definition to the one presented in the previous section (see
Definition 8.2 — page 194) for the resolution threshold was proposed by
Schmidt [1] stating that two sources corresponding to points s; and s
on the manifold are resolved if, and only if, the uncertainty spheres do
not make contact with the tangent u,(5) to the manifold at 5. Using this
definition, which was given without any analysis, the resolution threshold
subspace Hyes can be defined as

Hres £ L ([uy(3)]) (8.84)

having dimensionality one. Schmidt’s definition, in conjunction with the
circular approzimation of the array manifold is illustrated in Fig. 8.12.
Based on this figure, it can be proven using the approach presented in the
previous sections that the resolution As is given by

ASres—thr = </€ ({L/CRB[SH.A] + %/CRB[SQ‘A]) (885&)
k1

4 1 1 1
=i{l=55= 8.85b
H%(Vi(é/SNRleJF {‘/SNRQXL> ( )

, 2 P
e D2 (1 + P2> (8.85¢)

The above expression is an approximation to Eq. (8.77) where the term

R2 — % has been replaced by x2. These two expressions become identical
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by u,(5) and ()
(circular approximation)

Centre ofo
Curvature

Fig. 8.12 Illustrative representation of Schmidt’s definition.

for large N and inclination angle { = 90°. That is for symmetric arrays
with a large number of sensors.

8.6.2 CRB at the Resolution Threshold

If the CRB is evaluated at the threshold level (SNR; X L), then the
estimation error (accuracy of the estimate) at the resolution threshold is
given as follows:

1
2(SNRy X L)res
1 (Ap x $(p))?

N (1+ \/g)‘* 5%(p1)

It is important to note that for two equi-powered sources the above expres-

CRB[p1 | Alres = (af'Pa,)! (8.86)

(8.87)

sion is simplified to

Ap $(p
CRB [pl]res ~ T . 3((p)1)
- % (8.88)

[as (p—p1)—0]
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Fig. 8.13 Simulation results of the CRB (exact and approximate expressions) as a
function of azimuth separation, averaged over 50 trials. The resolution threshold and the
single-source CRB are also shown for comparison.

which is an expected result indicating the generality and significance of
the resolution threshold. Figure 8.13 illustrates the variation, with azimuth
separation, for the CRB given by Egs. (8.37) (exact) and (8.39) (approx.)
together with the results of simulation studies and the resolution threshold.
Remember that for large separations the exact CRB converges to the single-
source CRB while the differential geometry version wrongly tends to zero —
although this is not obvious in Fig. 8.13.

8.6.3 Directional Arrays

The above discussion was carried out under the assumption that the pla-
nar array consists of antennas that are isotropic (with gain of unity) in
both azimuth 6 and elevation ¢. This assumption might seem unrealis-
tic since many practical antennas (like the elevated-feed monopoles) are
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Table 8.5 Expressions for directional array of sensors.

1

CRBIP1Al = S5 R x Llg(p1)|? (&5 P o)™
~ (SNR1 x L)|g(p1)[? (As)3(p1)(Ri(p) — 1/N)
2

B 1 lg(p1)|* P

(SNR1 x L)det = 2(Ap x (p))2]g(p1)|? (1 - 9(7’2)|2P2>
4

B 2 4 M

(SNR1 X L)res = (Ap % (p))4(/’%%(p) _ % )|g(p1)|2 (1 + |g(p2)2P2>

non-isotropic and exhibit a complex gain response v, € €! as a function of
one or both bearing parameters. In this case the array manifold is given by
Eq. (1.22) of Chapter 1.

It is easy to show that the results of the previous section can be trans-
formed for directional sensors to the expressions presented in Table 8.5. It
is clear from Table 8.5 that the directional pattern g(p) of a directional
sensor behaves simply as a “voltage gain” term boosting or deteriorating
the effective Signal-to-Noise Ratio at the output of the array. Consequently,
it can be stated that the presence of directional sensors does not affect the
relative merits of one array geometry over the other, although of course,
performance is affected in absolute terms.

8.7 Array Capabilities Based on a- and B-curves

In the previous sections the estimation accuracy, detection and resolution
capabilities of an array of sensors and their dependence on the differential
geometry of manifold parameter curves were investigated. It was seen that
for sufficiently close emitters, the array performance is a function of the local
shape of a manifold curve as specified by its length and first curvature. It
was consequently deduced that while performance varies with azimuth 6 in
accordance with the array configuration, its variation with elevation obeys
simple sinusoidal laws irrespective of the array. While these deductions are
completely valid, examination of array performance in terms of cone-angles
can provide an alternative, and perhaps a clearer picture of the operation
of a planar array.
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Theorem 8.1 The capability of a planar array to estimate, detect and
resolve cone-angles a1 and as of rotation angle ©, for two emitters at
bearings (a1, Bo) and (ag, B,) is

(i) independent of the value of B,,
(i1) identical to its capability to estimate, detect and resolve the elevations
of two emitters at (azimuth, elevation) bearings:

(0=0,¢=a1) and (0 =0,,¢=a2) ifar,as < 90° (8.89)
or

(0 =06,,¢=180°—1) and (0 =0,,¢=180°—ay) if a1,y > 90°
(8.90)

Proof.

(i) According to Corollary 5.2 and Theorem 5.1, all members of the family
of a-curves are identical, i.e. their differential geometry is independent
of 3.

(ii) From Corollary 5.5 and Theorem 5.1, each member of the a-curve
family is identical to the combination of the ¢-curves corresponding
to 8, = ©, and 6, = ©, + 180°. This implies that a-estimation and

¢-estimation performance must by necessity be equivalent.
O

Naturally, the roles of a and 8 may be interchanged in Theorem 8.1 by
simply replacing ©, with ©, + 90°.

Part (i) of the above theorem suggests an underlying “conic” behavior in
the performance of a planar array which can not be observed by considering
azimuth and elevation angles alone. Figure 8.14 illustrates this behavior
by showing the loci of two directions of arrival separated by Aa = 2°
(a1 = 68°, ay = 70°) for all possible values of 3 and the corresponding 6-¢
values.

Part (ii) of Theorem 8.1 indicates that the properties of ¢-estimation
array performance conducted in Section 8.2 is directly applicable to all cor-
responding cone-angles. In particular, one might immediately deduce that
the a- and (-estimation performances of a planar array of omnidirectional
sensors are at their peaks when o = 90° and § = 90° respectively, and
degrade sinusoidally as « and g approach either 0° or 180°.
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Fig. 8.14 The loci of two DOAs separated by Aa = 2° for all values of 3 and the
corresponding DOA loci on the (6, ¢) parameter plane revealing the “conic” nature of
the array performance.

8.8 Summary

In this chapter resolution and detection thresholds/bounds and estimation
accuracy have been studied by approximating, locally, a manifold curve with
a circular arc. In particular, by defining the detection and resolution sub-
spaces, in conjunction with the circular approximation of the array mani-
fold, the minimum arc length separations for detecting and resolving two
sources located close together have been estimated. This is done in terms
of the curve’s principal curvature, thereby simplifying the analysis consid-
erably. Furthermore, the relationship between Cramer Rao Lower Bound
(CRB) and resolution and detection thresholds has been established. These
thresholds were based on differential geometry properties of the manifolds
and can be used as a “figure of merit” for comparing array geometries.
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8.9 Appendices

8.9.1 Radius of Circular Approximation

Based on Fig. 8.2(b) the radius of the corresponding circular arc is

Rt = [Pr.a(3)] = y/a (5)Pr,,a(3) (8.91)
where [Py, is the projection operator on to the subspace
Hiz = L([u(5), uy(5)]) (8.92)
However,

a”(5)Py,a(5) (below the variance § is suppressed for convenience)

-1

_ . H g%, ufuy H
=l ol [y ] B s

B B 1 1, —cos( 0
(e T

[-i—/iflcosc7 —/{11}{ 01]
—K]

- sin’ ¢
—1\ 2
R
= 4= 8.93
(sin C) (8.93)
Therefore from Egs. (8.91) and (8.93) we have

fr ' = [Py a(3)|

= (8.94)

which implies that

R1 = Kk1sin¢ (8.95)
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8.9.2 “Circular” and “Y” Arrays — Sensor Locations
“Circular” “Y”

Sensor

number T Y T Yy
1st 75.00 0.00 8.00 0.00
2nd 72.44 19.41 22.00 0.00
3rd 64.95 37.50 38.00 0.00
4th 53.03 53.03 57.00 0.00
5th 37.50 64.95 79.00 0.00
6th 19.41 72.44 105.00 0.00
Tth 0.00 75.00 136.00 0.00
8th —19.41 72.44 170.00 0.00
9th —37.50 64.95 —4.00 6.93
10th —53.03 53.03 —11.00 19.05
11th —64.95 37.50 —19.00 32.91
12th —72.44 19.41  —28.50 49.36
13th —75.00 0.00 —39.50 68.42
14th —-72.44 —19.41 —-52.50 90.93
15th —64.95 —37.50 —68.00 117.78
16th —53.03 —53.03 —85.00 147.22
17th —37.50 —64.95 —4.00 —6.93
18th —19.41 —72.44 —11.00 —19.05
19th 0.00 —75.00 —19.00 —32.91
20th 19.41 —72.44 —28.50 —49.36
21st 37.50 —64.95 —39.50 —68.42
22nd 53.03 —53.03 —52.50 —90.93
23rd 64.95 —37.50 —68.00 —117.78
24th 7244 —19.41 —85.00 —147.22

8.9.3 Proof: CRB of Two Sources in Terms of k1

Let uy; = uy(s1) and A = [a,, A,] where A, = [a,,...,a,,]. Then the term
ull Pt uy; of Eq. (8.38) can be rewritten as follows:

Hpl
un Pyrugy

uph (Pa, — Py Ar (AP, A) T ATP, Juy,

_  Hpl Hmpl Hpl —1pAHpl
= Hupglﬂu - anglAr(Ar ]PglAr) A Pglﬂu

= 1—ufi A (AP A) T Ay

-1
1
=1-ullA, <Af A, — NAfglg{f A,) Ay, (8.96)

i —
where Py u;; = u;; has been used.

Substituting the above equation back into Eq. (8.38) and then express-
ing the columns of the matrix A, as a; = a; +Aa; (fori=2,..., M), the
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CRB on the bearing p; can be expressed as a function of the array manifold
parameters.

However, it is informative to evaluate the CRB for two emitters (M = 2)
which are closely spaced at bearings p; and ps = p; + Ap, corresponding
to arc lengths s1 = § — As/2 and sy = § + As/2 respectively.

In this case the matrix A, becomes the manifold vector a, and Eq. (8.96)
is simplified as follows

N\uﬁaﬂ?

N2 lafal2 alla, 2 (8.97)

Mﬁpﬁﬂu =1-

The physical proximity of the arriving signals allows the use of local

differential geometry for the evaluation of Eq. (8.38) (or, of Eq. (8.36) for
the general case of M > 2).

(a) Evaluation of the term |uf a,| = |u,(s1)"a(s2)| . Clearly:
uy(s1)"a(s2) =y (s1)" (al(s1) + Aa) = 1y (s1)" Aa (8.98)

However, the manifold in the neighborhood of § may be interpreted
as a circular arc of radius 1/k;1(8) as depicted in Fig. 8.15. In such
circumstances the inner product may be written as

uy(s1)” Aa ~ || Aal| cos Ay
~ ||Aaly/1 - sin? Ay

1 20y
~ ||Aa||\/1 - ;lAal?A1(5) (8.99)

Centre of 0
Curvature

Fig. 8.15 Circular approximation of the manifold in the neighbourhood of s.



212

Differential Geometry in Array Processing

or

1 "2y
uy(s1)"a(s2) ~ | A \/ NV (8.100)
Evaluation of the term al’a, = a(s;)" a(ss). Clearly:
a(s1)"a(s2) = a(s1)" (a(s1) + Aa) = N —a(s1)"Aa  (8.101)

The array manifold has constant norm and hence lies on the surface
of a hypersphere. Consequently, for sufficiently small As, vectors a(5)
and Aa are strictly orthogonal as indicated in Fig. 8.16. Using simple
trigonometry:

a(s1)” Aa ~ vV N||Aa| cos(90° + ) (8.102)
~ —V/N|Aa| sin(v) (8.103)
Aal| 1
~ —V/N|A [2all _ 1,02 8.104
| allwﬁ 5 A4l (8.104)

Therefore
a(s1)"a(sy) ~ N — 1| Aa|? (8.105)

Substituting Egs. (8.104) and (8.105) back into Eq. (8.97) and then
using Eq. (8.38):

1
) ! NlAal? (1 - L Aal*# ()
ORBIM = 38Ry > D)2 (1 T NI (V- 1lAal?

origin

Fig. 8.16 For sufficiently small As, the vectors a($) and Aa are strictly orthogonal.
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-1

B 1 L Na- 1||Aa||%%<§>>)
~ 2(SNR, x L)d(p)? N - IAaf?

i AN = ||Aa)?
2S8Ry x D)a(pn)? \[RalP(NA(3) — 1
So finally:
1 2

(SNRy1 x L) $(p1)? (As)? (#1(p) — )

CRB[p|A] = (8.106)

where |Aa| ~ As = Ap $(5) and it has been assumed that 4N > |Aal?.

It is important to mention that a slight variation to the above expres-
sion may be obtained via a second-order Taylor expansion of a(ss) about
s1. However simulations indicate that Eq. (8.39) provides a more accurate
approximation.
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