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Introduction [IIEEeTITSRCT]

Introduction

Trigonometric identities
cos(x)cos(y) = 1/2[cos(x — y)+ cos(x + y)]
sin(x)sin(y) = 1/2[cos(x —y) — cos(x + y)]
sin(x)cos(y) = 1/2[sin(x+ y)+ sin(x — y)]
)

cos(x)sin(y) = 1/2[sin(x + y) — sin(x — y)]

sin(x £y) = sinx cosy =+ cos x siny

cos(xty) = cos x cosyFsinxsiny
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Introduction [IIEEeTITSRCT]

Modulation is the process by which an information signal is converted to a sinusoidal waveform by
varying the amplitude, frequency,or phase or a combination of them of an RF carrier.
The general form the the carrier wave is

s(t) = A(t) cosO(t) (1)
where A(t) is the time varying amplitude and 6(t) is the time varying angle.

s(t) = A(t) cos[wt + ¢(t)] (2)

where w is the angular frequency of the carrier and ¢(t) is the phase. The frequency f in in hertz and w
is in radians per second and are related by w = 27f.

The carrier wave amplitude coefficient

The general form the the carrier wave is
s(t) = A coswt 3)

where A is peak value of the waveform. The peak value of the sinusoidal waveform equals v/2 times the
root-mean square(rms) value. Hence

5(t) = V2Amms coswt = |/2A2  coswt o

\/2A2 _ represents the average power P normalized to 1Q. Therefore s(t) = V2P coswt
Replacing P watts by E joules/T seconds i.e., P = E/T

s(t) =14/ g coswt (5)

The energy of a received signal is the key parameter in determining the error performance of the
detection process, hence it is often more convenient to use the amplitude notation because it facilitat
solving the probability of error P as a function of signal energy.
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Noise in Communication Systems

The term noise refers to unwanted electrical signals that are always present in electrical systems.
The noise arises from a variety of sources, both man made and natural.

The man made noise includes such sources as spark-plug ignition noise, switching transients, and other
radiating electromagnetic signals.

Natural noise includes such elements as the atmosphere, the sun and other galactic sources,thermal
noise or Johnson noise.

Noise can be eliminated through filtering, shielding, the choice of modulation and the selection of an
optimum receiver.

Thermal noise is caused by the thermal motion of electrons in all dissipative components like
resistors, wires and so on.

Thermal noise cannot be eliminated due to the same electrons are responsible for electrical conduction.
The thermal noise can be described by a zero mean Gaussian random process.

A Gaussian process n(t) is a random function whose value n at any arbitrary time t is statically
characterized by the Gaussian probability density function.
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[QEEMSIEH Gaussian, Normal distribution

Gaussian, Normal distribution

@ In probability theory, the normal (or Gaussian) distribution is a continuous probability distribution,
defined by the formula:
1 _ @

f(x) = e 20
() oV2r

@ The parameter p is the mean or expectation of the distribution (and also its median and mode). The

parameter o is its standard deviation; its variance is therefore o

@ A random variable with a Gaussian distribution is said to be normally distributed and is called a normal

deviate.

@ If 4 =0 and o = 1, the distribution is called the standard normal distribution or the unit normal
distribution, and a random variable with that distribution is a standard normal deviate.

@ Many things closely follow a Normal Distribution:
@ Heights of people
@ Size of things produced by machines
Errors in measurements

o
@ Blood pressure
(5

Marks on a test
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Normal Curve of Distribution
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Introduction ERUGHERNCES

White Noise

@ In signal processing, white noise is a random signal with a flat (constant) power spectral density (PSD).

@ White noise draws its name from white light, which is commonly (but incorrectly) assumed to have a
flat spectral power density over the visible band.

@ The thermal noise is that its PSD is same for all frequencies from dc to 10'2 Hz.

@ The thermal noise is assumed that its PSD G,(f)

Gu(f) = No/2 watts / hertz (6)

@ where the factor 2 is included to indicate that G,(f) is two sided PSD.
@ The autocorrelation function of white noise is given by the inverse Fourier transform of the PSD

Ra(7) = F{Ga(f)} = %6(7—) )

@ The autocorrelation of white noise is a delta function weighted by the factor Npy/2 and occurring at
7 = 0 as shown in Figure 3.

@ R,(7) =0 for 7 # 0 that is any two different samples of white noise no matter how close together in
time they are uncorrelated.

power spectral density autocorrelation
Gy R(1)
N
Ny 2

T

Figure 3: Power spectral density and Autocorrelation of white noise.
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

Coherent Binary Modulation Techniques

Amplitude Shift Keying (ASK)or On-Off Keying
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

@ The amplitude is varied in according to the input data stream, frequency and phase of the carrier are
constant.

Figure 4: ASK waveform

@ In ASK when the symbol is '1" and '0’ is given to the product modulator the output is defined as

[2E,
s(t) = ?" cos[2rf.t] 0<t< T, (8)
b

s(t) = 0 0<t< T, ©)

. . . . A2T, 2E
where Ej, is the transmitted signal energy per bit. E, = Tb A= T:
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

@ There is a single basis function ¢1(t) and is given by:

2
o1(t) = b cos(2mf.t) 0<t<Ty
b

s(t) = VEhi(r) 0<t< Ty
s(t) = 0 0<t< T,

The source signals are generally referred to as baseband signals.

The amplitude of a carrier is switched or keyed by the binary signal m(t). This is sometimes called
on-off keying (OOK).

@ The message signal '0" or '1' is represented by NRZ binary data 0 or v/E;, and carrier wave

\/ le cos(2nf.t) are given to the modulator.

@ The output of the modulator is the ASK modulated signal which may be 0 or ,/% cos(2mf.t)
@ The block diagram of ASK (ON/OFF keying) is as shown in Figure 5.
NRZ binary Product
dala Modulator Oﬁ?pKut

0 waveform
B “ cos( 7 fit)
—cos (2xtt)

Figure 5: ASK Tranmitter
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

@ ASK system is having a signal space with one dimension and having two message points that have the
coordinate points as follows:

B /2E
s = / sy(t)p1(t)dt = / b cos(27rf t)y ) — cos 2rfot)dt = / \/ E, cos? (2 f.t)dt
0

2V Ep /TB 1+ cos2(2rf.t) b — VEp t+sm2(27rfct) T-b :\/Eb
2 T, Arf, o

b

T8 s 2
S = / si(t)pi(t)dt = / 0% 4| — cos(2wf.t)dt =
0 0 Th

Decision Boundary

p(r/s,) p(r/s,)
Region Z, : Region Z,
>
)
‘e 0
0 o JE o—
—. : 2 . 4 (t) Message Point2 % Message Point 1
)
Message Point 2 Message Point 1 JVE
Figure 6: Signal Space diagram Figure 7: Signal Space diagram

@ The message si(t) is located at s;1 = v/Ep and s,(t) is at sp1 = 0.
@ The signal space has two regions z; and z, corresponding to message 1 and 0.
@ The distance between message points is v/Ep.
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

Error Performance for Digital Modulation

Probability of Bit Error
@ An important measure of performance used for comparing digital modulation schemes is the probability
of error Pe.
@ The probability of the detector making an incorrect decision is termed the probability of symbol error Pe.

@ It is often convenient to specify system performance by the probability of bit error P, even when
decisions are made on the basis of symbols for which M > 2.

Received >V, —»1
Channel
Signal Sample at N /V“ 50
Transmitted Received v very T,
signal ] |, Signal X dt Binary
st X(t)=s(t)+w(t) Data
Noise cos(2zft)
w(t) \/: ( Vth = \/7

Figure 8: Receiver Model Figure 9: ASK Receiver

@ The received signal x(t) in the presence of AWGN w(t)with the assumption that symbol 1 or si(t) is
transmitted

x(t) = s1(t) + w(t) 0<t<Ty
5= [T xanod = [V in - wolnod = [Cawomd+ [T woaod
X12511+W1:¢Eb+W1 '.'511:\/5

@ wj is the sample value of random variable Wi having Gaussian distribution with mean zero and varian
No/2 The expected value of the random variable X;
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

The expectation (mean) of the random variable X;

E[Xi] = E[s1] + Elm1] = E[VEs + wmi] = VE, +0=VE, = p
The variance of the random variable X;

No N
Var[X;] = Var[s;] + Var[wi] = 0 + J = 7" = o’

Conditional pdf of random variable X; given that symbol 1 is transmitted is given by

2
1 (s — VED® 1 eyt
fx, (a|1) = e exp | — m f(x) = We 202

When symbol 1 is transmitted, an error will occur, if x; < v/Ep/2 in which case a decision is made in favor of
symbol 0 P.(1) = P(x1 < vEp/2|symbol 1 is transmitted) P.(1) can be computed by integrating conditional

pdf le (X1 ‘ 1)

_ 2
P.(1) = /;ﬁp i, ([ 1)y = ﬁ VB2 {,%}m
(a = VE)
Let u= \/I\TO

dx1 = v/Nodu Lower limit is —oo and higher limit is when x; = VE,/2 u = —(1/2)\/Ep/No

1 —(1/2)\/Ep/NO
P(1) = ﬁ/ i exp [—uz] du
— 0o
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Coherent Binary Modulation Techniques Coherent Binary Modulation Techniques

L/ xp | —u? | du
Pl = VT (1/2)«/Eb/N0e P { ]d (12)
erf(u) = % /O'u exp(—x*)dx  erfe(u) =1 — erf(u) = % /'oo exp(—x?)dx (13)

By comparing with complementary error function

1 1 [E
P.(1) = Eerfc 51 | Vz

Similarly when symbol 0 is transmitted, if error occurs, then a decision is made in favor of symbol 10. The
probability of error when symbol 0 is transmitted is P.(0) = P(x1 > +/Ep/2|symbol 0 is transmitted. P.(0)
can be computed by integrating conditional pdf fx, (x1]0)

1 1 |E
P.(0) = Eerfc 31 | ﬁ(b)

Symbols 0 and 1 are equiprobable, that is P.(0) = P.(1) = 1/2 then the average probability of symbol error is

1 1 1 [E
Pe = Z[Pe(0) + Pe(1)] = Zerfc [ =4/ =
5 Pe0) + Pe(V)] = Serfe | 5[ 2

1 1 [E
Pe = —erfc | =4/ —
2 2\ N
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Binary Phase Shift Keying (BPSK)
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(@LEELNNERA VI TEI I ESIINIEIEC  Binary Phase Shift Keying (BPSK)

@ The carrier is shifted in phase according to the input data stream, frequency and amplitude of the
carrier are constant.

@ Binary PSK (BPSK): two phases (0° 180°) represent two binary digits:

0 0 1 1 0 1 0 0 0 1 0
| | | | | | | | | | | |
Time — 1 2 2 4 S ) 7 8 9 10 1

Figure 10: BPSK waveform

@ In binary PSK (BPSK) symbols 1 and 0 are represented by S;(t) S»(t) and are defined as

2F, 2E,

si(t) = il cos[2rf .t + Oo]: i} cos[27f.t] 0<t< Ty
Ty Ty
2E, 2E,

s(t) = b cos[anfit +180°) = — | =2 cos[2nfit] 0<t< T
Ty Ty

[2E,
si(t) = —cos[27rft+9( ) i=1,2 6(t) = 0° or 180°

. . . . AT, 2E,
where Ej is the transmitted signal energy per bit. £, = —£ .. A= ,/T—:

unatha. P (JNNCE) Digital Modulation Techniques:[1, 2, 3, 4] March 13, 2017 17 / 69



(@LEELNNERA VI TEI I ESIINIEIEC  Binary Phase Shift Keying (BPSK)

Product 0
Binrary Wave Modulator ) ) ; ) . :
Binary PSK 0 1 2 3 4 H

JEOF*JE > wave o 1

1 2 3 3
1 ]
@(t):\/%cos(z”fct) 0 i 2 e 3 3 5

Figure 11: BPSK Transmitter

o

Figure 12: BPSK output waveform

@ There is a single basis function ¢1(t) and is given by:

2
¢1(t) = H?b cos(2nf.t) 0<t< T,

si(t) = VEei(t) 0<t< Ty
() = —VEei(t) 0<t<T,
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Coherent Binary Modulation Techniques

Binary Phase Shift Keying (BPSK)

@ BPSK system is having a signal space with one dimension and having two message points that have the
coordinate points as follows:

T8 B8 [2E 2
si = / si(t) 1 (t)dt = / 220 cos(2rfit) # 4 | — cos(2nft)dt = /E,
0 0 Ty Ty
", T 2E, 2
s = / 5 s(t)p1(t)dt = / R e cos(2mf.t)y | — cos2nfot)dt = —/Ep
0 0 Tp Tp
1

cos’x = 5(1 + cos2x)

Decision

~VE 0 +VE,
Boundary v & i \‘L b
¢ T b
sq 51
Region Z, Region Z,
p(r/so) p(r/s1)
~E JE, sy
—e o— 4t AN
Message Message i T b g
Point 2 Point 1 s0 s1

Figure 13: Signal Space diagram

Figure 14: Signal Space diagram

@ The message s;(t) is located at 517 = +v/Ep 52(t) is at 551 = —/Ep.
@ The signal space has two regions z; and z, corresponding to message 1 and 0.

@ The distance between message points is 2/Ep.

P (JNNCE)
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Binary Phase Shift Probability of Error

Sample at X, > 01
T,

Channel Ve Ty SampIeTat X <0—>0
Transmitted Received P (t) " every T Binary
Signal ] |, Signal x(t) dt AN | pata

s X(O)=s{(+w(t) 0
Noise
w() #(O = |3 cos(2aft) Vo
b

Figure 15: Receiver Model Figure 16: BPSK Receiver

@ The received signal x(t) in the presence of AWGN w(t) and by assuming symbol 0 or s(t) was
transmitted
x(t) = s2(t) + w(t) 0<t<Ty

X1

Tb Tb
[ x@arwde = [ s + wiole o
0 0

Tb Tb
/ s2(t)p1(t)dt + / w(t)g1(t)dt
0 0

= st wm

1 = —VEp

x1=—VE+w

@ wj is the sample value of random variable Wi having Gaussian distribution with mean zero and variand
No /2 The expected value of the random variable X;
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Binary Phase Shift 3| ) Probability of Error
The expectation (mean) of the random variable X;

EXi] = E[-VE,+wm]=—VE+0=—VE, — pu

The variance of the random variable X;

N N
Var[Xi] = Var[-/E» + m1] =0+ 20 = 70 = o
Conditional pdf of random variable X; given that symbol 0 is transmitted is given by
1 - VEp)? 1 =)
le (Xl‘o) = exp (Xl + b) f(x) = e 2052
VTN No V2mo?

When symbol 0 is transmitted, an error will occur, if x; > 0 in which case a decision is made in favor of symbol
1 P.(0) = P(x1 > O|symbol 0 is transmitted) P(0) can be computed by integrating conditional pdf fx, (xi|0)

oo - e )
Pe(0) =/0 fx, (x1]0)dx; = \/711'7/\10/0 exp |:(1+0\/7£“:| dx

P.(0) = \/7/‘” |: X1+\/E7b):|
Let UZM
VNo

dx; = /Nodu Lower limits when x = 0 u = /Ep,/Ng and higher limit is co

P(0) = f/ e exp ]du
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Probability of Error

Binary Phase Shift Key

F(0)= f/ e & L

erf(u \f/ exp(—x?)dx
— /OO exp(— x%)dx

1 E
P.(0) = 5 erfc ﬁb
0

erfc(u) =1 — erf(u

Similarly when symbol 1 is transmitted, if error occurs, then a decision is made in favor of symbol 0. The
probability of error when symbol 1 is transmitted is P.(1) = P(x; < O|symbol 1 is transmitted. P.(0) can be

computed by integrating conditional pdf fx, (x1|0)

Symbols 0 and 1 are equiprobable, that is P.(0) = P.(1) = 1/2 then the average probability of symbol error is

Ep

1 1
= E[PE(O) + Pe(1)] = Eerfc e

Ep

1
Pe = —erfc —
2 No
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Frequency Shift Keying (FSK)
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Frequency Shift Keying (FSK) Frequency Shift Keying (FSK)

@ The carrier frequency is shifted in according to the input data stream, phase and amplitude of the
carrier are constant.

U0 Ll e
| S e

Continuous Phase Transitions

[2E,
si(t) = ?" cos[2nfit] 0<t< T,
b

where i=1,2 and Ej, is the transmitted signal energy per bit, and the transmitted frequency f; = "g.:i for

T
AL
AN

|

VIV

some fixed integer n. and i=1,2.

@ In binary FSK (BFSK) two different carrier frequencies (f; f,) are used and symbols 1 and 0 are
represented by Si(t) S(t) and are defined as

[2E, [2E,
si(t) = ?" coserfit]  0<t< T, s(t)= ?" cos2nft]  0<t< T,
b b

@ There is set of orthonormal basis function ¢1(t) and ¢»(t) and is given by:

[2
$i(t) = | = cos(2fit) 0<t< T, i=1,2
b

si(t) = VEdi(t) 0<t< Ty s(t)=VEd(t) 0<t<T,
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Frequency Shift Keying (FSK) Frequency Shift Keying (FSK)

@ BFSK system is having a signal space with two dimension and having two message points represented by
coordinate points as follows

T T 2E, 2
s11 = / 5 si(t)p1(t)dt = / R cos(2mfit) * 4| — cos(2nfit)dt = \/Ep
0 o V Tb Ty
T, T, 2E, 2
s1p = / & s1(t)pa(t)dt = / & \/zcos(%rﬁt) * (| = cos(2mht)dt = 0
0 0 Ty Ty
S

and

1 0
%(t)
Similarly the coefficients of s;(t) are sp; and sx»
Decision
T ‘ »* Boundary
S = s(t t)dt =0 Message
21 /0 2( )¢1( ) Region Z, Point S, L,

and ,-" E,.0
T8 ( ® ) Q(t)
Sy = Sz(t)d)z(t)dt =VEp Message
0 Point S,
Region Z,
s 0
2 /Eb

The dist. betwn., 2 nodes=1/v B +VE = V2E Figure 17: Signal Space diagram for
BPSK system
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Frequency Shift Keying (FSK) Probability of Error

Choose 1if 10

Received| Choose 0 if 1<0

Signal *
Decision
Device

#(t)= Ticos(anzt)

¢1(l)=\/Tzcos(anzl)
Figure 18: BFSK Transmitter model Figure 19: BFSK Receiver model

The observation vector has two elements x; and x, (message points)which are defined by

T B
x = / (8 (£)dt o = / x(£)éa(t)dt
Jo 0
where x(t) is the received signal and when symbol 1 is transmitted
x(t) = s1(t) + w(t)

and when symbol 0 is transmitted
x(t) = s(t) + w(t)

where w(t) is the sample function of white Gaussian noise process of zero mean and variance (PSD) is Ny/
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Frequency Shift Keying (FSK) Probability of Error

Define a new Gaussian random variable L whose sample value / is
I = X1 — X2

The mean value of the random variable L depends on which binary symbol was transmitted. When symbol 1
was transmitted the Gaussian random variables X; and X, and whose sample values x; and x; have mean
equal to /E, and zero. The conditional mean value of the random variable L given that symbol 1 was
transmitted is given by

E[L|1] = E[X1|1] — E[X2]1] = VEb
Similarly the conditional mean value of the random variable L given that symbol 0 was transmitted is given by
E[L|0] = E[X1|0] — E[X2]0] = —VE, —> o
Random variables are statistically independent, each with a variance equal to Np/2

Var[L] = Var[Xi] + Var[Xs] = No/2 + No/2 = Ny — o’

Suppose when symbol 0 was transmitted, then the conditional value of the conditional probability density
function of the random variable L equals

1 I+ VEp)? 1 _ew?
fL.(1|0) = exp _ U+ VE) f(x) = e 202
V2rNo 2No V2ro?

Since the condition x; > x2 or | > 0 then the receiver is making decision in favor of symbol 1 the conditional
probability of error, given that symbol 0 was transmitted is given by,

oo
P.(0) = Pe(/ > 0| symbol 0 was sent) :/ fL(110)dl
0

1 e (I + VE)
P.(0) = ﬁ/{) exp |:7T:| dl
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Frequency Shift Keying (FSK) Probability of Error

= (I + VE)?
Pe(0) = x/27rN / l: 2No :|
Let

(+VE)
2No

dl = \/2Nodz

P.(0) = \f ﬁexp { ]
P.(0) = %erfc 2ET:

Similarly conditional probability of error Pe(1), when symbol 1 was transmitted has the same value of P.(0)
ie.,
1 Ep

Pe(1) = Eerﬁ: SN
o

The average probability of symbol error P, for coherent binary FSK is

In order to maintain the same average error rate as in coherent BPSK system, the BFSK system should have
twice the bit energy to noise density ratio, \/Ep/2Ng. In coherent BPSK system the distance between the tw
message points is equal to 2v/Ej, whereas in coherent BPSK system it is 1/2E,. Larger the distance between
the message points smaller is the average probability of error Pe.
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Quadriphase Shift Keying (QPSK)
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Coherent Quadratur E JOLIEIIEEN  Quadriphase Shift Keying (QPSK)

The important goal in design of a digital communication system is to provide low probability of error and
efficient utilization of channel bandwidth.
In QPSK, the phase of the carrier takes on one of four equally spaced values, such as 7 /4, 37 /4 57 /4 77 /4

as given below
2E . T
si(t) = I cos 27rfct+(21—l)z 0<t<T

where i=1,2,3,4, E is the transmitted signal energy per symbol, T is symbol duration, and the carrier frequency
fc equals n./ T for some fixed integer nc.

2E 2E
5 (8) = |/ 5 cos [(2; - 1)%} cos 2.t — 1/ = sin [(21 - 1)%] sin2nfit

b

Input +
. . binary " QPSK
There are two orthonormal basis functions ;e Serial to wave
contained in the s;(t) — parallel q(t):\ﬁcos(zmct)
b(t) converter

b, (©)

P1(t) = \/gcos(%rfct) 0<t<T

Po(t) = \/gsin(%rfct) 0<t<T

Tgsin(Z;rfEt)

Figure 20: QPSK Transmitter

(JNNCE) Digital Modulation Techniques:[1, 2, 3, 4] March 13, 2017 30/ 69




Quadriphase Shift Keying (QPSK)

Constellation Diagram

Y (Quadrature carrier)

A
———————————— 0
’ 1
. . . s € %, !
@ A constellation diagram helps us to define the o 2 & !

. . S5 X 1
amplitude and phase of a signal when we are ERS _,bé:, i
using two carriers, one in quadrature of the s E o-}“," |

£ O v 1
other. o & '
. |
@ The X-axis represents the in-phase carrier and /’ Angle: phase |
the Y-axis represents quadrature phase carrier. ! X (In-phase carrier,
Amplitude of
| component

Figure 21: Constellation Diagram

01/.” \‘.\11
! \
o> ¢ t >
0 1 0 1 \ /’
0@ _ @10
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Figure 22: Constellation Diagram
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Quadriphase Shift Keying (QPSK)

Coherent Quadrature Modulation Techniques

h(t)
There are four message points Decision
Boundar
f Region Z, ! Region Z,
Ecos ((2i —1)%) ] .
S = i i 4 i=1,2,3,4 essage essage
[ —+/Esin (2i—1)%) o o
01 E/2 11
Decision
Boundary
Input dibit Phase of Coordinates of VE/2 vE/2 4(t)
0<t<T QPSK signal message points
Si1 Si2 Message £/ Message
Point 1
11 /4 +vVE/2 | ++/E/2 Pont2 S
01 3 /4 —VE/2 | +/E/2
00 57 /4 —VE]2 —VE]2 Region Z, Region Z,
10 /4 ++E/2 —+/E/2
Figure 23: QPSK-signalspace
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[ Qll Probability of Error

The received signal is defined by In phase channel

Output
Received binary
Signal jwave

i=1,2,3,4
The observation vector x of a coherent QPSK receiver Xt
has 2 elements x; and x; and are defined by

Quadrature phase channel

x1 = /OTx(t)¢1(t)dt = VE cos [(2[ - 1)%] + wp

é, (l):‘j%sin(zﬂtt)

o /Tx(t)(ﬁz(t)dt — _VEsin [(2,- _ 1)%] +w, Figure 24: QPSK Receiver model
0

Suppose signal s4(t) was transmitted, then the receiver will make correct decision if the observation vector x
lies inside the region Z;. The probability of a correct decision P, when signal s4(t) is transmitted is given by

Pc(sa(t)) = P(x1 > 0 and x; > 0)

The probability of P(x; > 0 and x, > 0)

1
fi (x1|sa(t)) transmitted) = exp | —
VN

) 1
fro (x2]sa(t)) transmitted) = mexp |:7
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QPSK Probability of Error

exp | — exp — dxp

V7N No NZs No

P [T (a=ven)) A (e - VEP2)’

(2= VER) _ (- VR
VN VMo

o= [ e () %]

From the definition of complementary error function

L /oo exp (—22) dz =1 — erfc i
VT - JETm, 2No

2
1 E
P.= [1— —erfc —_—
2 2N
E 1 E
=1— erfc + 7erfc2 —_—
2N0 2N0
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QPSK Probability of Error

The average probability of symbol error for coherent QPSK

E 1 E
P.=1— P, = erfc — | = Zerf? —_—
2N0 4 2N()

By ignoring the second term probability of symbol error of QPSK

| E
P. = erfc —_—
2Ny

Signal points s1,s2,53 and s; are symmetrically located in the two dimensional signal space diagram, then
Pe(s4(t)) = Pe(s3(t)) = Pe(s2(t)) = Pe(s1(t)) (14)

The probability of occurrence of four messages is an equiprobable, then

Pe = %[Pe(&u(t)) + Pe(s3(t)) + Pe(s2(t)) + Pe(s1(2))] (15)

In QPSK there are two bits per symbol E = 2Eb

Ep
P, = erfc —
No
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QPSK Probability of Error

input
binary 0 1 1 0 1 0 0 0
sequence
(a)
Odd-numbered sequence 0 1 1 V]
Polarity of coefficient s, ~ + + -
sadi(0) 4 ! ¢
(b}
Even-numbered sequence 1 0 0 0
Polarity of coefficient s, + - - -
saal0) %U%QUQ(W :
{c)
) |
s(t) : : £
(d)

Figure 25: QPSK Waveform
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Figure 26: QPSK Waveform
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Minimum Shift Keying (MSK)
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Minimum Shift Keying (MSK)

Minimum Shift Keying (MSK)

The performance of the FSK receiver is improved by the proper utilization of phase. Continuous-phase
frequency-shift-keying (CPFSK) signal is defined as follows:
for symbol 1

o) = ,/% cos[2nfit + 0(0)]
,/% cos[2mfrt + 6(0)] for symbol 2

Ep, is the transmitted signal energy per bit and T, is the bit duration, phase 6(0) is the value of the phase at
time t = 0, depends on the past history of the modulation process. Frequencies f; and f, represent the symbol

1 and O respectively.
The conventional form of an angle modulated wave as follows:

s(t) = \/Z?Ecos[%rfct + 0(t)]
b

The nominal frequency f. is chosen as the arithmetic mean of the two frequencies f; and £,
1
fo= E(fl +f)

The phase 0(t) increases or decreases linearly with time during each bit period of T}, seconds

h
6(t) = 6(0) + -t 0<t< T,
Ty

where the plus sign to send symbol 1 and the minus sign to send symbol 0. The parameter h is defined by

h=Ty(h — f)

March 13, 2017 39 / 69
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ARSI CUUE (ST Minimum Shift Keying (MSK)

where h refers to deviation ratio, when t = T},

o 7h for symbol 1
0(Ts) — 0(0) = { —mh for symbol 0 4zh
3zh
& 27h
To send symbol 1, phase is increased by mh radians whereas to g N
o 7T

send symbol 0, phase is reduced by 7h radians. The phase is an
odd or even multiple of 7h radians at odd or even multiples of the g " AN N S
bit duration T} respectively. Since all phase shifts are modulo-2 7 P ’ ’ v DN

, the case of h = 1/2 is of special case in which phase can take
on only two values £ /2 at odd multiples of T}, and only the two ’3’7:
47l

values 0 and 7 at even multiples of Tp. This graph is called a phase
trellis.

2E,
s(t) =4/ T, cos[2rfet + 6(t)] Figure 27: Phase tree

2Eb 2Eb . .
=4/= T, cos[0(t)] cos(2mfet) — 4/ T, sin[0(t)] sin(2rf.t) )

Consider the in-phase component \/2E,/ T} cos[0(t)] with devia- =3

tion h = 1/2 then
PN 0@ oot

Figure 28: Phase trellis for 1101000

0(t)-6(0), radians

K
0(t) =6(0) £ —t 0<t<T,
(8) = 6(0) & 7= <t<T

where the plus sign corresponds to symbol 1 and the minus sign
corresponds to symbol 0. A similar results holds for 6(t) in the
interval — T, < t < 0. The phase 6(0) is 0 or 7 depending on the
past history of the modulation process.
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ARSI CUUE (ST Minimum Shift Keying (MSK)

i
0(t) =6(0) £ —t 0<t< T,
(5 =00+ ;7= <t<T
2E, 2E,
—b cos[0(t)] = | — cos[9 0)] cos —t =4/t cos (¢
Th 2T,
where plus sign corresponds to 6(0) =0 and the minus corresponds to 6(0) = . Similarly in the interval

0 <t < 2T, the quadrature component sq(t) consists of half sine pulse and depends on 6(T}) and is given

by
Fsm[a(t)] = \/ism[() (Tp)] sin <i ) = :t\/%sin (%t)

where plus sign corresponds to 8(Tp) = 7/2 and the minus corresponds to 6(T,) = —7 /2. Consider the
equation h = Tp(fi — f) with h = 1/2, then the frequency deviation equals the half the bit rate. This is the
minimum frequency spacing in FSK signals to make fi and f; orthogonal to each other. For this reason
CPFSK signal with deviation ratio of one-half is referred to as minimum shift keying (MSK).The phase states

of 6(0) and 6(T}) can each assume one of two possible values, and has any four possible combinations and are
as follows:

@ The phase 6(0
@ The phase 6(0
© The phase 6(0
@ The phase 6(0

=0 and 6(Tp) = w/2 to transmit symbol 1.
= m and 0(Tp) = 7/2 to transmit symbol 0.
=7 and 0(Tp) = —7/2 to transmit symbol 1.
=0 and 0(Tp) = —7/2 to transmit symbol 0.

s(t) = 2?E: cos[0(t)] cos(2rft) — ‘/2?1_:: sin[0(t)] sin(2wft)

There are two orthonormal basis functions in s;(t)

P1(t) =4/ % cos <% t> cos(2mfct) $2(t) =4/ % sin <% t) sin(2mwf.t)
b b b b
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Minimum Shift Keying (MSK)

MSK signal is expressed as

RegionZ,

s(t) = si(t)pi(t) + so(t)pa(t) 0<t < Tp

In phase component of s(t) is

Message Point 3

Message Point 4
.

Minimum Shift Keying (MSK)

Decision
Boundary
Region Z,

000, 67 --512

Decision
Boundary

4

£

sit) = /jb s(t)b1(t) = VEs cos[0(0)] — To<t< Ts

Ty

Message Point 2
Quadrature component of s(t) is

Region Z,

2= [ 000 = —VE sinlo(T] 0< ¢ <27,

0
The signal constellation diagram for an MSK signal is of two dimensional wit
The coordinates of the message points are as follows:
(+V'Eb, -V'Eb), (-VEb, -VEb), (-VEb, +VEb),(+VEp, +VEp).
The possible values of 6(0) and 6(T}) are as shown in Table

V& Message Point 1

WO=0. 01) =712

Region Z,

h four message points.

Table 1: Signal Space characterization of MSK

Tnput bit Phase states Coordinates of
0<t<T radians message points
9(0) 0(Tp) Bl 52

1 0 T /2 VE —VE

0 w +7/2 —VEp ~VEp

1 ™ -m/2 —VEp +vEp

0 0 /2 +VEp +Ep

Digital Modulation Techniques:[1, 2, 3, 4]
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Minimum Shift Keying (MSK)

The received signal is defined by: x(t) = s(t) + w(t)
where s(t) is the Tx signal, and w(t) is sample value
of white Gaussian noise process of zero mean and power
spectral density of Ny /2. In order to determine whether
symbol 1 or 0 was transmitted, determine 6(0) and
0(Tp) To determine the phase 6(0) is as follows

b 0
x(t) = / . x(t)p1(t)dt = si(t)+w(t) —Tp, <t < T,
b

From the signal space diagram it is observed that if x; >
0 the receiver decides 6(0) = 0, otherwise when x; < 0
the receiver decides 0(0) = 7. Similarly the detection
of 8(Tp) is as follows

x(t) = /Oﬂb x(t)p2(t)dt = sp(t)+w(t) 0<t < 2T,

Minimum Shift Keying (MSK)

In phase channel

Phase estimate 6(0)

Received
Signal

Decision
Device
‘Logic ckt for | Output Binary
wave

e 7 e (o interleaving
qu)—J;cusLZ' cos 27 1.t) Thase

decisions
Decision
Device

Quadrature phase
channel

Phase estimate (T, )

0
4 (l)f‘JTzsm‘# sin(27 1)

Figure 29: MSK Receiver

If xo > 0 the received signal decides 0(T,) = — /2, otherwise when xo < 0 the receiver decides
0(Tp) = m/2. The MSK and QPSK signals have similar signal space-diagram. It follows that the same

average probability of symbol error for coherent MSK

E 1 5 E
P.=1— P. = erfc — | — —erfc —
2Ny 4 2Ny

By ignoring the second term probability of symbol error of MSK

b
P. = erfc —
0
(JNNCE) Digital Modulation Techniques:[1, 2, 3, 4] March 13, 2017
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inimum Shift Keying (MSK) MSK Transmitter and Receiver

cos Acos B = [cos(A — B) + cos(A + B)]

Figure 30: MSK Transmitter

In phase channel

Phase estimate ¢(0)

phase
decisions

Received Logic ckt for |Output Binary
7 wave
Signal @(l):\/TECUS[éjms(z’ff;‘) interleaving
3 B

Phase estimate 6(T, )
Quadrature phase
channel

2. i
¢Z(K):\/%Sm(2—%/sm(2/rf;&)

Digital Modulation Techniques:[1, 2, 3, 4] March 13, 2017 44 / 69




inimum Shift Keying (MSK) MSK Transmitter and Receiver

Input binary sequence 1 1 0 1 0 0 0
| | | | | | | |
Time scale 0 2Ty, ATy, 6T},
(@)
0 (kT,)

Polarity of s,

519,00

0 (kT},) /2 /2 —7[/2
Polarity of s,

o /v/\ AR 7\

\WANANN
VUV VU UV V

(d)

Figure 32: MSK waveform
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Non Coherent Modulation Techniques
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Non Coherent Binary Frequency Shift Keying
(FSK)
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Non Coherent Modulation Techniques

In binary FSK the transmitted is defined by:

Non Coherent Binary Frequency Shift Keying (FSK)

St = { \/ 7 cos(2fit) 0<t< T
' 0

elsewhere
where the carrier frequency f; may be f; or f.

Non coherent FSK receiver consists of a pair of matched filters followed by envelope detectors. The filter in the

upper path is matched to , / lecos(27rf1 t) and in the the lower path of the is matched to ,/ %bcos(27rf2t).
The upper and lower envelope outputs /; and / are sampled at t = T;, and their values are compared. If
h > b the receiver decides in favor of symbol 1 and if ; < k the receiver decides in favor of symbol 0.

Sample at t=T,
Filter matched to P b
>l 2 Envelope
T cos(27 fit) detctor |
b 1 i
If1 is >l
Received 'heln chése 1
Signal c :
ompariso )
) n device
Ifl, is <l,
Filter matched to

then chose 0
2 Envelope [
' J:cos(Zn f,t) detctor
T

Sample at t=T,

Figure 33: Noncoherent FSK receiver

The noncoherent binary FSK is special case of noncoherent orthogonal modulation with T = Tj, and E = E,.
The average probability of error for non coherent FSK is given by

1 Ep
Pe=—exp| ——
2 2No

Digital Modulation Techniques:[1, 2, 3, 4]
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Differential Phase Shift Keying Differential Phase Shift Keying

Differential Phase Shift Keying (DPSK)
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Differential Phase Shift Keying Differential Phase Shift Keying
Differential Phase Shift Keying (DPSK) is noncoherent version of the binary PSK system. DPSK eliminates
need for a coherent reference signal at the receiver. It consists of differential encoder and phase shift keying.
To transmit the symbol 0 the phase is advanced the current signal waveform by 180 and to send symbol 1 the
phase of the current signal waveform is unchanged. The differentially encoded sequence di is generated by
using the logic equation and is given by:

di = b @ dx—1 = dk—1bx + dx—1.bx

Input
binary Product
sequence Binrary Wave Modulator DPSK
b Ampliude | [E; or —\[E; signal Table 2: Ex-OR & Ex-NOR Truth

Level >
U Shifter ) Table

[ I A B AdB ADB
p 0 0 0 T
Delay T, K 2 0 1 1 0
° 4 (1):\/;“35(2/”4) T [0 1 0
o 1 1 0 1
Figure 34: DPSK Transmitter
Table 3: lllustrating the generation of DPSK signal
by T ] 0 0 T ] o0 0 [ 1 1
d_1 T 1 0 1 T 0 | 1 1
dy I(Initial assumption) T ] 0 T 1|0 1 1 1
Transmitted Phase 0 0 ™ 0 0 ks 0 0 0

Note: 7 means 180° phase shift with respect to unmodulated carrier. Phase shift is 180° when the inputs to
Ex-Nor gate are dissimilar.
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Differential Phase Shift K Differential Phase Shift Keying

di = b ® dk—1
by 1 1 0 1 1 0 0 0
d_1 1 0 | 1 | 1 0 | 1 |1 |1
dy 1 (Initial assumption) 0 1 1 0 1 1 1 1
Transmitted Phase 0 k3 0 0 k3 0 0 0 0

Note: 7 means 180° phase shift with respect to unmodulated carrier. Phase shift is 180° when the inputs to
Ex-Or gate are similar.

Onginal Digital Signal

15
=
= 05
5 0
0.5
Time (bit period)
carrier Signal
_g
=
-E‘-
Time (bit period)
DPSK Signal with Phase Shifts
= . H H
3
=
£

Time (bit period)
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Differential Phase Shift Ki Differential Phase Shift Keying

The receiver is equipped with a storage capability, so that it measure the relative phase difference between the
waveforms received during two successive bit intervals.

— _ _ _ Comelor _
| Product | sample at 1>0-1
| modulator | eve?yT,, 1<0-0
' p(t) . Binary
b Decision Data
IO dt | | device
_____ o]

Delay T,
Figure 35: DPSK Receiver

Let S;(t) denote the transmitted DPSK signal for 0 < t < 2T}, for the case when binary symbol 1 at the
transmitter input for the second part of this interval namely T < t < 2T,. The transmission of 1 leaves the
carrier phase unchanged, and so S;(t) is as follows:

Ep
cos(2rf .t 0<t< Ty
s = { Ve (16)
ﬁcos(%rfct) Ty <t < 2T,

Let S,(t) denote the transmitted DPSK signal for 0 < t < 2T}, for the case when binary symbol 0 at the
transmitter input for the second part of this interval namely T, < t < 2T,. The transmission of 0 advances
the carrier phase by 180°, and so Sy(t) is as follows:

(1) \/ 7.cos(27rf't) 0<t< Ty
o(t) =
w/’f cos(2rfit + ) T, < t<2Ts
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Differential Phase Shift Keying Differential Phase Shift Keying

Let the x(t) is the received signal. The BPF passes only the spectrum of the DBPSK signal and rejects the
noise components. In the absence of the noise, the received signal is same as the transmitted signal

E
2 cos(2mfot + 0i(t)) Tp <t < 2T,
2T,

where i=1,2 and 6;(t) = 0° or 180° £/ ZET"bcos(%rfct) or —4/ %cos(%rfct)
IF the bits by = dx—_1 (both 0 or 1) then the input to the product modulator are inphase and hence the
product modulator output is:

E Ey 1
p(t) = 27T, cos® [2nfot] = 27,2 [1+ cos2(2nft)]
at t = T} the integrator output is:
Tp E
= / —2 1+ cos2(2nf.t]dt = E, /4
o 4T»

IF the bits by =0 and dx—1 = 1 or by = 1 and dx—1 = 0 then the input to the product modulator are out of
phase by 7 radians hence the product modulator output is:

E, E, 1
p(t) = “a7, cos’ [2nfot] = 37,2 [1+ cos2(2nf.t)]

at t = T} the integrator output is:

Th Eb
= 7/ — [1 + cos2(2nf.t+)]dt = —Ep /4
o 4Ty
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Comparison of Binary and quaternary Modulation
Techniques
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Comparison of Binary and Quaternary Modulation Techniques

Error Function
In mathematics, the error function (also called the Gauss error function) is a special function (non-elementary)

of sigmoid shape which occurs in probability, statistics and partial differential equations. It is defined as

erf(u / exp(— d
f

The complementary error function, denoted erfc, is defined as
oo
erfc(u) =1 — erf(u / exp(—x?)dx
\/»

Q Function
In statistics, the Q-function is the tail probability of the standard normal distribution. It is defined as

QW = —— [ ew(—x*/2)d
u) = —— exp(—x Ix
\/Eﬂ' u
The Q-function can be expressed in terms of the error function, or the complementary error function, as

Q(u) = 7erfc(u/\[) - — 7erf(u/\[)

Digital Modulation Techniques:[1, 2, 3, 4] March 13, 2017
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Comparison of Binary and Quaternary Modulation Techniques Comparison of Binary and Quaternary Modulation Techniques

Table 4: Comparison of Modulation Schemes with Error Probability

Modulation [ Detection Method [ Error Probability P.

BPSK Coherent Jerte (\/Eo/To)

FSK Coherent Serfc (\/W)

QPSK Coherent erfc (m> — Lerfc? (m>
MSK Coherent erfc (m> — %eri"c2 (m>

DPSK Non Coherent Texp (—Ep/No)
FSK Non Coherent %exp (—Ep/2Np)

The error rates for all the systems decease monotonically with increasing values of E,/Np.

@ Coherent PSK produces a smaller error rate than any of other systems.

@ Coherent PSK and DPSK require an Ep/Np that is 3 dB less than the corresponding values for
conventional coherent FSK and non coherent FSK respectively to realize the same error rate.

@ At high values of E, /Ny DPSK and noncoherent FSK perform almost as well as coherent PSK and

conventional coherent FSK, respectively, for the same bit rate and signal energy per bit

@ In QPSK two orthogonal carriers 1/2/ T cos(2rf.t) and \/2/ Tsin(2rf.t) are used, where the carrier
frequency f. is an integral multiple of the symbol rate 1/ T with the result that two independent bit
streams can transmitted and subsequently detected in the receiver. At high values of E, /Ny coherently
detected binary PSK and QPSK have about the same error rate performance for the same value of
Eb/Ng.

@ In MSK two orthogonal carriers \/2/ Tycos(2nf.t) and \/2/ Tpsin(2wf.t) are modulated by the two
antipodal symbol shaping pulses cos(mt/Tp) and sin(mt/Tp) respectively over 2T} intervals.
Correspondingly, the receiver uses a coherent phase decoding process over two successive bit intervals
recover the original bit stream. MSK has the same error rate performance as QPSK.
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Performance comparision for different modulation schemes
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10 ¢ FSK
H —6— QPSK
| =—6— DPSK
5' —&— Noncoherent FSK
107 T Il
-5 0 5 10 15

Eb/No, dB

Figure 36: Performance comparision for different modulation schemes
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Comparison of Binary and Quaternary Modulation Techniques Comparison of Binary and Quaternary Modulation Techniques

With a neat block diagram, explain DPSK transmitter and receiver. lllustrate the generation of
differentially encoded sequence for the binary input sequence 00100110011110. July 2016

©

Draw the block diagram for QPSK transmitter and receiver. From the basic principles prove that BER
for QPSK is Lerfc [,/,‘%] July 2015

Explain in detail along with block diagram a coherent FSK transmitter and receiver. July 2015
Explain generation and demodulation of DPSK wave with block diagram. June 2014

Explain briefly phase tree and phase Trellis in MSK June 2014

With a neat block diagram, explain DPSK transmitter and receiver.December 2014

For the binary sequence 0110100 explain the signal space diagram for coherent QPSK system.
December 2014

Derive an expression for the average probability of symbol error for coherent binary PSK system.
December 2014

Derive an expression for probability of error for coherent binary PSK signal. December 2013

Obtain the differential encoded sequence and the transmitted phase for the for the binary input data
10010011. December 2013

Obtain the expression for the probability of symbol error of coherent binary FSK system. June 2013

Compare the probability of error depends on the distance between the message points in signal space
diagram. June 2013

With a neat block diagram, explain differential phase shift keying. lllustrate the generation of
differentially encoded sequence for the binary data 1100100010. June 2013

Explain the generation and detection of binary phase shift keying. Dec 2012

o
o
o
o
o
o
o
Q
@
(2]
()
(™)
")

Find the average probability of symbol error for a coherent QPSK system. Dec 2012
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Problems [EIIENE

8.8 A binary FSK system transmits binary data at a rate of 2 MBPS. Assuming channel AWGN with zero
mean and power spectral density of Np/2 =1 X 10~ W/Hz. The amplitude of the received signal in the
absence of noise is 1 microvolt. Determine the average probability of error for coherent detection of FSK.
Solution:

15,
= e = E, = EA X Tp
Signal energy per bit
1 1
E» = EA2 X Tp = E(l x107%)? x 0.5 x 107% = 0.25 x 107 *® Joulels

Given Np/2 =1 x 1072 W/Hz = Np=2x 1072 W/Hz
The average probability of error for coherent PSK is

1 E 0.25 x 1018
Pe = Eerfc ﬁ =0.5x erfc | 4/ ax10-m | = 0.5 X erfc(v6.25) = 0.5 x erfc(2.5)

From error function table
erfc(2.5) = 0.000407

P. = 0.5 x 0.000407 = 0.0002035
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Problems [EIIENE

8.4 An FSK system transmits binary data at a rate of 10° bits per second. Assuming channel AWGN with zero
mean and power spectral density of Np/2 = 2 x 1072 W/Hz. Determine the probability of error. Assume
coherent detection and amplitude of received sinusoidal signal for both symbol 1 and 0 to be 1.2 microvolt.

Solution:

2E, 1,
= =>Eb=*A ><Tb
Ty 2

Signal energy per bit

1 1
E, = EA2 x Tp = 5(1'2 x 1072 x 107% = 0.72 x 1078 Joulels

Given Np/2 =2 x 10~ W/Hz = Nop=4x10"%° W/Hz
The average probability of error for coherent PSK is

1 E 0.72 x 1018
P. = Eerfc \/ ﬁ =0.5x erfc | 4/ x|~ 0.5 X erfc (\/0.09 X 100) = 0.5 x erfc(3)

From complementary error function table
erfc(3) = 0.00002

P. = 0.5 x 0.00002 = 0.00001 =1 x 10° =
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Problems [EIIENE

8.4 A binary data are transmitted at a rate of 10° bits per second over the microwave link. Assuming channel
AWGN with zero mean and power spectral density of 1 x 10710 W/Hz. Determine the average carrier power
required to maintain an average probability of error probability of error P, < 10~* for coherent binary FSK.
Determine the minimum channel bandwidth required.

Solution:
The average probability of error for binary FSK is

1 E E _
P.= —erfc | {/—2 | =107* coerfe |2 ) =2x107* = 0.0002
2 2N0 2NO

From complementary error function table erfc(2.63) = 0.0002

E, E
=2 —2x107* ~ 263 S =2 =6.9169
2Ny 2Ny

Given Np/2 =1 x 107'° W/Hz = No=2x 1071 W/Hz

Ep =6.9169 x 2 x 2 x 10 '° = 27.6676
The average carrier power required is

E, _ 27.667610"°

- = 05 = 27.667610 " Watts
b

The minimum channel bandwidth required approximately is

11
T, 10—
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Problems [EIIENE

8.10 A binary data is transmitted over an AWGN channel using binary PSK at a rate of 1IMBPS. It is desired
to have average probability of error P. < 10~*. Noise power spectral density is Np/2 = 1 X 10712 W/Hz.

Determine the average carrier power required at the receiver input, if the detector is of coherent type.
July-2016, July-2016

Solution:
Let P be the power required at the receiver then E, = PT;, where T, is the bit duration.
Since Np/2 =1 x 1072 W/Hz = No=2x 1072 W/Hz
1 1 6
Ty, = =— =10
b= bit rate 106
E PxT, Px107°
(i): b —05x P x10°
No No 2 x 10—12

The average probability of error for coherent PSK is

P. = 0.5 x erfcy/(0.5 x P x 106) < x10~*
erfc,/(0.5 x P x 106) < 2 x 10™*

From complementary error function table erfc(2.63) = 0.0002

V0.5 x P x 106 > 2.63 = P >1.315x 10"°W
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Problems Problems
Proakis 5.18 Suppose that binary PSK is used for transmitting information over an AWGN with a power
spectral density of Np/2 = 1071 W/Hz. The transmitted signal energy is Ej, = 1/2A2T where T is the bit
interval and A is the signal amplitude. Determine the signal amplitude required to achieve an error probability
of 107% when the data rate is a) 10 kbits/s, b) 100 kbits/s, and c)1 Mbits/s
Solution:

A= % = Ep = %AZ Ty and Py = %erfc (, / f,—g) For binary phase modulation, the error probability is

1 Ep 1 0.5 % A2T,
Py, = P, = —erfc — | = —erfc _
2 No 2 No

1 0.5 % A2T, 0.5 % AT,
Pp= cerfe | 422200 ) 1078 o erfe | (2t TE ) 0 y107 0
2 No No

We know that erfc(x) = 2 % 10~° and from erfc table the value of x=3.36
V0.5A2T, /Ny = 3.36 = 0.5A%T, /Ny = 11.2896
AT, = 22.579Ng = A% = 22.5792 + 10720 % (1/T},) = 4.515 10~ * (1/T})

A? =4515%107° % (1/Tp) = A= /4515 x 10—9 * (1/Tp)

If the data rate is 10 Kbps, then

A=1/4515 x 10-9 x 10 x 103 = 6.7193 x 10>
If the data rate is 100 Kbps, then

A= /4515 x 10-° x 100 x 103 = 21.2 x 107>

If the data rate is 1 Mbps, then

A= /4515 x 10-° x 1 x 106 = 67.19 x 10>
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Problems [EIIENE

Problems:Sklar
4.2 A continuously operating coherent BPSK system makes errors at the average rate of 100 errors per day.
The data rate is 1000 bits/s. The single-sided noise power spectral density is Ny = 10710 W /Hz.

@ If the system is ergodic, what is the average bit error probability?

@ If the value of received average signal power is adjusted to be 10~CW will, this received power be
adequate to maintain the error probability found in part (a)?

Solution:
The total bit detected in one day= 1000 x 86400 == 8.64 x 10’
100
Pp=——" =116x10"°
8.64 x 107

2E, 25T
o=\ :(‘)(Vﬁ)

—6
where S = 107°W and T = 355

2 x10-°
Pe=Q |\ 1000 x 101 | = Q(v20) = Q(4.47)

p 1 —(4.47)?
= exp
* T 4a7von 2

Since in Q(x) x > 3

) =4.05x107°
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Problems [glIEHEY

Find the expected number of bit errors made in one day by the following continuously operating coherent
BPSK receiver. The data rate is 5000 bps. The input digital waveforms are s;(t) = Acoswot and
s5(t) = —Acoswgt where A= 1 mV and the the single-sided noise power spectral density is

No =10~ W /Hz. Assume that signal power and energy per bit are normalized to a 1 Q resistive load.

Solution:

2E, AT, 1
T» 2 Rs

1 E, 1 A?T,

P. = —erfc =) = Cerfe :

2 No 2 2Ny
1 1 x 10-3)2 1

Po= terpe [ |12 ) 1560
2 2 x 10-11 x 5000 2

1
Pe = 5 x 0.00000786 = 3.93 x 10°

A=

Average no of errors in one day = 5000bits x 24 x 60 x 60 x 3.93 x 107° ~ 1698 bits in error
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NCE)

001
002
003
004
005
006
007
008
009

o1,
011
012
013
014
015
016
017
018
019

02,
021
022
023
024
025
025
027
028
029

031
0z
033
034
035
036
037
038
039

04,
041
0.42
043
0.44
045
045
047
048
049

erfo(x)

1.000000
0.988717
0977435
0966159

0.488332

Complementary Error Function Table

051
052
053
054
055
056
057
058
059

06,
061
062
063
064
065
066
067
068
069

o7,
o071
072
073
074
075
076
077
o078
079

o8,
081
082
083
084
085
086
087
088
089

091

099

erfo(x)

0.479500
0470756
0.462101

0174576
0.170130
0.165769
0.161492

x

101
102
103
104
105
106
107
108
109

111
112
113
114
115
116
117
118
119

12
121
122
123
124
125
126
127
128
129

13
131
132
133
134
135
136
137

139

14
141
142
143
144
145
146
147
148
149

erfo(x)

0.157208
0.153190
0.149162
0.145216
0141350
0.137564
0133856
0.130227
0126674
0.123187
0119795
0.116467
0113212
0.110028

0038945
0.087627
0036346
0.035102

x

15
151
152
153
154
155
156
157
158
150

16
161
162
163
164
165
166,
167
168
169

17
171,
172
173

175

199

erfe()

0.033895
0082723
0.031587)
0.030484,
0.020414)
0.028377
0027372

0011359
0.010908)
0010475,
0.010057,
0.009653)
0.009264
0.008889)
0.008528,
0.008179)
0.007844)
0007521,
0007210
0.006910
0006622
0.006344)
0006077,
0.005621,
0005574,
0.005336
0005108,
0.004889

x
2
201
202
203
204
205
2,06,
207
208
200
21
211
212
213
214
215
216
217
218
219
22
221
222
223
224
225
226
227
228
229
23]
231
232

234
235
236
237
238
239

24,
241
242
243
244
245
246
247
248
249

x
5

251
252
253
254
255
256
257
258
259

261
262
263
264
265
266
267
268
269

27,
271
272
273
274
275
276
277
278
279

281
282
283
284
285
286
287
288
289

29
291
292
293

295
296
297
298
299

erfe()

0.000407,
0.000386,
0.000365,
0.000346,

x

301
302
303
304
305
306
307
308
309

a1,
a1
312
313
314
315
316
317
318
319

32,
321
322
323
324
325

327
328
329

331
£
333
334
335
336
337
338
339

34,
341
342
343
344
345
346
347
348
349

erfe(x)

0.00002209|
0,00002074]
0.00001947]
0.00001827]
0.00001714]
0.00001608]
0.00001508]
0.00001414]
0,00001326|
0.00001243]
0,00001165]
0.00001002]
0,00001023]
000000955/
0,00000897]
0.00000840]
0,00000786/
0.00000736|
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