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Abstract

In recent years digital watermarking has gainedstauttial attraction by the research
community. It promises the solution to many proldesuch as content piracy, illicit
manipulation of medical/legal documents, contertugsgy and so on. Watermarked
content is usually vulnerable to a series of ataokreal world scenario. These attacks
may be legitimate, such as common signal procesgiegations, or illegitimate, such as
a malicious attempt by an attacker to remove theemveark. A low strength watermark
usually possesses high imperceptibility but wedlustness and vice versa. On the other
hand, different set of attacks are associated diglinctive watermarking applications,
which pose different requirements on a watermarksngeme. Therefore, intelligent
approaches are needed to adaptively and judiciaialgture the watermark in view of
the current application.

In addition, traditional watermarking techniquesiga irreversible degradation of an
image. Although the degradation is perceptualljgméicant, it may not be admissible in
applications like medical, legal, and military inesg. For applications such as these, it is
desirable to extract the embedded information, af as recover the sensitive host
image. This leads us to the use of reversible watgking. An efficient reversible
watermarking scheme should be able to embed mdoemation with less perceptual
distortion, and equally, be able to restore thayioal cover content. Therefore, for
reversible watermarking, capacity and imperceptibiare two important properties.
However, if one increases the other decreases iaedversa. Hence, one needs to make

an optimum choice between these two propertiessfgrsible watermarking.



The research in this work is two-fold. Firstly, wievelop intelligent systems for
making optimum robustness versus imperceptibiliadéoffs. The performance of the
existing watermarking approaches is not up to #ek twhen we consider watermark
structuring in view of a sequence of attacks, whighmuch desirous in real world
applications. In order to resist a series of agagke employ intelligent selection of both
the frequency band as well as strength of altaratey watermark embedding using
Genetic Programming. To further enhance the rolegstrof the watermarking system,
Support Vector Machines and Artificial Neural Netk® are applied to adaptively
modify the decoding strategy in view of the antadgrl sequence of attacks at the
watermark extraction phase.

Secondly, we devise an intelligent system capalblenaking optimum/ near
optimum tradeoff between watermark payload and neg@ibility. In the context of
reversible watermarking, we propose an intelligesheme which selects suitable
coefficients in different wavelet sub-bands and ldge superior capacity versus
imperceptibility tradeoff. Experimental results shohat machine learning approaches

are very promising in state of the art watermarlapglications.
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1. Introduction

“Fantasies are more than substitutes for unpleasant reality;
They are also dress rehearsals, plans.

All acts performed in the world begin in the imagination.”

Barbara G. Harrison

1.1. Motivation

In recent years the ease of creation, storage,pukation and communication of
digital data has stimulated the research in thiel foeé digital watermarking, to protect
digital information against illegal manipulationsage, duplication and distribution.
Digital watermarking is viewed as the practice wiperceptibly embedding the secret
information, or thewatermark into the original data, or theover work to embed
information about the same data [1]; in contradtraditional methods that often require
the transmission of additional metadata. It hasr@ad range of applications from
copyright protection, device control, fingerprirgino data authentication and media

forensics.

Watermarking can be further categorized into robwsttermarking, fragile
watermarking, semi fragile watermarking, and reNdes watermarking. Robust
watermarking is based on embedding a transparetetrmvark in the cover work for the

purpose of copyright protection or identifying thender/receiver of the data. In this type
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of watermarking, the integrity of the watermark a$ prime importance, i.ethe
watermark should sustain all attacks unless thercawork is substantially degraded and
becomes of little or no use. On the other handgilFawatermarking deals with
embedding a transparent watermark in the cover workthe purpose of content
authenticationIn this type of watermarking, the integrity of thever work is of prime
importance. That is, the watermark should be sgrgib the slightest modification in the
cover work and raise alarms to signal and locadizg tampering attempts. Semi fragile
watermarking, on the other hand, allows the watekrt@survive minor transformations,
such as lossy compression, but must be destroyethd)gr changes, oillegitimate
distortions Reversible watermarking deals with the abilityaolvatermarking system to

restore the original cover content completely afterextraction of watermark.

Watermarking Systems have three characteristicaglha

i. Robustness,

il. Imperceptibility, and

iii. Capacity.
These essential characteristics contradict onehanot.e. if one increases the other
decreases. Therefore, one needs to make a tratbedvffeen these characteristics
according to the application requirements. In tingt phase of this work, the aim is to
make an optimum trade-off between watermark rolasstrand imperceptibility, while
keeping the capacity constant. For this purposechina learning techniques are
employed on the encoding as well as decoding side mbust watermarking system

capable of surviving a sequence of attacks. Irsdo®nd phase of this work, the goal is to

24



achieve an optimum tradeoff between watermark agpand imperceptibility while

devising an intelligent reversible watermarkingteys.

1.2. Watermarking in Historical Perspective

For thousands of years, people have sought secays W communicatelhe
Histories[2] of Herodotus reveal the following story whiolecurred in 480 BC, almost
twenty five hundred years back. Where, once a slea® shaved and a secret message
was tattooed in his scalp. His hairs were let gemain to conceal the message. He was
then sent by his master, Histiaeus, to the lonignodé Miletus. Upon arriving at Miletus,
he was shaved again to reveal the message to tifie i@gent, Aristagoras; and this
message encouraged him to start a revolt agaiesPénsian occupier. In this ancient

Greek story, the tattoo is tinearkand the slave acted as@er work

Chinese invented paper more than a thousand ygar$Bat paper watermarking
actually started in Italy around 1282 AD, when thiive patterns were added to paper
moulds for generating watermarks [1]. However, #sweighteenth century when paper
watermarks became popular and were widely usedunode and America. They were
primarily used for making trademarks, to record thanufacture date, and as anti-

counterfeiting measures on money and other docuanent

The termwatermarkwas probably originated from the German tevassermarke
in eighteenth century which means a distinctivekhoar paper. The mark is not produced
by water, but probably so called because it lodkes & wet spot. The first watermarking

example similar to digital methods used nowadaypeaped in 1954 when Muzak
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Corporation filed a patent for watermarking musialrk, which was used until around

1984 [3, 4].

The first research publication focused on digitaltevmarking appeared in 1990
by Tanaka et al. [5]. The terdigital watermarkingfirst appeared in 1993 when Tirkel et
al. [6] presented two techniques of data hidingligital images. These techniques were
based on manipulations of the least significan{lt8B) of the pixel values. It was after

this that the field of digital watermarking begamtushroom.

In 1996 Cox et al. [1] introduced the concept ofregd spectrum based
modulation of a watermark signal to provide robass1 This work brought a major
enhancement to the field of digital watermarkingl antroduced possibilities of new,
diverse application areas. After a year, Piva et[d proposed the idea of blind
watermarking in which the original cover work istneequired for detecting the
watermark signal [1, 8]. Much of the research thencentrated on the development of
novel algorithms by exploiting these two concegdtsmread spectrum based embedding
and blind detection. A much detailed discussiontmafound in [1, 8, 9]. The third major
development in watermarking originated from the kvof Chen and Wornell [10], who
used the concept of quantization index modulatiased embedding of a watermark
signal. The recent advancements in watermarkingro@gpes include the idea of
informed embedding and coding based watermarking].lreversible watermarking,
fragile watermarking for authentication purposesid asemi-fragile watermarking

approaches.
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1.3. Robust mage Water marking

Different applications pose different requiremeatsthe watermark design [9],
since they are heavily dependent upon the setiatlkat that are likely to be mounted on
them. These anticipated attacks may include irmdeati and/or unintentional
manipulation of the marked cover work; thus, redgcthe watermark detection and
decoding performance. A universal watermarkingesysthat can withstand all attacks
and at the same time fulfill all other desirablgueements is almost impossible to be
developed [1, 9]. Therefore, while designing a wasgking system, its intended
application and thus the corresponding set of deabée attacks are of prime

importance.

An efficient watermarking system allows one to ethlibe watermark while
minimizing the distortion of the watermarked worktlwrespect to the original, and
making it robust against any illegitimate attadBst robustness is usually achieved at the
cost of watermark imperceptibility (and vice verssihce these two properties contradict
each other. Therefore, one needs to make a debeddace between these two properties
in accordance to the intended application whileigiesg a watermarking system. A
watermark is shaped according to the cover workekploiting properties of Human
Visual System (HVS) for properly hiding it into theover work. To fulfill this
requirement, perceptual models [11-14] that areaquent usage by image compression
community, are utilized. These perceptual model&ere tradeoff between robustness
and imperceptibility according to the cover imagtowever, they do not take into

consideration the watermark application and, tthes anticipated attack information. For
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instance, consider wireless medical applicatiorf®gre compression and transmission of
medical data, especially images, has to be peridnmeriew of context aware medical
networks [15]. Similarly, print-to-web technologlgroadcast monitoring, secure digital
camera, etc., are such watermarking applicatioaisnttostly encounter a series of attacks.
Other pertinent examples where watermarking systeeus to be robust against a set of
anticipated attacks exist in literature [1, 9, B3-1n these set of circumstances, it is
prudent to use intelligent approaches, such agthemg recently introduced by Laskov
et al. [19], for not only structuring the watermaak the embedding phase, but also

change the decoding strategy accordingly.

A variety of watermarking schemes are proposedenature including transform
domain techniques based on Discrete Cosine Trans(®CT) [20], Discrete Fourier
Transform [21], Discrete Wavelet Transform [22],ct& Quantization schemes [23] and
spatial domain methods [24, 25]. These schemes msa&eof a predetermined set of
coefficients, mostly in the middle frequency ranggeserve as a tradeoff for watermark
embedding. The disadvantages of such a selectodiscussed in detail by Shieh et al.
[17], who also proposed a scheme in which suitabibedding positions in a block based
DCT domain watermarking are selected using Genglgorithm. Nevertheless, they
have not taken into consideration the selectiorsuifable strength of alteration and
watermark application. On the other hand, Khan Minda [16] have employed Genetic
Programming (GP) for the selection of suitable rejte of alteration to each selected
DCT coefficient for watermark embedding. Howeverthie best of our knowledge, there

is no watermarking approach reported so far thatopes both selection of optimal
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frequency band as well as strength of alterationukaneously, in view of HVS and

hostile application environment.

Similarly, as regards the decoding stage of a wedeking system, fixed
watermark extraction strategies may not be suitéethe widespread and dynamic
applications of watermarking, where different tymésattacks are expected at different
instances. Therefore, an intelligent watermarkastion strategy is needed, which may
adapt itself in accordance to the new watermarkipglication. In this context, most of
the existing watermark extraction strategies [2B], @ not consider the existence of
attacks during the training phase and thus are adsptive. In the same way,
watermarking approaches [28, 29] that do not exg@mputational Intelligence (Cl),
generally, use simple Threshold Decoding (TD) dngt are also not adaptive as regards
the attack on the watermark. These approachesenatmnsider the alterations that may
incur to the features nor exploit the individuaéduency bands; rather treat all the
frequency bands collectively. Consequently, thgggr@aches use a single feature for
extraction of a message bit. Recently, Khan €38l have proposed CI based decoding;
however, their system does not employ intelligembedding. In contrast, this work
presents an innovative scheme of utilizing Cl badedoding strategies in conjunction
with intelligent embedding. For this purpose, firstve perform GP based intelligent
embedding. This helps us in exploiting only the Gelected frequency bands,
individually through CI techniques. Considering thailable frequency bands in an 8x8
block DCT, this in turn also acts as a feature cidn strategy. Secondly, we exploit the
learning capabilities of Support Vector Machine Vand Artificial Neural Networks

(ANN) to gain knowledge of the distortion that mighave incurred varyingly on the
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different selected frequency bands due to the seguef attacks. Lastly, to perform this
efficiently and in an adaptive manner, we deviseew feature extraction strategy for

watermark extraction in presence of attacks.

1.4. Reversible Water marking

Traditional watermarking techniques cause irreldestdegradation of an image.
Although the degradation is perceptually sparsmay not be admissible in applications
like medical, legal or military imagery. For apg@imons such as these, it is desirable to
recover the embedded information as well as thsises host image. For example, in a
database of medical images marked with patienramdtion, it is desired to extract the
patient information along with recovery of the amg host signal for proper diagnosis.
Unlike robust watermarking, in reversible waterniagkthe original image is completely

restored from the watermarked image, thus, prasgibie originality of the cover work.

An efficient reversible watermarking scheme shobtl able to embed more
information with less perceptual distortion, andi@ty, be able to restore the original
cover work content. Watermark capacity and impeibépy are two contradicting
properties. If one increases, the other decreasgwiae versa. Therefore, one needs to

make an optimum choice between them.

There are a variety of reversible data hiding masharoposed in literature. These
include Chen and Kao’s DCT based zero replacenasetsible watermarking [31], Ni et
al.’s [32] histogram manipulation based reversibgermarking technique, Xuan et al.’s
[33] spread spectrum based watermarking methodTaaus [34] lossless data hiding
techniqgue based on difference expansion transfdrma pair of pixels. Alattar [35]

30



extended Tian’s work to the difference expansioa @kctor of several pixels to achieve
larger capacity. These approaches are simple diwiert but do not make an efficient
tradeoff with respect to imperceptibility. Xuan at. [36] proposed a reversible
watermarking scheme using integer wavelet transf@nd threshold embedding.
However, they have used a fixed threshold for &lthe coefficients in different sub-
bands of integer wavelet transform. Xuan et al] {830 proposed a bitplane compression
based technique which losslessly compresses ommi@ middle bitplanes to save space
for data embedding. In this work we propose anligent scheme which selects suitable
coefficients in different wavelet sub-bands. Byesthg the appropriate coefficients for
embedding, it is possible to make a good choicevdet the watermark payload and
imperceptibility. Considering this as an optimipati problem and employing an
intelligent technique provides an optimum payloagierceptibility tradeoff, thus, the
margin of improvement. We use GP to exploit thedbid dependencies of the wavelet
coefficients in different sub-bands. GP belongstie class of biologically inspired
optimization techniques. Experimental results destrate that the proposed reversible

watermarking scheme is more efficient compareditr pvorks.

1.5. Resear ch Objectivesand Contributions

The objective of this research is to use machiaenlag techniques for making
suitable tradeoff in the contradicting, but essenfproperties of watermarking systems.
We apply our intelligent approaches in two domaafswatermarking, i.e. robust
watermarking (phase 1) and reversible watermarkpise Il). This research contributes

in the following manner:
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Phase I: Robust watermarking

1. We exploit the properties of HVS in order to finl the possible functional
dependencies which were not taken care of prewioW¥8ke also investigate the
problem with respect to the robustness propertiag a&onstraints of a

watermarking system.

2. We use GP to visually tune the watermark with resge HVS in order to
achieve robustness against a series of attackesaohstf a single attack, which is

much more desired scenario.

3. In our proposed GP based watermark embedding, waognthe concept of
wrapper for carrying out both frequency band aslvesl optimal strength

selections of the transformed domain coefficients.

4. We further enhance the robustness of the propageshse by employing machine
learning based adaptive decoding strategy in amdit adaptive visual tuning at

the embedding side.

5. Both the above attributes of the proposed scheme maxtremely difficult for
an adversary to gain the secret knowledge of thetesy by analyzing the

embedding and/or decoding space.

6. We introduce another layer of robustness in théeegydy the suitable use of error
correcting codes in our watermarking system. We @iopose a method for
increased security of the watermark by incorpogalmssless compression and

RSA based encryption before the embedding of therwerk.
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Phase II: Reversible watermarking

7. We analyze threshold based reversible watermar@ogniques and devise the
use of intelligent coefficient selection instead Watermark embedding. Using
machine learning and choosing the appropriate wosfts based upon coefficient
value, its neighborhood mean, its block numberratikes a good choice between

watermark payload and imperceptibility.

8. We use GP to make an optimum choice of coefficiamtdifferent wavelet sub
bands such as to embed maximum payload with ldgtleno compromise on

imperceptibility.

1.6. Structure of the Thesis

Chapter 2 discusses some preliminaries of digittemwnarking with main focus
on robust watermarking and reversible watermarkimhgy. the context of robust
watermarking, spread spectrum based additive warking technique is explained and
basics of HVS modeling are examined. It also disessome preliminary topics on GP
and its use in digital watermarking. In additiorréef introduction to SVM and ANN is

provided at the end of this chapter.

Chapter 3 starts with the contributions in thiserch. It explains the evolution of
a simple Visual Tuning Function (VTF) through theewf GP which is resistant against a
series of attacks. It then explains the evolutiba more sophisticated VTF that uses the

concept of wrapper during its evolution in orderselect both the strength as well as
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position of watermark embedding in transform domeaefficients. The use of error

correcting codes to further enhance robustnessvwislhext in the chapter.

Chapter 4 describes the use of intelligent emivgddis well as decoding of a
watermark in the presence of a series of attacke. GP based intelligent embedding is
explained in the context of attacks and HVS. Itfaowed by CI based intelligent

decoding, where SVM and ANN are used as featungctexh and extraction techniques.

Chapter 5 discusses the second phase of thisrcbhsdtadescribes the use of GP
to select the appropriate coefficients for embegldminteger wavelet based reversible
watermarking scheme. It also discusses variousndigmeies taken into consideration
while evolving optimal expressions using GP for imgka tradeoff between watermark

payload and imperceptibility.

Chapter 6 presents conclusions of this researchhigilighting the major
achievements. It addresses various challenges piosedbust and reversible image
watermarking and different methodologies adaptetthimresearch to counteract them. It
also discusses some of the aspects still needingiderations in the future research on

the topic.
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2. Digital Watermarking
and M achine Learning:

Some Preliminaries

‘O, what may man within him hide,

Though angel on the outward side!”
William Shakespeare

2.1. Digital Water marking

For centuries, man has sought secure ways to comaten Digital
Watermarking is one such effort. With the abundasiceomputers and digital devices,
and prevalence of growing networks to connect thdigital information exchange,
production, and sharing has increased like nevearéeThis also prompted the efforts

towards copyright violation and illegitimate manigtion of digital data.

A digital watermark is a piece of information thathidden directly in media
content, in such a way that it is imperceptiblatouman observer, but easily detected by
a computer. The principle advantage of this is thatwatermark is inseparable from the
content and it removes any need to store sepass®)ciated metadata, such as
cryptographic signatures. Broadly speaking, digitatermarking can be categorized into

two major categories namely:

1. Visible Watermarkingand

2. Invisible Watermarking
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Visible watermarking is the type of watermarkingathich the watermark is visible to the
end user after embedding, mostly as a translucarnit m images, videos and documents.
Logos displayed at one corner of different telensthannels is an example of such type
of watermarking. A majority of disadvantages arsoasted with this type, which
include perceptible degradation of the cover wa&se of mounting attacks such as
cropping, and decrease in usefulness of the cowek.wOn the other hand, invisible
watermarking is the type of watermarking in whitte watermark is not visible to the
end user of the work. Rather, it is imperceptibiybedded into the cover work by
altering spatial amplitudes or transform-domainftoents. Some of the key advantages
of such watermarking type include high perceptuallity, difficulty in mounting attacks,
increase in usefulness of the marked work, andge laumber of applications areas. For

the rest of this work, digital watermarking simpéfers to invisible digital watermarking.

Likewise, there are two different approaches fatesmark detection/ extraction

as follows:

1. Blind Detectionand

2. Informed Detection
In blind detection, the original cover work is no¢eded for watermark detection and
consequently, watermark extraction. On the othexdhariginal cover work is required
for informed watermark detection. Systems thathlsel detection are often referred as
public watermarking systemghereas those that use informed detection aredjalivate
watermarking systemsin terms of different applications and constraindn the
watermarking systems, digital image watermarking ba subdivided into four types,
namely:

36



1. Robust Watermarking
2. Reversible Watermarking
3. Fragile Watermarkingand,
4. Semi-Fragile Watermarking
First, a brief description of these watermarkingpety is described as follows and

afterwards, different defining properties of digitatermarking are discussed.

Robust Water marking

Robust watermarking is based on embedding a tremsippaatermark in the cover
work for the purpose of copyright protection ornd&/ing the sender/receiver of the
data. In this type of watermarking, the integrifytlee watermark is of prime importance,
i.e. the watermark should sustain all attacks wnldee cover work is substantially

degraded and becomes of little or no use.

Reversible Water marking:

Reversible watermarking deals with the ability ofwatermarking system to
restore the original cover content completely afilee extraction of watermark. It
provides suitable methods for suppressing inducastortions from different
transformations during embedding, detection, antbdimg stages of watermarking. In
this type of watermarking, usually high capacity required at a higher level of

watermark imperceptibility.
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Fragile Water marking:

This type of watermarking employs the embedding @fansparent watermark in
the cover work for the purpose of content authatibo. In this type of watermarking,
the integrity of the cover work is of prime importe. That is, the watermark should be
sensitive to the slightest modification in the cowerk and raise alarms to signal and

localize any tampering attempts.

Semi-fragile Water marking:

Semi-fragile watermarking allows the watermark tourvére minor
transformations and legitimate distortions, suclogsy compression, but destroyed by
illegitimate distortions. Since a fragile watermarksystem is very sensitive to slightest
modification in the marked work, it cannot be ugedajority of applications in which a
marked work is susceptible to common signal prangsand channel noise. Semi-fragile
watermarking systems provide some flexibility whighdeed, makes it very suitable for

a variety of applications.

Watermarking systems can be characterized by deuof different properties.
The relative importance of each property is depenhdm the requirements of the
application and the role the watermark will playhefe are three properties typically
associated with a watermark embedding procesbustness imperceptibility and

capacity(also known as payload).
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2.1.1. Robustness

Watermark robustness means the capability of tdeem data to survive host
signal manipulation including both malicious andnnanalicious manipulations.
Malicious manipulations precisely aim at damagihg tidden information, and non-
malicious manipulations do not explicitly targein@ving the watermark or at making it
unreadable. The exact level of robustness thahidhgen data must possess can not be

specified without taking into account a particidgplication.

Achieving watermark robustness in presence of es@f attacks is one of the
main challenges watermarking community is facingert without going into many
details, we can say that robustness against sijstdrtions, constituting a series, is
better achieved if the watermark is placed in petealy significant parts of the signal.
Lossy compression algorithms operate on the sintile@s by discarding perceptually
insignificant data without affecting the quality tife compressed image. On the other
hand, watermarks hidden within perceptually indigant regions are likely not to

survive compression attacks.

In real world applications the attacker intentidyélies to destroy the watermark,
often through a sequence of a variety of attackishwvimay include geometric distortions
or additive noise attacks. In case of image wateking, the resistance to geometric
manipulations such as rotation, resizing, transtatand cropping is still an open area of
research. But mostly, there are some specific kteslated to a particular watermarking
application. If one can anticipate them at the tohdesign of the watermarking scheme,

it is possible to counter most of them.
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2.1.2. Imper ceptibility

Imperceptibility is one of the most important regments of a watermarking
system which deals with the perceptual transparefidhe watermark, independent of
the application and purpose of the watermarkindesys The watermark should not be
noticeable to the viewer nor should the watermaggrdde the quality of the content.
Artefacts introduced through a watermarking process not only annoying and
undesirable, but may also reduce or destroy thenwneial value of the watermarked
data. It is therefore important to design markingtimds which exploit effects of HVS in
order to maximize the energy of the watermark urlderconstraint of not exceeding the
perceptible threshold. Two problems are relatethitoissue. The first one is the reliable
assessment of the introduced distortion. The sepooldlem occurs when processing is
applied to the watermarked data. For example, ik@iNty of the watermark may

increase if the image is scaled.

Theoretically, the watermark should be invisibleatdhuman eye, even on the
highest quality equipment. Although visible waterksaare usually more robust, for
most of the applications it is advantageous fordmedded mark to be indiscernible to
the human eye. To date, researchers have attertgtmmhceal the watermark in such a
way that it is not possible to be noticed. Howevkis constraint contradicts with other

requirements such as robustness.

2.1.3. Capacity
The capacity of a channel or medium is definechasmaximum achievable data

rate for that channel. In the context of digitalterenarking, capacity may be referred as
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the maximum allowable data to be embedded in tha fof a watermark. Capacity is a
major requirement in a number of watermarking aygions where high embedding rate
is highly desirous. This higher rate may be dudatge amount of information to be
embedded, associated extra information, or the néahcy in the watermarking

algorithm to achieve superior robustness.

Capacity has a direct influence on the robustnéssweatermark. The higher the
capacity, the less likely it is to destroy the watark without substantial degradation of
the cover work. On the other hand, high capacitgrages the imperceptibility of the
watermark. Therefore, one needs to make an optiroboice between capacity and

imperceptibility.

One way to achieve optimum capacity-imperceptipilitrade-off is by
intelligently selecting the appropriate locatioms an image where data is not easily
perceptible. The second phase of this work focumesthis approach and uses an
intelligent algorithm to embed high capacity watarknin a reversible watermarking

application.

2.1.4. Robustness ver sus | mper ceptibility

There is an intrinsic relation between the two mogtortant, but contradicting
properties of a watermarking system; robustnessrapédrceptibility. For instance, if we
look at an example where one wants to conceal armark so that it is well hidden from
an observer, then perceptually insignificant arem® selected to fulfil this
imperceptibility requirement. On the other handwatermarked image may undergo

lossy compression, which tends to remove less leisigh-frequency components and
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keeps only the lower ones (i.e. perceptually sigaift ones). This, in other words,
decreases robustness. If we try to improve the rwiatek imperceptibility, robustness
decreases and vice versa. Consequently, one needsmke a tradeoff, in terms of
watermark strength distribution, according to tipglecation domain. For this purpose,
different methods, both in spatial as well as ttamsed domain, have been used to tailor
a watermark according to the cover image [25, 3Blese watermarking systems are
known to be image adaptive. On the other hand, mi#ie earlier approaches are not

image adaptive and use a global watermarking dinefoy all the selected coefficients

[71.

2.1.5. Imper ceptibility ver sus Capacity

Watermark imperceptibility and capacity are anothesry important but
contradicting properties in a watermarking syst@nwatermark is usually not embedded
in all of the frequency bands, rather perceptuygnificant bands are selected to fulfill
this purpose. Mostly, these include different ciméghts in the middle and high frequency
bands. This limits the amount of information thatikd be embedded, and hence, reduces
the payload. That is, the higher the capacity, ltheer is the imperceptibility and vice
versa. Therefore, an efficient watermarking systg&mould be able to embed a high

capacity watermark while minimizing any perceptdigtortions.

2.1.6. Watermarking Applications
Watermarking has a wide range of applications. Gelye a watermarking

scheme is designed in view of its application, hs @pplication poses certain
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requirements to be fulfilled [9]. Watermarking Hasind a large number of applications
recently due to its advantages over the possibdenative technologies. A few examples

of watermarking applications are:

Copyright Protection:

Copyright protection is probably the most prominapplication of watermarking
today. The objective is to embed information abihé source, and thus typically the
copyright owner, of the data in order to prevefieotparties for claiming the copyright
on the data. Thus, the watermarks are used toveesightful ownership. This application

requires a very high level of robustness.

Data Authentication:

When watermarking is used for authentication pugpdise objective is to detect
modifications of the data. This can be achieved riagile watermarks that have a low
robustness to certain modifications like compressibut are impaired by other
modifications. Furthermore, the robustness requerégsrmay change depending on the

data type and application.

Copy protection:

A desirable feature in multimedia distribution ®yas is the existence of a copy
protection mechanism that disallows unauthorizeayitay of the media. Copy protection
is very difficult to achieve in open systems; ins#d or proprietary systems, however, it
is feasible. In such systems it is possible towagrmarks indicating the copy status of
the data. An example is the Digital Versatile DiB&/D) system where the data contains
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copy information embedded as a watermark. A compIVvD player is not allowed to

copy data that carry a “copy never” watermark.

Fingerprinting for traitor tracking:

There are some applications where the objectiie nvey information about
the legal recipient rather than the source of diglata, mainly in order to identify single
distributed copies of the data. This is useful wnitor or trace back illegally produced
copies of the data that may circulate, and is &@mjilar to serial numbers of software
products. This type of application is usually calliengerprinting and involves the

embedding of a different watermark into each distied copy.

2.1.7. Objective Measuresfor Robustness, | mper ceptibility and Payload

Watermarking systems are implemented in differeattdre domains and, thus,
rely on diverse embedding and decoding techniqudserefore, for comparing
performance, a set of general and objective messare defined. For this purpose,
robustness is generally measured in terms of Bitg€CbRatio (BCR) [8, 9], bit error rate
and false alarm probability. Whereas, imperceptipibf a watermark is measured in
terms of Structural Similarity Index Measure (SSI[49], weighted Peak Signal to Noise
Ratio (WPSNR) [38] and Watermark to Document R&MDR) [40]. The capacity of a

watermarking system is mostly measured in terntstefper pixel values.

Watermark power can also be used as a measumbo$tness. For this reason,
Mean Squared Strength (MSS) may be used as antigbjemeasure representing

estimated robustness:
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1 & & 2
MSS=——>" > a(x,X,) (2.1)
Nb Nc X=1 %=1

where, N, is the total number 08%8 blocks in the cover image and. is the number of

selected DCT coefficients in a blocK.andX, are the respective indices.

BCR is the second objective measure for robustaedsrepresents Bit Correct
Ratio. It is the ratio between the number of cdfyeextracted watermark bits to the
actual number of bits embedded. It is defined as:
by
BCR(M, M) =) (mO rh)/}n (2.2)
i=1
where M is the original, whilem' represents the decoded messgge.the length of the

message and represents exclusive-OR operation.

SSIM is an imperceptibility measure and denotesstingctural similarity index
measure of the marked image at a certain levelstfmated robustness. This image
guality assessment relies on the assumption timahuwisual system is highly adapted to
extract structural information. The work by Wangaét [39] shows that a measure of
change in structural information can provide a gagmproximation for perceived

distortion. TheSSIMbetween two imagesandy is provided as:

ssiM(x.y)=[ 1(x.y)]". [dx.y)]" . [{x¥)]" (2.3)

where] (x,y)is the luminance comparison functiom,(x,y)represent the contrast

comparison function, and(x,y) is the structure comparison functien. gandyare the
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parameters used to adjust the relative importahtkeothree components following the

constraints >0, 8> 0, andy > (. Further details o8SIMare provided in [39].

WPSNR which is a modified version of Peak Signal-to-doiRatio (PSNR), is
the second objective measure for watermark impéhikfy. It uses a texture masking

function as a penalization factor and is defined as

255 ?
WPSNR:10Iog10(—j : (2.4)
RMSEx NVFE
whereNVF is the Noise Visibility Function proposed by Vdhysovskiy et al. [38] and
is an arbitrary texture masking function. Its vataeges from 0, for extremely textured

areas, and up to 1, for clear smooth areas of agetRMSEis the Root Mean Squared

Error between original and the watermarked worlegity:

RMSE=/(y -x)* . (2.5)
2.2. Human Visual System Modeling

Development of adaptive watermarking schemes tactire a watermark
requires the understanding of the cover image enctintext of HVS. In spatial-domain,
this understanding means knowing the distributibrsmooth and textured areas in a
cover image. In transform-domain, it means knowiing distribution of low, mid and
high frequency components of the cover image. Timustder to hide the watermark, the
watermark is  tuned/shaped using perceptual modelfat t exploit
sensitivities/insensitivities of HVS. The bettemparceptual model is, the better is the

perceptual shaping and hence imperceptibility efwlatermark. Perceptual model can be
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viewed as a VTF, providing maximum allowed altevatito a pixel value (or DCT
coefficient) that is not observed by a human oleserv
Perceptual models, usually based on empirical ssydare used to exploit

sensitivities/insensitivities of HVS for assigniagerceptual slack(i,j )to each term of

the cover work expressed in some domain. Many p&seémodels have been proposed
in literature including Watson’s Perceptual Modéfl[ 12], originally proposed by
Ahumada and Peterson [41], which assigns a slaela¢b term in block DCT domain. In
context of watermark tuning, in the sequel, we us&ceptual Models and PSF
interchangeably. Other proposed PSF for imagegrassacks to frequencies in Fourier
and Wavelet domains [42], or pixels in the spatiamain [38]. Similarly, Kutter and
Winkler’s [43] model is based on local isotropicasare and a masking function, while
that of Lambrecht and Farrell’s [13] model is basedGabor filters. In phase | of this
work, the proposed genetic watermark embeddingmnsehe based on the modification of
Watson’s PSF.

Consider an image matrix in spatial domain. The image is transformed to

matrixX by applying 8x8 block DCT. According to the Watsperceptual model, the
visibility threshold T(i, j) for every (i, j]) DCT coefficient of 8x8 block is defined as

follows:

. Tmin (fif) + ftf')2 2
0T =108 %0 e +u(log (15 + 1) =10 ) (2.6)

i,0 '0j
1

where f,;and f, ; denotes the vertical and horizontal frequencigsl¢s/degree) of the

DCT basis functions respectively,,;, is the minimum value of (i, j) corresponding to
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the minimum frequencyf The rest of the parameters are set empirically 16]. The

min *
effect of luminance sensitivity is considered byreoting this threshold corresponding to
average luminance of each block:

aT
Tﬁﬁ=ﬂH%§%J, @)

0,0

where X is the DC coefficient of each block ardrepresents the average screen

luminance =1024 (for an 8-bit image). The effectohtrast masking is incorporated by

the following relation:
T (L) =max[T'@.}), [T'6iH "X 6iy] (2.8)

where X (i, j)is AC DCT coefficient of each block and has been empirically set to a

value of 0.7. These allowed alterations represenperceptual mask denotedady
Watson’s VTF, although fair enough to give us ingegtible alterations, is not an
optimum VTF. This is because some effects likeiapatasking in frequency domain are
ignored as well as many of the constants are seirigadly. Based on this, this work
proposes development of a system that can delineeftective VTF for a given

watermarking application.

2.3. Additive Spread Spectrum Water mar king (ASSW)

Let us represent an image in the spatial domag discrete 2-D sequenceand
its 8x8block DCT transform a% . The watermark that is being addedtpgenerating

watermarked DCT image, is viewed as a 2-D DCT signal. Let M be a message,
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which is mapped to a codeword vector (see figui¢. 2At the decoding stage, we have

to retrieve this message M.

M
Message % Encoder
J{ b

Repetition Coding
Secret K Pseudo Random | S
key Sequence (PRS)

Perceptual a
Analysis
T w
Original ~ x ooT X /)
Image N

P

Watermarked , Y

Y
Image &— Inverse DCT k

Fig.2.1 Additive Spread Spectrum Watermark Embedding

The codeword vector is then expanded to genbratgith each elemenb,

repeated over a selected set of DCT coefficientss Tedundancy bolsters robustness.
The resulting signab is further direct sequence spread spectrum (D&®8ulated. The
DSSS modulation is performed using 2-D pseudo nangequence (PRS) denotedSiy
The PRS behaves as spread sequence taking vdlaas has zero mean. Next, to shape
the resultant signal according to the cover imége,multiplied with perceptual mask
(obtained by applying the VTF to the cover imageDE@T domain) to produce the

watermarkw :
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W =0 [Sb (2.9)

Adding this watermark to the original image, cogéint by coefficient thus, performs the

embedding:
Y=X+W (2.10)

Here the watermarkV is our desired signal, while the cover imagects as an additive

noise.

2.3.1. Watermark Extraction

In the ASSW approach [28], it is assumed that trabgbility density function
(pdf) of the original coefficients remains the saewen after embedding. Based on this
idea, Hernandez et al. [28] have obtained exprassior maximum likelihood decoder

structures. The zero mean generalized Gaussiais gdfen as follows:
fX(x)=Ae_ﬁXC (2.11)

where, bothA and B are expressed as a function of the unknown parasnetand

standard deviatios :

_1(r@lc))”’ _ Bc
ﬁ'a(r(l/c)J ’ A'zr(ﬂc) (2.12)

with T"being the gamma function. The unknown parametensd o should be estimated
from the received image at the decoding stage.r&idu2 illustrates the watermark

extraction process.
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2.3.2. Generalized Gaussian based Maximum Likelihood decoder :

In the verification process, our job is to obtamestimate of the hidden message
M from the marked image (figure 2.2). We know thatcases where there is less or no
knowledge of the priori probabilities of the clas$gpotheses, priori probabilities are
selected that make the classes equally likely. Behwe assume that the messages are
equiprobable, then it is fair to consider maximukelihood test. The estimated message

should satisfy:

nt¥B) o  ome (2.13)
f(v/b,)
Secret key Image
L L
Pseudo Random DCT
Sequence(PRS)

E 1L

Estimation of parameters Perceptual
cand o Shaping
[24
72
Computing Sufficient
Statistics
72

Trained Cl based 3 Decoded
Decoding Scheme Message

Fig.2.2 Additive Spread Spectrum Watermark Extraction

The sequences that are generated by considerihg(egaDCT coefficient of all

8x8 blocks are assumed to behave like generalizads&an and are statistically
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independent. For notational clarity, let us derb@ indices byk and the 2-D sequences

byQ,[k], obtained as follows:

lelz[kl,kz]é X[8k, +1, ,8k, +1,] , I,1,0{0,-, 7} (2.14)
The maximum likelihood is equivalent to finding &l EI{ 1,2, ,L} that obey
vikg-wra [ = vw = wg |
- i >0 , O m#l (2.15)
B atk]

We should remember that our bit can be +1 or —¥ oal a bipolar signal. If novs;
sample vector denote all the DCT coefficients dffiedent 8x 8blocks that correspond to

a single bit, then the sufficient statistics of this sampletoecs given by:

A |Y[k]+o[ k]S[k]|0[k] _|Y[k]_0[k]s[k]|o[k]
r. _Z (2.16)

i k
kDG, U[k]o[ ]

For bipolar signal i.ea[]-11], the hidden bits are then estimated using ‘O’ as a
threshold:
o - (2.17)
bi =sgn(r;) 0 id{y2,---,N} .
Details of this ASSW approach are well documentgtibrnandez et al. [28].

2.4. Error Correcting Codes and Digital Water marking

Error Correcting Codes (ECC) are gaining more pamptyl in terms of their

capability to enhance watermark robustness. Alatat Alattar [44] have used spread
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spectrum technique and Bose-Chaudhury-Hocquengu@iH)RBoding for watermarking

electronic documents. The work by Miaou et al. [48monstrates significant
improvement in robustness by using BCH coded wadekanin error-prone transmission
of MPEG video. Other pertinent examples include uke of low-density parity check
codes (LDPC) [46], and Reed-Solomon codes [47] @E£to enhance robustness in

digital watermarking.

2.5. Attacks and their Counter measures

A watermarked data can be attacked in a varietdiféérent ways. However,
each application usually has to deal with a spesiiquence of distortions. Cox et al. [1]
and Barni et al. [8] have discussed in detalil thpe$ and levels of robustness that might
be required for a particular watermarking applmatiThey have discussed some of the
attacks as well as their countermeasures. Keepingiew the expected distortions,
several strategies are implemented to make a watkrgystem reliable. Few examples
include; redundant embedding, selection of per@ptsignificant coefficients, spread
spectrum modulation, and inverting distortion ie tletection phase.

Voloshynovsky et al. [48, 49] have classified dtamto four basic categories:
removal and interference attacks, geometrical ledtaaryptographic attacks and protocol
attacks. Intentional tempering, as opposed toctilemon signal processing attacks are
difficult to survive. However, watermark attacks wsll as their countermeasures are
complex and still a topic of research. Therefome, evaluating the potential of a
watermarking technique to meet the robustness mements, many assumptions are

made especially about the attacker. For exampless dthe attacker know the
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watermarking algorithm, does he possess a detéwadrhe can modify, what tools are
available to him etc. Once the watermarking systempecified publicly, an attacker

usually has more freedom as compared to a wateenéadcause the attacker is free to
develop extra and more intricate attacks, whilewlagermarker can no longer amend it

1,8, 9].
2.6. Genetic Programming and the Basic GP Algorithm

Behavioral/Cognitive models are often very difficadnd time consuming to
design and implement. On the other side, GP iga of evolutionary algorithms which
mimic biological evolution through selection. Itnsostly used in optimization problems,
by using a quality norm to measure and compare idated solutions in a stepwise
enhancement process. This constitutes the basiciple of biological evolution, where
the comparison of the candidates and their subs¢geéection for breeding characterize
the main concept of enhancement through evolutayure 2.3 illustrates the flow chart
of a typical GP search mechanism.

In GP, a candidate solution is represented ugigta structure such as a tree.
Initially, a random population of such candidatéusons is created. Every candidate
solution is evaluated and scored using applicati@pendent fithess function. The
survival of fittest is implemented by retaining thest individuals. The rest are deleted
and replaced by the offspring of the best individual'he retained ones and the offspring
make a new generation. Some offspring may have &ogine than their parents in the
previous generation.

The whole process is repeated for the subsequeeta@ns with the scoring and

selection procedure in place. Every new generationaverage, has a slightly higher
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score than the previous one. The process is stopped any of the stopping criteria is
met, which may include the number of generatioriee$s value or time limit. In this
way, the solution space is refined generation byeggion and thus converges to the
optimal/near optimal solution. For a detailed studge may refer to [50, 51]. In this
work, we use GP to evolve superior VTFs that ate slomake superior tradeoff between
robustness-imperceptibility and imperceptibilitypeaity with respect to the existing
tradeoff techniques, along with taking into considi®n the information pertaining to a
cascade of conceivable attacks.

Traditionally, GP uses generationalevolutionary algorithm. In generational GP,
there exist well-defined and distinct generatioBach generation is represented by a
complete population of individuals. The newer papioh is created from and then
replaces the older population. The following are thur preliminary steps in a GP run,

followed by the execution cycle of the generaticd@® algorithm.
Preliminary steps:

define the terminal set
define the function set

define the fitness function

w0 N PE

Define parameters such as population size, maxinmaiiwidual size, crossover
probability, selection method, and terminationedn (e.g., maximum number

of generations, time limit, fithess limit etc.).

Execution cycle:

5. initialize the population
6. Evaluate the individual programs in the existingpglation. Assign a numerical
rating or fitness to each individual.
7. until the new population is fully populated, reptat following steps:
» Select an individual or individuals in the popubatiusing selection algorithm.
* Perform genetic operations (crossover, mutatioplication etc.) on the
selected individual or individuals

* Insert the result of the genetic operations intortaw population.
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Fig.2.3 GP search mechanism

8. If the termination criterion is fulfilled, then cbnue. Otherwise, replace the

existing population with the new population andeapsteps 6-8.
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9. Present the best individuals in the populatiorhasoutput from the algorithm.

2.6.1. Genetic Programming Program Structures

The functions and terminals are the primitives withich a program in GP is
built. Functions and terminals play different rolesgeneral, terminals provide a value to
the system while functions process a value alreadlie system. They are discussed as

follows.

The Terminal Set:

The terminal set is comprised of the inputs to@#e program (features from the
learning domain with which to conduct learning)e tbhonstants supplied to the GP
program, and the zero-argument functions with siffieets executed by the GP program.
Input, constants and other zero-argument nodesadlierd terminals or leafs because they

terminate a branch of a tree in tree-based GP.

The Function set:

The function set is composed of the statements,abgrs, and functions available
to the GP system. The function set may be appticagpecific and be selected to fit the
problem domain. The range of available functiongeisy broad. Some examples include
Boolean functions, arithmetic functions, trigonormefunctions, conditional statements,

and logarithmic functions.

2.6.2. Fitness Function:

In a generation, every candidate solution is eateldl and scored using the fithess
function, which is application dependent. The usecording to the application, defines
the fitness function. The better an individual &fprming at this function; the better its
survival is, and thus, better is its chances ofipoing children for the next generation.
The survival of fittest is implemented by retainittge best individuals. The rest are

deleted and replaced by the offspring of the bedividuals. Together (the retained ones
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and the offspring) make a new generation. Someiffg may have high score than their
parents in the previous generation. Offspring acelpced by applying genetic operators

which are discussed in the coming section.

2.6.3. Genetic Operators

An initialized population usually has very lown@ss. Evolution proceeds by
transforming the initial population by the use @ngtic operators. In machine learning

terms, these are the search operators. The threspbe genetic operators are:

Crossover:

The crossover operator combines the genetic mhtériao parents by swapping
a part of one parent with a part of the other. &tt,f crossover tries to mimic
recombination and sexual reproduction. It mainlypleconverging onto an optimal

solution.

Mutation:

Mutation operates only on one individual. Normadjter crossover has occurred,
each child produced by the crossover undergoestimitevith a low probability. This
small random change often brings diversity in téutson space and helps to avoid
trapping in local minima/maxima. The probability mltation is a parameter of the run.
A separate application of crossover and mutatioalss possible and provides another

reasonable procedure.

Replication:

The replication operator is straightforward. Aniindual is selected. It is copied,
and the copy is placed into the population. Theee row two versions of the same

individual in the population.
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3. Attack Resistant Visual

Tuning

“In the struggle for survival, the fittest win out at the expense of their rivals;

because they succeed in adapting themselves best to their environment.”

Charles Darwin

In the previous chapter, some basics related tibatligatermarking and machine
learning have been discussed. This chapter statistive first phase of this research and
explains the proposed Intelligent Attack-Resistfatermarking (IARW) which is able
to tune a watermark with respect to HVS and a aesoé attacks. This intelligent tuning
is performed at the embedding stage. The proposgermarking scheme utilizes GP and
a DCT based watermarking approach [28]. The watdnsaembedded in DCT domain
with GP providing the delicate balance between stiess and imperceptibility by

developing application specific VTF.

The proposed IARW technique is developed and ermdthme different steps.
First, we present an initial approach which ingghtly selects the appropriate strength
and position of coefficients for watermark embeddiit is further enhanced with the
development of a more sophisticated GP fitnesstimmowvhich uses the concept of
wrapper for selection of appropriate DCT bands. ®wwlved VTF for selecting
appropriate strengths and positions inside DCT sarsthg wrapper function as SP-VTF.

The aspect of robustness is further improved, witltompromise on imperceptibility, by
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the use of error correction codes (or more spetificBCH coding). The VTF evolved
by the use of BCH coding is named as SP-VTF(BCH. We these notations in the rest

of the chapter while referring to different VTFsoéxed at different steps.

3.1. Attack Resistant Visual Tuning: The Basic Architecture

Figure 3.1 illustrates the basic architecture & LARW scheme. It consists of
two phases. The training phase and the testingeptiaghe training phase, a number of
images are used to train the GP based algorithorder toevolvea suitable attack
resistant VTF. Initially, a population of candidatélFs is taken randomly in GP
simulation. Each VTF is then scored using its nigaess specified by a fithess function.
The best ones are retained as parents for thegeeetration. The outcome of the training
phase is the evolution of an optimum VTF. The eedlWTF is then used by the testing
phase to validate the generalization of the VTFra&al world applications. Figure 3.2
illustrates the detailed block diagram of the IARS8heme. Theoretical description and

implementation details of different modules arébelated in the following sections.

3.2. Water mark Embedding

Consider a cover image which is transformed usB®8 block DCT
transformation. In an 8x8 block DCT image, eachitpms inside the block can be
considered as a communication channel charactebygedfrequency band. Thus, even a

single attack on the watermarked image may afféigrent frequency bands differently.
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Fig.3.1 Basic Architecture of Intelligent Attack Resistaatermarking scheme

Consequently, for watermark insertion in any giwerage, VTF is supposed to
decide bothwhich frequency band to selec&s well ashow much alteration we can
perform for this frequency band® X[k] and Y[k] represents the original and
watermarked images respectively, then watermarkeelaiibg is given by:

Y[k]=X[k]+Wn[k] (3.1)

where k represents 2D indices, and
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W[k =9k |tk |targ[ k] (3.2)
is the watermark. 8] is a pseudo random sequence arkl lig the repetition-based
expanded code vector, whidg[K] is the genetic perceptual mask obtained from gene
VTF (figure 3.2). The watermark extraction is penfi@d by assuming that the frequency
bands follow Generalized Gaussian Distribution (GGBnd then using maximum
likelihood based estimation, the hidden messagalesoded. The embedding and
extraction phases of this GGD based spread spectratermarking scheme have been

discussed earlier in chapter 2.

3.2.1. BCH Encoding

BCH codes belong to the class of multilevel, vdealength and cyclic error
correction codes. They are isomorphic to Hammindesoand allow multiple random
error correction. Binary BCH codes can be constedietith parametersa(k, t), wheren
represent the length of the codewdtds the message size aridepresent the number of

random bits this code can correct.

For any arbitrary integeren> 3andt < 2™ there exists a primitive BCH code

>2t+1. Where, d_. denotes the

with the parametersi=2"-1, n—k< mtand d.,2 i
minimum Hamming distance between two vectors. Thide can corredtrandom errors

over a span o2™ —1bit positions. Further information on BCH codes ¢anfound in
[52]. In this work, we use BCH (31, 16, 3) encodiftgis employed before repetition

coding module in the watermark embedding stagéaars in figure 3.2.
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3.2.2. Strength selection

In literature [1, 11, 16], VTF should exploit théaracteristics of HVS. Its
functional dependencies must include the paramé&ietaminance sensitivity, frequency
sensitivity, and contrast masking. Therefore, thecfional form of a VTF is represented

as follows:

as (ko) = f( Xoo X(i .7 1)), (3.3)
where, X, qis the DC coefficient and represents dependenc®¥Tdf on Luminance

sensitivity, X (i, j)is AC coefficient and represents dependence of \6fiFcontrast

masking, andT(i,j) represents frequency sensitivity. These are teate independent
variables ferminal seY in the GP simulation. The magnitudeogf represents the strength
of the alteration performed to the DCT coefficiehb help GP converge to an optimal
VTF quickly, instead ofT(i,j), we provide the Watson’s VTF (equation 2.8) as an

independent variable. Thus, the GP terminal sesistsof the current value of Watson’s

VTF ‘o, * X, 0, and X (i, j)’. Therefore, equation 3.3 is replaced by the fliwg:

a5 (kb)) = £ Xo0 X(i (i) (3.4)
However, if &=f(&, &, X) denotes the information pertaining to the distorsi
caused by the set of three attacks performed inesexg, then, the functional dependency
of the genetic VTF on both the characteristics ¥SHand the distortion due to attacks

can be represented as follows:

as (ko k)= F( Xoo X(ii ), a(kyk), &)- (3.5)
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Through its feedback and implicit learning mechani&P is able to learn and

exploit information regardingi. Similar approach is adopted for more attacks in a

sequence.
Images

1 2 k n Each individual

AU (P VTF provided by
GP population
Xk
| DCT |
1
Watermarking Module
] X«
Secret Key Message
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Fig.3.2 Detailed representation of encoding, decoding fitnéss evaluation processes of the
IARW scheme
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3.2.3 Frequency band selection

Still with the provision of all the above mentionadformation, optimal
exploitation of both HVS and distortion caused bseaof attacks is a difficult challenge.
To further help GP in developing optimal VTF, wd BP exploit frequency band
information as well; both in view of HVS and digion caused by a set of attacks. For

this purpose, we modify Eqg. (3.5) as follows:
aG (kl’ k2) = f( XO,O’ X( i’ J) ’ a(k11 kz) ’ 631i’j)’ (36)
wherei, j represent block indices.

However, we observed from our GP simulations that py including the block
indicesi,j as independent variables does not help GP inffgndptimal VTF. This was
because GP had not been able to make decisiomeatficas to whether the frequency
band in question is suitable for watermark inserto not. Consequently, to enable GP to
perform the selection of frequency bands both ewwof HVS and distortion caused by a
set of attacks, we use the concept of wrapper!svs

3.7
0 otherwise (3.7)

iullk) o] ) )20

By doing so, GP is also able to select appropeatbedding positions in the 8x8
DCT block for optimum tradeoff in subsequent getiers, in addition to selecting
proper strength of alteration. It is to be notedt thquations 3.5 and 3.6 only depict the

functional dependencies of a VTF. Their realizatqppears later in equation 3.14.
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3.3. Generating Candidate VTF in GP Domain

In order to carry out GP simulation to evolve gtimum VTF, one needs to
define GP control parameters, initial populationP Gunctions and terminals, and

termination criteria for the simulation. These al&borated as follows:

3.3.1. GP Control Parameters
The control parameters in our GP simulation are ribember of generations,
population size, selection type, the probabilibéperforming the genetic operations, the

maximum size for programs, and termination critet@

3.3.2. Initial Population

At the start of our GP simulation initial populatiof candidate VTFs is created
by randomly generating trees representing matheaiatixpressions. These expressions
cater for both the dependencies on HVS and defmsibh the 2-D watermarked image
signal caused by a sequence of attacks. Rampedmalhalf strategy is used to create

this initial population.

3.3.3. Basic Functions used for GP ssmulation

In our GP simulations, the set of functions avdédatio the GP system is simple
functions, including four binary floating arithmetoperators (+, -, *, and protected

division),LOG, EXP, SIN, COS, MAX and MIN
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3.3.4. Terminalsused for GP smulation

To exploit the search space representing diffgpessible forms of dependencies
of the watermark shaping function, we consider gen€¢TF as watermark shaping
function and the characteristics of HVS as indepehdariables. Therefore, the current
value of Watson’s VTF, DC and AC DCT coefficients &8 block are provided as
variable terminals (equation 3.4). Also, the zigaatjces of the current DCT coefficients
are used as variable terminals (equation 3.6). &ancbnstants in the range [-1, 1] are

used as constant terminals.

3.3.5. Termination Criterion

The GP simulation is ceased when the generatiomtcoeaches maximum
number of generations, or when a program surpasfi@eshold fitness level, or when a
predefined time limit exceeds. If the terminatioiterion is accomplished, then the best-
evolved solution is saved. Otherwise, we repla@ekisting population with the new
population and the simulation is continued. the implementation of our proposed

technique, we have taken 100 generations as thei@ihation criterion.

3.4. Watermark Extraction

In order to compute the performance of a given Wi Eerms of robustness, one
needs to extract the watermark after the waterndawkak is presented to a sequence of
different real world attacks. These attack sequemeelude a series of legitimate and
illegitimate distortions on the watermarked workdaare discussed later in detail in

section 3.8. In the ASSW approach [28], it is assdnthat the pdf of the original
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coefficients remains the same even after embedd@aged on this idea, one needs to
obtain expressions for maximum likelihood decodencsures as presented in Section
2.3. The unknown parametarsind ¢ should be estimated from the received image at the
decoding stage. With the help of sufficient statsstthe hidden bits are then estimated
using ‘0’ as a threshold (section 2.3).

Once the watermark is extracted, it can be useddorputing results of different

objective tests for watermark robustness.

3.5. Evaluating Each Potential VTF

Once the watermark is embedded, we can calculaevétiues of different
objective tests for imperceptibility. After thesalaulations, the watermarked work is
presented to the attack module, where a sequenedtawks is applied. These attacks
mimic the possible distortions of the real worl@sarios and are application dependent.
The attacked work is then used to compute the skeconstraint, i.e. robustness, of the

optimization problem at hand. The objective measisel for robustness is BCR.

We define thefitness functioras
Fitness= W* E + W BCEF, (3.8)
whereFin, is the imperceptibility related fitness and isegiby:

Fimp =W, * SSIM+ w,( WPSNR46.0 (3.9)

It represents watermark imperceptibility, where&Ns denotes the Structural Similarity
Index Measure [39], and WPSNR represents weighéad Bignal-to-Noise Ratio [53], of
the watermarked imag&\f; andw; depict the corresponding weightage of the differen

terms used in the fitness.
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Structural similarity based image quality assesdnmadies on the assumption that
human visual system is highly adapted to extraaictiral information. Therefore, a
measure of change in structural information canvipge a good approximation for

perceived distortion. The SSIM index measure betvte® imagesx andy, is given as:
ssiM(x.y)=[1(x.¥)]" -[e(x )] -[s(x ¥)]"> (3.10)

where) (x,y) is the luminance comparison functior(x,y)represent the contrast
comparison function, ansl(x, y) is the structure comparison function as discuss¢gd].
a>0,4>0,andy> ( are parameters used to adjust the relative impoetaf the three

components.

The wPSNR is a modified version of PSNR that usesxaure masking function

as a penalization factor and is defined as follows:

255 2

where, RMSE is the root mean squared error afidF is the Noise Visibility Function
proposed by Voloshynovskast al.[53], and is an arbitrary texture masking functidhe
value forNVF ranges from 0, for extremely textured areas, gntbul, for clear smooth

areas of an image.

A fair enough quality of the resultant watermarkaege in terms of WPSNR that
we can expect is approximately 46.0 db, while thaximum value that SSIM can

achieve is 1.0. As a result, in Fitnggswe divide the wPSNR by 46.0 in order to scale
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its value to 1.0 as well. My and w, are set to 1.0, whilev, and w, are set 0.5 each, the

fitness (EQ. (3.8)) attains a maximum value ne&.@o

We assume watermark power to depict robustnedseagmbedding stage of GP
simulation. For this purpose, we use MSS as anctbgemeasure representing estimated

robustness of individuals in a GP population gilagn

1S 2
MSS=—— DD ak.x), (3.12)

b'Yc %=1 %=1

where, N, is the total number o8x8blocks in the cover image and, is the number of

selectedDCT coefficients in a blockx andx, are the respective indices.

On the other hand,BCR,representing Bit Correct Ratio; after the set of

conceivable attacks are carried out, is given as:

BCR( M, M), = XCE rﬁ)/p,,, (3.13)

=
whereM represents the original, while1’ represents the decoded messaggis the
length of the message and represents exclusive-OR operation. It should bdedithat
(1- BCR) represents bit incorrect ratio.

Thus, each individual genetic VTF of a GP populai®scored using Eq. (3.8) as
a fitness function. The greater the fitness is, bleéer the individual has performed.
Figure 3.2 illustrates the detailed representatdnencoding, decoding and fithess
evaluation modules of the proposed scheme, asatatidoy the innermost block of the

training phase in figure 3.1. It is elaborated asollofvs. Let
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5:{Xk =(ik,J'k); k=1.... .n} represent the training set with being the number of

training images. We consider a function spg€eonsisting of VTFs in the form of Eq.

3.6 to represent the decision space. Note thatrrdbon regarding a set of attacks) (s

implicit and learned through the repeated feedbmaekhanism of GP. An initial random

population 7, of sizez is created such thgt0 F . We represent an individual from this

population asf, , wheret =1,...... ,Z. The algorithm for training a GP population is as

follows:

FOR eaclp :t=1,......, z,and g OF

FOR each image, 1 k=1,......, nand x S

Step 1.
Step 2.

Step 3.

Step 4.
Step 5.
Step 6.
Step 7.
Step 8.

Step 9.

END

Computesx8block DCT

Compute perceptual mask, (Eq. (3.7))
Embed messag® usinga,, (EQ. (3.2))
Compute MSS (Eq. (3.12))

Computer,  (Eq. (3.9))

Perform the selected sequence of attacks

Perform decoding to retrieve the decoded messége
ComputeBCR, ( Eq. (3.13))
Calculate fitness based on the following rule

IF BCR, 2T, and G< MS& ¢

Fitness, = WOFE + WO BCE

ELSE

Fitness, = BCR

END
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Step 10. Compute average fitness score fusing Fitness - Z Fitness, / n

END

At the end of the GP simulation, the best expressothe evolved VTF, is
saved. It is used in the testing phase in orderai@rmark a number of test images from

the test data set as illustrated in figure 3.1.

3.6 Implementation details

Simulations for the proposed IARW technique areiedrout in MATLAB. To
employ GP, we have used MATLAB-based GPLAB toolba@tsion 2.1 [54]. Initial
population in GP simulation is generated througmped Half-and-Half method. Initial
operator probabilities are set to ‘variable’, white selection method for reproduction is
set to ‘tournament’. The remaining parameters umedas default in the software and
summarized in table 3.1. The proposed techniguaptemented on Intel Core 2 Duo 2.4

GHz processor, and on the average, each trainmglation takes 6-8 hours.

Ten images, such as, Lena, Baboon, Trees, Couplepésize 256x256 are used
as cover images during the training phase of GRilsion. These images are shown in
figure 3.3. The fitness of each GP individual idually the average of the fitness
corresponding to all training images. The numbdrafdpass DCT coefficients within an

8x8 block, N, is set to 25 (5 to 30 in zigzag order). Message sikept equal to 64 bits.

To assign bonus fitness (first term on the rightchaide of equation 3.8), we have used

T,,C.,C, , W, andW,as 0.97, 1.0, 120.0, 1.0 and 1.0 respectivelfyand w, are set 0.5

171y =2 2

each. The values of, ,C, andcC, are set empirically. Specifically the values @f and
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C, are set by observing the MSS values of Watson’s Y6FRhe training images, while

that of T,is set in view the severity of the attacks for @egi watermark applicatiow,

andw, , on the other hand are set to dictate the ovEtiadiss dependence of an individual

solution on imperceptibility and robustness respebtt. w, andw, weight parameters can

be adjusted by the user so as to which impercdiptimeasure, wWPSNR or SSIM, should

be given more importance. MATLAB based BCH encodamgl decoding modules are

used for employing BCH(31,16, 3) codes.

Table 3.1 GP Parameters Settings

Objective:

To perform intelligent watermark
structuring

Function Set:

+, -, ¥, protected divisionSIN, COS,
LOG, MAXandMIN

Constantsrandom constants in rangd

Terminal Set: [-1, 1]

Variables :x,,/1024, | X (i,]), a(ky,ky) i, ]
Fithess : Fitness=( WO SSIM- WO WPSNR /46 BGF
Selection: Generational
Population Size: 160

Initial max.Tree Depth 8

Initial population:

Operator prob. type

Sampling

Expected no. of

Ramped half and half

Variable
Tournament

rank89

offspring method

Survival mechanism
Real max level

Termination:

Keep best
30
Generation 40
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In the testing phase, for each of the test imagd,sgarch with a step of 0.001 is
applied to find the watermark strength needed twdpce a resultant image of same
image distortion in terms of SSIM measure. A tatahbout 10 GP simulations for each
set of conceivable attacks are carried out. The é&gsression of all the simulations is
selected for the test phase. In the testing phlhsayatermarking scheme using the best-

evolved genetic VTF spends about 5 sec to watermarikgle image.

3.7 Potential applications of the lARW approach

In this section we discuss some of the potentigliegtions of the proposed GP
based IARW scheme. The first potential applicai®mn medical information handling
and sharing, with applications ranging from coopeeaworking sessions, telediagnosis
to telesurgery [55]. The high security risks invedvin medical data such as Electronic
Patient Records (EPRs), and concomitantly, a higlesired visual quality such as in
telediagnosis and telesurgery, urges for the usatefligent watermarking systems to
embed the watermark in the most efficient manneagplications such as these, a high
capacity watermark is not always functional to proel high robustness. Rather,
exploitation of the hidden dependencies in HVS @spect of the robustness and
imperceptibility is a more feasible option.

The next generation of digital cameras is takirgghotographer’s copyright to a
level further by acquiring and embedding biologitdbrmation of a photographer in a
digital image. One of the examples include a regaént applicatioy Cannon[56]
which reveals the use of a photographer’s iris rmfation for watermarking digital

images. In applications like these, a high impetibdjpy is required since the watermark
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is being embedded at the image capturing stageg alith no compromise on robustness
later on. Our proposed watermarking technique mayirbplemented in the camera
hardware and a pre-stored user profile based gninformation may be utilized to
watermark batch files after each photographic sessi

Similarly, the proposed adaptive visual tuning sebanay be deployed on a chip
for broadcast monitoring and device control aftengrating appropriate VTFs in view of
the application environment, and hence the conbévattacks.

E-democracy [57], Mobile context aware medical reks [58] and mobile
context aware multimedia stories [59] are soméhefrecent trends in mobile usage. The
use of intelligent watermarking is highly desirableapplications where imperceptibility
and robustness requirements constantly changehdfarore, it is worthwhile in
applications where high robustness is required widlcompromise on imperceptibility.
An appropriate example of such an application ctx@advatermarking a database of faces

in a face recognition system [60].

3.8 Experimental results and discussion

In the proposed IARW scheme, during the traininggah) a random population is
created with each individual representing potentisF using Eq. 3.6. Every candidate is
evaluated with a fitness function based on objectheasures for watermark robustness
and imperceptibility. VTFs are evolved using 1(hstard training images as displayed in
figure 3.3. Their performance is tested in the tligii a typical transform domain
watermarking scheme [28], by using 300 test images everyday life. In order to

demonstrate its effectiveness, we consider twalatsgquences: (A); the watermarked
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image is communicated through a channel charaetétiy Gaussian noise €20). The

received image is operated upon with a lowpaserfilb reduce noise and its intensity
range is scaled to 0-255, representing a type lolevaetric attack. (B); a watermarked
image is first compressed to reduce its size. Aigioais attacker somehow manages to
perform median filtering, before it is transmitted a channel characterized by noise.

These attack sequences are displayed in figure 3.4.

Fig.3.3 Training images used during GP simulation

The best evolved expression representing the VTRafiack sequence B is as
follows:

ag (k;, k,) = Max(a ,log(b* c))* X,,* cos(Xy, ), (3.14)
where,
a=Max(j a(k*k,))-1, (3.15)
b= -sin(0.34168) exp log(, and (3.16)
c= X(i, j)- exp(a (k*k,)) (3.17)
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First we discuss the performance of GP based wat&rstructuring alone. Then,
we discuss robustness comparison using combinafi@P based watermark structuring

and BCH coding.

Communication

Channel Resultant
Watermarked Received Lowpass Pixel Intensity Image
Image noC——— = Image —|  Filtering Scaling —
Gaussian Noise
(a)
Watermarked
Image
l Communication Resultant
. Channel Received Image
JPEG Median oo
. —> o Image
Compression Filtering
Gaussian
Noise

Fig.3.4 Attack sequences on the watermarked image repnegga) Attack Scenario A, and (b)
Attack Scenario B.

3.8.1. Improving Visual Quality by Exploiting HVS

Figure 3.5 shows the watermark structuring abitifythe proposed scheme. It
demonstrates that almost invisible distortion isaduced by embedding a high energy
watermark as a result of using intelligent selectaf the right frequency band and
strength of embedding. The difference image betwiberoriginal and the watermarked
image depict that the proposed scheme is ableata ke content of the cover work, as

mostly, high strength embedding is performed imhigxtured areas. On the other hand,
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the severity of the distortion a watermarked imagey suffer after a series of attacks are

presented is also shown in figure 3.5.

1l \Y 1l \Y
(a) (b)

Fig.3.5 Watermark Structuring: l.original image, Il. waterked image, Ill. attack sequence B
applied on watermarked image, and IV. scaled difiee image of | and Il for (a) Lena image
and (b) Boat image.
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Figure 3.6 illustrates the distribution of waterkatrength in frequency domain
for Lena image and demonstrates the ability of gemetic VTF to select suitable
frequency bands in view of the hostile series ¢&ckis. In addition, the strength of
alteration performed to a selected DCT coefficikamtwatermark embedding, increases
as we move from low to high frequency in zigzagnsoader. This attribute is in line with

the sensitivity of a human eye.

Vvatermark Amplitude

: i
Sekected DCT Coeficents © 0 No. of DCT Blocks

Fig.3.6 Watermark strength distribution in frequency damfair Lena image

Table 3.2 shows average performance of differenéative measures on ten
training images for the attack sequences A andsBedively. In case of both the attack
sequences, it is noticeable that the proposed sloetperforms the conventional ones in
terms of visual tuning by achieving improvementSNR wPSNRand Mean Squared
Error MSE as compared to other approaches. Note thaB8i# values are kept the
same for all the schemes by using an appropriaa¢ingcfactor, since our primary

objective is to achieve a considerable improvenrermbustness.
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Table 3.2 Performance comparison in terms of average robastand imperceptibility of the

proposed technique (SP-VTF; based on strength asitign optimization) with that of Watson’s

VTF, and the VTF obtained by implementing [16](S#/Tbased on strength selection only).
Note that each value corresponds to the average @#l10 training images.

Signal Document
Mean 9

Attack  Watermarking to to )
Scenario Scheme MSS Squared Noise  Watermark WPSNR SsIM Fitness BCR
Error ) .
Ratio Ratio
S(ES/J)F 5.5076 5.4861 34.6201 34.6184 44,6251  0.9839 0.9770 1.0
Attack
. SP-VTF 11.4636 5.3550 34.7115 34.7099 44.6626  0.982 0.9770 0.9750
Scenario
A
S-VTF 16.1460 6.7888 33.1260 33.5110 43.7830 0.9817.9667 0.8825
WPM 18.1569 8.4799 32.7520 32.7493 44.0671 0.9838 .9709 0.8375
S(ES/J)F 25.1470 25.0648 28.3311 28.3242 38.7891 0.9520 86.89 1.0
Attack
) SP-VTF 47.7742  22.3002  28.5645 28.5582 39.2461 10.95 0.9010 0.9937
Scenario
B
S-VTF 60.4053 28.30639 28.8711 28.8633 38.4536 18B5 0.8938 0.8219
WPM 60.3381 28.1774  27.6236 27.6157 38.9333 0.9519.89913 0.70625

If we have a closer inspection of all the resutisspnted in table 3.2, we observe
that for every technique, the imperceptibility telh fitness measure is almost the same.
Whereas, the last column depicting tBER values of the training data shows sizable
improvement. Both for the attack scenario A andBRvalues are 1 when the proposed
technique is applied in conjunction with BCH codirgis also noticeable that high
strength embedding does not always imply a highrelegf robustness. ThdSSvalues
corresponding to the proposed technique and o#licbntques verify this aspect.

Table 3.3 demonstrates the comparison of the IARWMeme with other

intelligent schemes proposed in [17] and [18] mmie of correlation values between the
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original and the watermarked images for attack ages A and B respectively. These
correlation values serve as objective test for moggtibility. The correlatiorG , between
two imagesX andX' is given by:
Z (Xi,j - )_()(x'J - ;(')

=1

— =g

C= \/ (3.18)

=3

S x, -0 X, - X))

izl j=1 i=1 j=1

Where, X andX' are the mean values xfandX' respectively of sizeix n. The
values ofC ranges from -1 to 1. In the table, these valuesagsraged for the training
images and the three hundred test images. It canbberved that the IARW scheme
performs better in terms of preserving the percdpjuality after watermark embedding.
The scheme presented by Shieh et al. [17] emplbgsoptimal location selection,
whereas the one proposed by Aslantas et al. [1®]ams the optimum strength through
intelligent search. In contrast, our proposed s&hemploys both the optimum location
and the optimum strength, which thus yields improgat in the results in table 3.8or
attack scenario A Shieh et al.’s technique givas arerage value of 0.9989 for training
data, which is superior to the value given by theppsed technique (0.9976). But, the
proposed technique outperforms Shieh et al.’s igclenon testing data by quiet a
margin. With a correlation value of 0.9946 on 3@3ttimages from everyday life,
compared to Shieh et al.’s 0.9741, the proposecnwarking system could be very
useful for practical applications. The margin ohancement depicts the usefulness and

generalization ability of the proposed techniqueréal world applications.
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Table 3.3 Performance comparison in terms of correlation eslobetween the original image and
the watermarked image for the proposed technigge(BF) with that of Aslantas et al.’ [18] and
Shieh et al.’s [17] techniques.

Watermarking SP-VTF Aslantas et al.’s Shieh et al.’s [17]

Attack Scheme (BCH) [18]
Scenario
Images
Attack Training 0.9976 0.9862 0.9989
Scenario A )
Testing 0.9946 0.9503 0.9741
Attack Training 0.9990 0.9877 0.9967
Scenario B .
I Testing 0.9980 0.9786 0.9833

3.8.2. Robustness comparison

From the values of BCR in table 3.2, it is evidghat IARW technique
demonstrates sizable improvement in robustnesshenttaining data, besides lower
comparative values of MSS and DWR. This shows lhghh strength embedding and
high DWR are not indispensable for high robustn&ssther, selection of appropriate
frequency bands for embedding is also vital in eaginig superior robustness, as in our
proposed scheme. In addition, employment of ermarection along with suitable
strength and position selection, (SP-VTF(BCH) ibl¢a3.2) enhances robustness further
as explained in section 3.8.3. Figure 3.7 showspawison of the proposed scheme with
that of the existing approaches on 300 test imagesfirst sort the test images according
to their watermark imperceptibility measures ananth compare their robustness
measures. Keeping imperceptibility almost the samue,proposed scheme outperforms
the existing schemes in terms of low bit in-correatio (1-BCR) and thus, offers high

resistance against a sequence of attacks.
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Figure 3.8(a) and (b) shows the comparison of ttopgsed technique with other
intelligent techniques presented in [17] and [18} both attack scenarios A and B
respectively. These correlation values are betwtwen original watermark and the
extracted watermark and are averaged over intepfalen in case of test images. Note
that during the training phase of [17] and [18], in@ve used a sequence of attacks
instead of single attacks. However, the substamialovement in results is due to the

intelligent dual search for location and strengtbprporated in our proposed scheme.

The only drawback with the proposed scheme thahawe observed is the high
computational time required to reach an optimautwoh using GP. In our case, with
Pentium Core 2 Duo machine (2.4 GHz and 2 Gb RAM) &enerations, G=90, and
Population size, P= 120, it takes about 2 hourdeteelop an optimal solution. However,
as recently proposed [61], parallel implementatdrGP is becoming highly effective.
As compared to conventional GP, the simulation wmité parallel implementation could
almost be reduced to 1/P. This certainly, raises dhances of using GP for online
watermarking applications, such as protecting tla@simission of medical data from

mobile medical units to main hospitals or printweb technology.
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Fig.3.7 (1-BCR) and Fitness due to imperceptibility conigpam of the proposed technique (SP-
VTF; based on strength and position optimizatiith that of Watson’s VTF, and the VTF
obtained by implementing [16] (S-VTF; based onrgjth selection only) for (a) attack sequence
A, and (b) attack sequence B.
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Fig.3.8 Performance comparison of the proposed techniquéelims of correlation values
between the original watermark and the extracte@mvaark, with that of Aslantas et al. [18] and
Shieh et al. [17] for (a) attack sequence A, andftack sequence B.
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GP has another advantage of being considered amdbke prospective machine
learning approach capable of receiving pixel intes directly from camera and
performing some pattern recognition tasks withdbgut being valuable attributes [62].
This attribute of GP makes our proposed approach eféective in case of secure digital

camera and wireless applications.

3.8.3. GP based visual tuning in conjunction with BCH coding

One of the main advantages of IARW scheme is @gilfility to incorporate
different error correction strategies in order totlier enhance robustness. For this
purpose, we use BCH coding as explained in sec8dhl. Experimental results
demonstrate that the employment of error correctiorconjunction with intelligent
strength selection and frequency band selectionnguGP simulation, improves

robustness as illustrated in figure 3.9.

Comparison of the average BCR values for bothrdiaihg data (figure 3.9 (a))
and the testing data (figure 3.9 (b)) exhibit ttrersgth of our proposed watermarking

system in providing high robustness with no compsenon imperceptibility.
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Fig.3.9 Robustness comparison of GP based visual tunirgpmjunction with BCH coding for
(a) training data (10 images), and (b) testing d&@0 images). Note that there is sizable
improvement in BCR values after employing BCH cadim our proposed visual tuning
approach.

87



The box-and-whisker diagrams in figure 3.10 (a) é)d corresponding to attack
scenarios A and B respectively, shows the perfoomansf the proposed watermarking
system in terms of its generalization. Spread efdata comprised of 300 images and is
shown for different perceptual shaping functionscantext of BCR values. For attack
scenario A, the inter quartile range for SP-VTF BGs equal to 1 with some scattered
values or outliers. Most of the outliers lie witHime inter quartile range of SP-VTF, S-
VTF and WPM. Similar behavior is observed for dttacenario B, where the inter
guartile range for both SP-VTF (BCH) and SP-VTFludes the maximum admissible
value of 1. It is observable that approximately 76Bthe data lies within the BCR range
of [0.88, 1], with median lying at the value of These values confer a sizable
improvement in the robustness of a large datasebmpared to S-VTF and WPM, and
hence favor the generalization ability of our pregd technique. The improvement after
employing BCH coding can be observed in figure @),0nhere this range is shifted to

the value of 1 for approximately all of the data.

T T
1 _i_ A — -
|
+ ! '
09} : -
+ [
|
08} + : [ -
+ : :
|
o 07T + e | J
O I I
a1] + + _ |
06} : -
+ + + |
|
05t | J
|
_
0.4} -
03 1 T 1 T ]
SPVTF (BCH) SPVTF SVTF YWPM

Watermarking Techniques

88



(@)

1 r _'_ + -
| —
09F | | -
T T |
| | |
nef | | | 4
| | |
| | . |
07t I _ | ' .
5 : |
L | i
& 06 |
+ —_—
05k + . -
|
+ + |
04F | -
+ |
|
03f | -
_
02k i . i
1 1 1 1
SP-VTF(BCH) SP-VTF SVTF WPM

Watermarking Techniques

(b)

Fig.3.10 Box-and-whisker diagrams corresponding to differémFs for (a) attack scenario A,
and (b) attack scenario B.

3.8.4. Robustness-imper ceptibility ver sus message size

Figure 3.11 presents a comparison of watermarkstoless and imperceptibility
with respect to the message size using the bebtezl/¥TF for attack scenario A. It is to
be noted that the proposed technique produces aime svatermark imperceptibility
regardless of the message size. This is becausxthesd VTF has learnt the embedding
positions and the watermark strength to embedasdlpositions in view of HVS. On the
other hand, robustness decreases with a suffitiergase in message size. This is due to
the fact that an increase in the message bits asesehe amount of repetition, and thus,

degradation in decoding and error correction peréorce; which leads to low BCR
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values. Nevertheless, the robustness producedeiguatkly higher when compared to

conventional methods using similar message sizaesi¢s 3.8.2 and 3.8.3).

—F—— BCR
1 s Finp }

1 1 1
01632 B4 128 256 512
Message Size

Fig.3.11 Watermark robustness and imperceptibility plotwigspect to message size for attack
scenario A

3.9. Summary

This chapter discusses IARW scheme capable of aedptstructuring a
watermark in DCT domain. The developed VTFs aree dbl learn and exploit the
frequency content of a given image. It has showsstuntial improvement in robustness,
even in applications, where series of attacks atieipated. Applying an error correction
strategy during GP simulation, such as BCH codfagher improves robustness. It is
easy to implement and is applicable to all watekingr schemes that exploit human
visual system. In addition, if the developed VTKe aot made public, the proposed

approach becomes more secure towards unauthorexeliig. The proposed approach
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thus has prospective applications in context awetgvorks, print-to-web technology,
and medical image watermarking, where high robwsstreg low power embedding is

extremely desirable.
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4. Intelligent Embedding and
Extraction: A New Paradigm
In Watermark Encoding and

Decoding Sructures

“Only the most foolish of mice would hide in a cat’s ear,

but only the wisest of cats would think to look there.”

Andrew Mercer

4.1. Introduction

The need and advantages of intelligent watermatieeleing in view of HVS and
a number of attacks, as expected in real worldiegpdns, have been discussed in
chapter 3. Most of the decoding techniques propasditerature [16-18, 28], make use
of fixed watermark extraction strategies which ao¢ adaptive in dynamic applications
of watermarking, where different attacks are expect different instances. In addition,
most of the existing watermark extraction strate@#6, 27] do not consider the existence
of attacks during the training phase and thus ateadaptive. Similarly, watermarking
approaches [28, 29] that do not exploit Computatidntelligence, generally use simple
TD, and thus, are also not adaptive as far as ttaekaon the watermark is concerned.
These approaches neither consider the alteratioais mhay incur to the features nor
exploit the individual frequency bands; rather tralh the frequency bands collectively.

Consequently, these approaches use a single fefatuextraction of a message bit. A
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more sophisticated approach is to intelligently ethland decode hidden messages in
view of HVS as well as a sequence of attacks. Thapter describes such a technique in
detail and discusses our proposed Attack Adaptivatewharking (AAW) scheme,

whereby, we implement Cl based embedding as weleasding of the watermark.

Figure 4.1 shows the basic architecture of the ggeg AAW scheme. It
comprises of two main modules which constitutegheoding and decoding sides the
encoding side, an optimal Perceptual Shaping Fom¢®SF) is evolved both in view of
HVS and a sequence of attacks. Once optimal gef&i€ is developed during the
training phase, the GP training phase is stopp&be training phase of the machine
learning based decoding starts at the decodingasidethe evolved genetic PSF is then
used for feature extraction. We have selected t88W scheme [16, 28] (section 2.3-
2.5), as a baseline approach. First we discuspeéhfiermance measures related to both
imperceptibility and robustness. We elaborate thepgsed genetic based watermark
embedding in section 4.2, and then describe thehmaclearning based adaptive

decoding scheme in section 4.3.

4.1.1 Perfor mance Assessment

For comparing performance of watermarking systeanset of general objective
measures are defined. In this regard, robustnegsnsrally measured in terms of BCR
[8, 9], bit error rate and false alarm probabilfyhereas, imperceptibility of a watermark

is usually measured in terms of SSIM [39], wPSNB][and WDR [40].
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Fig.4.1 Basic Flowchart of the proposed AAW scheme

For performance evaluation of each individual of5& population, a fitness
function is defined based on the above stated fsebjective measures for watermark
robustness and imperceptibility. The fithess euadmais based on how well are the
imperceptibility and BCR values. The numericalngtof the fitness function is used to
rank each individual of the population. The greafes fithess is, the better is the

individual performance.

Fitness= WO Fitness, + WJ BGR., (4.2)
where,

Fitness,, = w* SSIM s+ W WPSNR6.0) (4.2)

represent watermark imperceptibility measurés., W,, w,, and w,represent the

1

corresponding weights of different measures usedhé fitness. SSIM, ;denotes the
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structural similarity index measure of the markethge at a certain level of estimated
robustness. Details d8SIMand wPSNRare discussed in section 3BCRyack , IS the
second objective of the fitness function and regmesBCR after the sequence of attacks

are carried out in sequence. It is also definedetail in section 3.5.

4.2. GP based Water mark Embedding Phase

The training phase is based on GP search mechawisich uses a population of
functions to represent a generation and enhancesjalves, the solution generation by
generation. To exploit the solution space; reprisgndifferent possible forms of
dependencies of the watermark shaping on the deaistcs of HVS, we consider PSF
as a candidate function and the characteristidd\# as independent variables. Before
representing a candidate function with a GP tree oeeds to define suitab@P
function set, GP terminal seind thefitness criteria according to the optimization
problem. The GP function set comprises of simplecfions including four binary
floating arithmetic operators (+, -, *, and protgtdivision),LOG, EXP, SIN, COS, MAX
and MIN The GP terminal set consists of the current vati&Vatson’s PSF-based
perceptual mask, DC and AC DCT coefficients8af8block, and the coefficient indices
(i,)) of the current DCT coefficients as variable teratén Random constants in the range

[-1, 1] are used as constant terminals.
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4.2.1. Selection of optimal strength of Alteration:
Let Adenote the information pertaining to the distorsiccaused by the set of
conceivable attacks. The functional dependench®fSF on the characteristics of HVS

and a cascade of conceivable attacks can be repedsas follows:

aGeneticPSF(kl’ kz) = f( Xo,o’ X( ! J) ) a( k1! kz) ¢ j'A) (4-3)
where, X, ;is the DC DCT coefficientx (i, j)is the AC DCT coefficient of the current

block. They represent the luminance sensitivity aodtrast masking characteristics of
HVS respectively, whereas, frequency sensitivityHMS is incorporated im(kl,kz).

Whereasj andj represent the indices of the current AC coeffic@rresponding to the

selected bandpass DCT coefficieNts

The information regarding the position of a coeéit inside a block DCT is thus,
provided through the indices for exploitation bg 8P search mechanism. This helps the
GP search mechanism to find appropriate frequeranyd® as per the new attacks
mounted on the watermarking system. On the othed e dependence of an evolved
PSF onA is not explicit. Rather, it is learned during tB4 training phase, which

repeatedly feedbacks the performance regardingeathef conceivable attacks.

4.2.2. Selection of Suitable frequency band:

We use GP to search for appropriate strength efalon as well as suitable
location selection in different DCT coefficientso Tielp GP make decisions of whether to
perform or not perform embedding, we use the canoémrapper. By doing so, GP

learns appropriate positions in ti8&8DCT block for optimum tradeoff in subsequent
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generations. Position of coefficients insidex8 block actually represent different
frequency bands. Thus, the proposed GP based embgulthse incorporates searching
of suitable frequency bands and allowable altematiomn view of both the anticipated

attacks and HVS. Using the concept of wrapper, egud.3 is modified as follows:

4.4
0 otherwise (4.4)

d,GeneticPSF(klv kz) :{ aGeneticPSF(kl’ kz) if o GenetiCPSlev k2) >0 }

To incorporate generalization and unbiased behawimur training phase, we
score and check the performance of every individuala set of training images. The

average of these scores is then taken as the dowak of a particular individual. Let
S ={Xn =(in,jn); n=1,...... ,N} represent the training set with being the number of
training images. We consider a function spageconsisting of PSFs in the form of
equation 4.3 to represent the decision space. Aalirmandom populatior, of sizez is
created such th@ O F. We represent an individual from this populatien/, where
t=1,...... ,Z . Algorithm 4.1 presents the steps required foremegation of genetic

watermark embedding, which is explained and jwestifn what follows.

Algorithm 4.1: Training algorithm of a GP generation for the lligent embedding phase of the
proposed AAW scheme.

FOR eaclp :t =1,...... ,z,and g 0O F
FOR each image,, :n=1......, NandX,OS
Step 1Compute8x 8block DCT
Step 2Compute perceptual mask  (equation 4.3 and 4.4)
Step 3Embed messag®l usinga,  (equation 2.9 and 2.10)
Step 4Compute MSS using equation 2.1
Step 5.ComputeFitness, (equation 4.2)

Step 6Perform the selected sequence of attacks
Step 7Perform decoding to retrieve the decoded message
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Step 8ComputeBCR,_, (equation 2.2)

ttack

Step 9Calculate fitness based on the following rule
IF BCR,_ 2T and C< MSX ¢

Fitness, = WO Fitness + W BC
ELSE
Fitness, = BCR
END

ack

END

Step 10. Compute average fitness score fpusing Fitness - Y Fitness, / N

n=1

END
Every individual g from a generation is scored against each inxggen the

training sefs . Steps 1 to 9 in algorithm 4.1 represent the agoprocedure for an image

fromS . Initially, 8x8 block DCT transformation is applied &. Operatings, on all of
the DCT coefficients, we obtain a perceptual magkfor X,. A secret messag®! is

embedded using spread spectrum based watermaddhgigue and the perceptual mask

(Q,.irse)- TO estimate robustness during GP simulation, a@enpute MSS which

characterizes the watermark power. As the imageaiermarked, the imperceptibility
component of the fitness measure is computed bejoeeating a sequence of attacks on

the watermarked image.

4.2.3. Attack Sequences

The sequence of attacks actually represent theeoatile attacks which may be
legitimate or illegitimate and are mostly applicatidependent as discussed in Chapter 2.
In the present work, we have considered threeréifteattack sequences comprising of
intentional and/or unintentional attacks. In thstfset of attacks, the watermarked image
is reduced before transmission to reduce its gimeadversary, after having access to the
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watermarked image, attempts to destroy the watérthaough an estimation attack, such
as Weiner filtering attack followed by lowpassdiing based on his assumption that the
watermark would be most probably residing in thghhirequency region. This set of

attack is presented in figure 4.2(a).

In the second case, a set of normal image prowesgierations are considered
that comes in the category of unintentional attaéksvatermarked image is transmitted
through a channel characterized by Gaussian noisgder to remove noise, the received
image is processed with lowpass filtering. Furthenem the intensity of the resultant
image is scaled to 0-255, representing a type lofevanetric attack. Figure 4.2(b) depicts
this set of attacks. In the case of third attackaevatermarked image is first compressed
to reduce its size. Later, the owner noticed smabulse noise in the produced work and
performed median filtering to reduce it, and traitted it via a channel characterized by
Gaussian noise. On the receiver side, the receiva@rmarked image has suffered
through a sequence of unintentional attacks. Ttieecla scenario is presented in figure

4.2(c).

Watermarked 3 JPEG
Image Compression

Communication
Channel

Wiener Received
Filtering Image

Lowpass 3 Resultant
Filtering Image

(@)
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Fig.4.2 Sequences of attacks on the watermarked imageseqing (a) attack scenario A, (b)
attack scenario B and (c) attack scenario C

After the set of conceivable attacks are carried, die distorted image is
presented to the decoder. At the GP training phaseassume that the decoder is fixed
and does not modify in accordance to the attacke $ame PSF, as used in the

embedding process, is used to obtain the percephzak for the attacked image.
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Sufficient statistics for the maximum likelihooddeal decoder are computed using the
perceptual mask to perform decoding of the embeddessage. The decoded message
M’ is then used to calculaiCR after attack using equation 2.2, which is the sdco

objective of the fithess measure.

4.2.4. Overall Fitness Computation

The fitness scoreitness , , corresponding tax, and g is calculated based upon
the fitness rule presented in step 9 of algorithth # B has made a good tradeoff
between robustness and imperceptibility, it is gis®nus fitness. Otherwise, its fitness
equals the value ®&CR,. . The bonus fitness is the amount of imperceptibiif the
watermark when it was embedded. We are interestébdase PSF that lie under some
level of acceptable robustness. Therefdiés the lower bound oBCR,,,, whileC and
C,are the upper and lower bounds ®fSS respectively. These bounds are set

empirically. Bounding ofMISS value is necessary. If it is very low, low waterknpower
and consequently faint attack resistance is exge@e the other hand, if1SS is very
high, it may violate the imperceptibility requireme With each GP generation, those
PSFs that make a good tradeoff between robustmessngperceptibility, emerge and
conceptually replace the rest of the population.

After computing the fithess g8 for X ., steps 1 to 9 in algorithm 4.1 are repeated
for the rest of the elements ifi. The final fitness corresponding g is the average

fitness value of all the imagesSn as illustrated in step 10 of algorithm 4.1. Weavno
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present the overall training algorithm for the enhtiag side of the proposed system

which evolves the best PSF.

Let ¢=2:[P7=4:{B0F0t=1,....2}0s=1....V]|represent the set of
generations composed of population of sizez , with vV being the total number of

generations and=1,...... ,Z . Algorithm 4.2 presents the overall training algon of our

GP based intelligent embedding scheme. It startgrbgting an initial population of
PSFs. At every subsequent generation, the populatfoPSFs is converged towards
optimum with the help of genetic operators. Onae tégrmination criterion is satisfied,
the best evolved PSF is saved and the simulatistoped. The saved PSF is then used
in the testing phase and adaptive watermark degodms discussed in the section

following this.

Algorithm 4.2: Overall training algorithm for the Genetic baseatevmark embedding phase of
the proposed AAW scheme.
Step 1.Createz randomly generated solutions to form the firstegation R.

FOReacl, :s=1,....v and?, O F

Step 1.1Compute fitness of all the individuals ig Pollowing the procedure presented in
algorithm 4.1.
Step 1.2Evaluate fitness using the fitness function.
Step 1.3Check the following condition:
IF  termination criteria is satisfied, go to step 2
ELSE
Create new generation using genetic operatorshaiddorresponding
probabilities.
Step 1.3.1. Crossover: Generate an offspring population &s follows:

a. Choose two solutions, and 7,from P;based on the fitness

values.
b. Using a crossover operator, generate offspringaaldthem to

Q.
Step 1.3.2. Mutation: Mutate each solutiond Q, with a predefined

mutation rate.
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Step 1.3.3. SelectV solutions from @based on their fitness and assign them
to Py;1.Delete the low ranked individuals.
END IF
END
Step 2.Save the best evolved Genetic PSF, and terminatertdtedure.

4.3. Computational Intelligence based Adaptive Watermark

Decoding

Due to the range and diversity of attacks that d¢obke mounted on a
watermarking system, there is no such watermarkdalag scheme that can perform well
under all hostile attacks. However, we know thattenaarking applications are
increasing and becoming complex and that a spessfiof attacks might be expected for
a particular application at a particular instantéroe. Therefore, with the emergent need
of sophisticated watermarking applications, we neja decoding scheme that can adapt
in view of a specific application. Normally, regukignal processing, channel noise, and
JPEG compression are the most common attacks, leowgaometric as well as security
oriented attacks are also becoming important. Wihesatermarked image is attacked, the
blind extraction of the hidden information beconcesmplicated. For instance, in case of
tele-surgery, extraction of valuable embedded mfdron about the identity of the
patient, hospital, medical instruments, etc is leimging. This is because the
watermarked image may have been intentionally angiiintentionally processed, and
JPEG compressed, before being communicated throeghical data networks linking
hospitals. Medical data networks, such as conngdiimspitals of different islands to

mainland hospital, are now widely used in countsigsh as Japan.
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However, fixed decoding schemes, like simple TD alpdan accurately classify
bits, when distribution of the features in the d#ng space does not overlap. This is
because using a threshold, only linear bifurcatiould be possible with the values on the
left of the threshold considered as -1 and thosthemight as +1. Nonetheless, in case of
an attack on the watermarked image, the distribstaf the features of a decoding model
overlap. As a result, linear bifurcation is not gibte and thus a simpl€D model is
unable to decode the message bits efficiently.at&lé such message decoding problems
in watermarking, we assume that a non-separablsagesin lower dimensional space
might be separable if it is mapped to higher dinered space. In our proposed AAW
scheme, this mapping to higher dimensional spapeifrmed by the hidden layers in
case of ANN and the kernel functions in case of S\Mr decoding scheme comprises
of the following two modules; (i) Dataset Generaticand (ii) Cl based Decoding

Modules.

4.3.1. Generating Attacked Water marked | mages

With the purpose of analyzing the performanceheffiroposed adaptivel based
extraction of watermark, we have generated a diatzsB800 bits by considering five
different images, each of size 128x128 as shovaigarithm 4.3. Next, in each image, a
message of size 16 bits is embedded. The wholeegsads repeated 10 times by changing
the secret key used to generate the spread spesggoence. The anticipated attack
sequence is operated on each image, which cortbptembedded message as well.

Similarly, in order to compare the different apprio@s in a harsher environment, the
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watermark message size is increased, while theofédbe parameters are kept the same.

This generates another dataset of 1600 bits.

Algorithm 4.3: Generation of the attacked watermarked image databior the Cl based
decoding phase of the proposed AAW scheme.
Step 0.Encode the message using an error correction tgebr@End expand it to form a vector b.

FOR each imag¥,, :n=1,......, N
Step 1Compute8x8block DCT of X,

Step 2Compute perceptual magk corresponding t&X,

Step 3Do the following repetitions:
FOR each image secret KQy:m=1,...... M

Step 3.1. Generate the spread spectrum sequesice
Step 3.2. Compute the watermark usiMy, = a,,[5,,b

Step 3.3. Perform watermark embedding usiivg = X, + W,

Step 3.4. Perform inverseé8x 8 block DCT
Step 3.5. Perform the selected sequence of attacks on trernvatked image.
END
END

The embedded message is blindly extracted by noglétie coefficients of each
frequency band of an 8x8 block DCT domain and apglymaximum likelihood
estimation. In our proposed scheme, we consider diificient statistics for the
watermark decoding as feature for the hidden haissification. A statisticT(Z2) is
sufficient for an underlying parametet, precisely if the conditional probability
distribution of the dat&, given the statistid(Z), is independent of the parameter
Nonetheless, as opposed to [28] that utilize alsifeature for th&'D model, we do not
compute sufficient statistics collectively acrod$ the frequency bands; rather we
compute it individually across each frequency barke reason is that we assume the
frequency channels are independent, but not idanfitis assumption is maintained by

the fact that a single attack has different effemtsthe different frequency channels.
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Besides, this allows us to keep the sufficientigtias across each frequency band as a
separate feature itself. Accordingly, correspondm@ single bit, the number of features
is equal to the number of selected frequency badimsidering all the selected
frequency channels to be alike, the sufficientistiasr; corresponding to each embedded
bit is computed using equation 4.6. We modify thedel by assuming that each
frequency band is distorted differently by an dtakElence, the sufficient statistics
corresponding to a single bit are computed sefgrfateeach frequency band:
XN =020 (4.5)

whereJmaxis the maximum number of selected frequency baamt$r,’ is defined as:

(4.6)

riJ 0 k[%ij O_|:k:|c{k}

whereQ/is defined as the sample vector of all DCT coedfits in different 8x8 blocks

that correspond to a single bitand thejth frequency band.k]] represents 2-d vector
indices. Algorithm 4.4 presents the procedure fmatdire extraction in the CI based

decoding phase of the proposed watermarking system.

Algorithm 4.4: Feature extraction in the Cl based decoding pba#de proposed AAW scheme:
FOR each imag¥,:n=1,...... ,N
Step 1Compute8x 8block DCT of X,
Step 2Compute perceptual magk, corresponding t&X,
Step 3Do the following repetitions:
FOR each image secret K@y : m=1,...... M
Step 3.1. Generate the spread spectrum sequésice

Step 3.2. EstimateC and o for each frequency band
Step 3.3. Compute feature corresponding to each bit using equation 4.6.

END
END
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4.3.2. Adaptive Decoding
For bipolar signal, the estimated Biin TD model is computed using equation

2.17. On the contrary, we treat the sufficientistas as features for the Cl based
decoding scheme. With the aim of making these featlinearly separable, they are first

mapped to a higher dimensional space. Consider training pairg(r,,q,),

wherer, DR andq, O[-1,1], then, in case of SVM, we have the nonlinear magpi

Ng N g
f ()= aqK(.r)+b =3 aq o )@, )+b (4.7)
=1 =1

where ®(r) is nonlinear mapping function ardl is bias. The attractiveness of this
approach is its ability to generate an optimal myglane in view of a new attack by
learning the distortion in the features. We usedhtifferent kernels; Linear, Radial basis

function (Rbf), and Polynomial:

*OK(x,%)= xT X (Linear kernel with parameter C)
2 .
© KX, ):exp(_yH X = % H )(RBF with kernel parametets C)

« K(x X, )=ly<x, X >+ r]¢ (Polynomial kernel with parametersr, dand C)

Similarly, r; are provided as features to the multi-layered aledetwork. Back-
propagation learning algorithm is employed duringining phase. This algorithm

computes the erroe, for output neuronn, as:
&n()=2z,(9- pd (4.8)

where z, and p,are the actual and target output for neurorfor iterationt. To

minimize the average error, the weight vector dmel hhias are modified according to
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LevenbergMarquardt Algorithm. Further details of SVM and ANN based déing

strategies can be found in [30].

4.4. Security Enhancement

Albeit, we are mainly concerned with making a du#atradeoff (between
robustness and imperceptibility) at the embeddingsp and improving robustness only
at the decoding phase, we would also discuss tberise related aspects. Due to the
inherent spreading and anti-jamming characteristicspread spectrum sequences, the
secret key used to generate the spread spectrurarsagis of prime importance. In order
to reduce the chances of security leakage, a sekepdmay be used for randomly
permuting the elements of the matrix of the se@ET coefficients before embedding.
This helps in introducing uncertainty about therespondence of a codeword element
and the selected DCT coefficients. In this fashibrs less likely for an attacker to know
which coefficients are altered matching to a codevaement.

Besides keys, there is another important factmuofproposed scheme that boosts
the security of the system. Although, both the e®dl genetic PSF and the trained
decoding models could be made public or privateeddmg on the application, however,
let us assume the conservative scenario that treeynade publically available. Even
then, due to the nonlinearities introduced botlerabedding and decoding phases, it is
very difficult for an attacker to illicitly gain fiormation about the secrecy of the system
by analyzing the embedding or detection space. di@pe at the decoding phase, both
SVM and ANN transform the input space to high disienal space through kernel

functions and hidden layers respectively. In tlise; an adversary can hardly study the
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effect of random change in keys on the decoder\wwehaOn the other hand, if the
genetic PSF and trained decoding models are noé mpablic, it is almost impossible for

an adversary to perform unauthorized embeddingoanigcoding.

4.5. Potential Applications

Nowadays, there is a constant competition betwegatarmark embedder and an
adversary. Additionally, due to the rapid expansmnnew, dynamic, and complex
watermarking applications, fixed watermarking sgas may become obsolete. Few
potential watermarking applications, where dynanand adaptive watermarking
strategies are highly desirable are; print-to-webhnology [63], fingerprinting (or
transaction tracking)[64], broadcast monitoring ,[@®], securing data sent through
context aware medical networks [15, 58], securétaligamera [56], data transmission
through wireless networks, agent based online audystems etc. Such watermarking
applications have to be guarded against both ioieat and unintentional attacks that
may change with respect to time. For example, isecaf context aware medical
networks, the images may be compressed and traednait different rates at one instant
of time, but this may rapidly change depending lo@ metwork congestion and/or the
requirement of the physician. In cases, where he of attack is the same, but only its
intensity changes with time, the retraining of orthe Cl based decoding model is
recommended. There may be no need of the retragiittte GP based embedding phase.
However, in applications, where the type of attatdo changes dynamically, then both
embedding and decoding models should be retraineccdping with the distortions

introduced by the dynamic attacks.
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4.6. Results and Discussion

In the foremost discussion of this section, we yarethe performance of the first
phase of our proposed approach; making effectaenff between imperceptibility and
robustness using intelligent GP based embeddinigr laa, we discuss the performance
of the second phase of our proposed approach;asiog bit extraction performance

using Cl based decoding strategies.

4.6.1. Tradeoff between I mper ceptibility and Robustness

Figure 4.3(a) and (i) shows the originBteesand Lena images respectively.
Whereas, figure 4.3(e) and (m) shows the waterndarkeees and Lena images
respectively. It can be examined that a human eye hardly notice the difference
between the original and watermarked images. FiguBé)-(d), (f)-(h), ()- (1), and (n)-
(p) demonstrate the severity of distortions thases of attacks can bring into any
watermarked medium. Resisting such distortions dlasys been a challenge in the
watermarking community, and our proposed technigumides robustness against all
such legitimate and illegitimate manipulations. &lgy high strength embedding means
high distortion of the original image and thus lonperceptibility. Therefore, we show
that even though keeping low watermark strength @mtsequently, a fair amount of
imperceptibility, our proposed AAW approach is ateretrieve the embedded message
from the attacked watermarked image. In watermgtkimperceptibility, robustness, and
capacity are three important, but contradictingpprties. In this current discussion
regarding imperceptibility versus robustness tréfdewe have kept the capacity of the

system constant.
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High imperceptibility lays down a limit on the cdgiaty of the decoding models,
as robustness usually requires high power embedthirtgis regard, figure 4.4 shows the
distribution of the watermark strength foreesimage and attack scenario B across both
frequency and number of blocks. This watermarknsfite distribution has been generated
using the GP based embedding phase of the propAsé&l scheme. It can be
straightforwardly observed that inside each blotle amplitude of the watermark
strength increases as we move towards high frequdrgs attribute of the developed
genetic PSF for watermark structuring is consisteith HVS modeling, according to
which high watermark strength should be used faghhirequencies to reduce the
resultant distortion. There is also a variatioramplitude from block to block. In figure
4.4, if we pick a selected DCT coefficient and vaing block number, then we can
recognize the watermark strength variation acrosisgle frequency band. Each of these
selected frequency bands have dissimilar variatiomatermark strength and thus should
be dealt with separately.

This analysis also validates the effectivenesf©efGP based intelligent selection
of the frequency bands, as some frequency bandshmasery resistive against certain
types of attacks. The features corresponding teetlieequency bands may thus not be
altered heavily by the attacks under question. B dther hand, this analysis also
supports our idea of exploiting the frequency banu$ividually for learning their

corresponding distortion using SVM and ANN basepraaches.
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Fig.4.4 Watermark Strength distribution of Trees imageAtiack Scenario B

The statistics of the different imperceptibility damobustness measures for the
Watson’'s PSF and our GP based AAW scheme agamshitbe sequences of attacks are
given in table 4.1-4.3. It can be observed thateth® quite a margin of improvement for
the GP based embedding in case of all the threekacenarios. Keeping the SSIM
values the same, the mean and the standard dewvaftiooth the wPSNR and BCR are
better for genetic PSF, as compared to that of Y& sPSF for different message sizes
and against all attack scenarios.

Figure 4.5 shows watermark strength distributiom &tack scenario C. It
demonstrates the ability of the GP based embedditrgtegy to change both the
amplitude and frequency bands selection as penéhe attack. Table 4.4 provides the

details of the GP parameter selection using Mdikded GPLab toolbox [54].

113



4.6.2. Performance Comparison against a Series of Attacks

In this section, using different series of attack®& compare the robustness
performance of the proposed AAW scheme with thdhefexisting schemes, ASSW [28]
Machine Learning Decoding (MLD) [30], and Geneticad@mark Shaping Scheme
(GWSS) [16]. For this purpose, we consider two sase the first case, we compare
watermark extraction performance using a waternmadssage size of 16. We then
further make the conditions harsh by increasingniessage size to 32 and keeping all
the rest of parameters the same. This results gh bapacity of the system but less
available DCT coefficients corresponding to a senlgit, which thus reduce the number

of samples for training because of the repetitioing.

Table 4.1 Imperceptibility and BCR based performance stashor 50 training images for attack
scenario A

Message  Watermark Embedding  Type of Lowest Highest Average Standard
Size Method measure Deviation

SSIM 0.9372 0.9803 0.9591 0.0139

Watson’s PSF WPSNR 37.773 41.745 39.0191 1.468

16 Bits BCR 0.6250 1 0.8612 0.1012
SSIM 0.9362 0.9793 0.9581 0.0139
Genetic PSF wWPSNR 38.8380 42.026 40.0379 1.0844

BCR 0.7500 1 0.9075 0.0830

SSIM 0.9371 0.9802 0.9591 0.0138
Watson’s PSF wPSNR 37.7770 41.7480 39.0193 1.4689

32 Bits BCR 0.4688 1 0.7656 0.0991
SSIM 0.9361 0.9792 0.9581 0.0138
Genetic PSF WPSNR 38.8380 42.0260 40.0379 1.0844

BCR 0.6875 1 0.8263 0.0804
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Table 4.2 Imperceptibility and BCR based performance stagdor 50 training images for attack
scenario B

Message  Watermark Embedding  Type of Lowest Highest Average Standard
Size Method measure Deviation
SSIM 0.9625 0.9865 0.9746 0.0077
Watson’s PSF WPSNR 40.0020 43.4630 41.1668 1.2342
16 Bits BCR 0.8125 1 0.9237 0.0695
SSIM 0.9615 0.9855 0.9736 0.0077
Genetic PSF wPSNR 41.174 43.6620 42.0835 0.8307
BCR 0.8750 1 0.9762 0.0397
SSIM 0.9624 0.9865 0.9746 0.0077
Watson’s PSF WPSNR 40.0120 43.4670 41.1688 1.2333
32 Bits BCR 0.6563 0.9688 0.8481 0.0717
SSIM 0.9615 0.9855 0.9736 0.0077
Genetic PSF wWPSNR 41.1740 43.6620 42.0835 0.8307
BCR 0.7500 1 0.9281 0.0510

Table 4.3 Imperceptibility and BCR based performance siatisbr 50 training images for attack
scenario C

Message Watermark Embedding  Type of Lowest Highest Average Standard
Size Method measure Deviation
SSIM 0.9734 0.9921 0.9830 0.0059
Watson’s PSF wWPSNR 41.8410 45.8400 43.0707 1.4033
16 Bits BCR 0.4375 1 0.6787 0.1300
SSIM 0.9725 0.9911 0.9820 0.0058
Genetic PSF wWPSNR 42.8710 45.7030 43.9412 0.9379
BCR 0.6250 1 0.9087 0.0921
SSIM 0.9734 0.9920 0.9830 0.0059
Watson's PSF wPSNR 41.8480 45.8250 43.0700 1.4043
32 Bits BCR 0.3438 0.8438 0.6212 0.1080
SSIM 0.9724 0.9911 0.9820 0.0058
Genetic PSF wWPSNR 42.8710 45.7030 43.9412 0.9379
BCR 0.4688 1 0.8500 0.0934
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Fig.4.5 Watermark Strength distribution of Trees imageAtiack Scenario C

Figure 4.6 shows the overlapping distribution af ttecoding features due to the
sequence of attacks; (a), (c), (e) using Watso®E Bs used in ASSW and (b), (d), (f)
using genetic PSF as employed in the proposed AAl¢mse. It can be observed that
there is relatively less overlapping of the feasume case of GP based embedding as
compared to that of Watson’s PSF. This makes iteeder the subsequent Cl based
classification strategies to classify the hiddets.brhe parameter selection details for

ANN are provided in table 4.5.

116



Table 4.4 GP Parameters Settings

Objective:

To perform intelligent watermark structuring

Function Set:

+, -, *, protected divisionSIN, COS, LOG, MAX
andMIN

Terminal Set:

Constantsrandom constants in rangd [-1, 1]

Variables :X,,/1024, | X (i, ])

y 0(Ky, ko) iy

Fitness : Fitnes;( WO SSIM- WO WPSNR/Z)G- BCRack
Selection: Generational

Population Size: 160

Initial max.Tree 8

Depth

Initial population:

Ramped half and half

Operator prob. type Variable
Sampling Tournament
Expectec_i no. of rank89
offspring
SUW'V"?" Keep best
mechanism
Real max level 30

Termination:

Generation 40
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Fig.4.6 Distribution of the decoding features using Wats®tF (a), (c), (e) and genetic PSF (b),
(d), (f) for watermark structuring against the thedtack scenarios A, B, and C respectively
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Table 4.5 Parameter selection of ANN based decoding strategy

Features 22
Data Size 1600
Epochs 50
Hidden layers 31[8,4,2]

Activation function of Hidden

‘tansig’
Layer
Activation function of Output .
‘pure linear’
Layer
o ) ‘Levenberg-
Training Algorithm
Marquardt’

Perfor mance comparison using water mark message size of 16

Table 4.6 shows the performance comparison of iffereht approaches in terms
of BCR. It can be observed that the performancehef proposed AAW scheme is
superior to MLD, which uses Watson’'s PSF, an a#l three attack scenarios. For
example, considering attack scenario B and using BYM, the performance of the
proposed AAW is 1 as compared to that of 0.9973vfbD. Almost the same behavior is
shown by the ANN based classification in both sgas. On the other hand, the
performance of ASSW, which is based on simple BQsIbehind. This fact shows that it
is far better to intelligently employ CI approactagshe watermark decoding stage, so as
to learn the effect of distortions on the embeddeajure space introduced by the series

of attacks.

119



The details of parameter selection; performed uggd search, for the three SVM
models are provided in tables 4.6 and 4.7. Sinyilaemporal comparisons are also

presented in tables 4.6 and 4.7 for the differexcbding strategies.

Table 4.6 BCR based comparison of the different approachiete: message size=16 bits,
features=22, and total bits=800.

Water mark Decoding strategies Water mark Shaping Strategies
Attack Types of Parameters Using Watson PSF Using GP b ased
Embedding
Sequence Attacks Models Time Time
¢ v (sec.) BCR (sec.) BCR
Linear SVM 2 - 2.09 0.9587 0.23 0.9850
JPEG
Compression’ POly SVM 2 2 3.82 1 0.48 1
Scenario A| Wiener attack,
and Lowpass RBF SVM 2 2 0.89 1 0.406 1
filtering. ANN - - 10.218 1 3.53 1
TD - - 0.01 0.8612 0.01 0.9075
Gaussian Linear SVM 2 - 0.194 0.9413 0.062 0.9875
noise
addition., Poly SVM 2 2 0.407 0.9975 0.156 1
Scenario B|  Lowpass RBF SVM 2 2 0.218 0.985  0.328  0.9988
filtering., and
Intensity ANN - - 11.75 0.9938 2.76 1
Scaling ™ - - 0.09 0.9237 001  0.9762
IPEG Linear SVM 2 - 0.91 0.7725  0.156  0.9487
compression, Poly SVM 2 2 61.4 0.999 504 1
Median
Scenario C| filtering., and RBF SVM 2 2 0.419 0.9163 0.422 0.9925
Gaussian
Noise ANN - - 16.87 0.8962 15.235 0.9925
addition ™ - - 0.05 0.6787  0.01  0.9087

Perfor mance comparison using water mark message size of 32

Table 4.7 present the BCR performance, when themark message size is
increased to 32. As expected, both MLD and TD areable to cope with these harsh
conditions that may be regularly faced in real wodpplications. However, the
performance of the proposed AAW scheme is impresgie its use of two different ClI

approaches in conjunction to thwart the distortimioduced by the series of attacks.
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In attack scenario A, the BCR of the proposed AAtNesne (using simple threshold at
decoding stage) is 0.83, while that of MLD is 0.FH&wever, using ANN for decoding,
BCR for AAW scheme is 0.99 and that for MLD is Q0.9&is fact clearly demonstrates
the effectiveness of intelligent watermark extragctstrategies. In case of attack scenarios
B and C; the achieved BCR of the proposed AAW se&hasing ANN for extraction, is
0.99 and 0.97 respectively. While that of MLD usA®gN for extraction is 0.96 and 0.90
respectively. The bold values in tables 4.6 and iddicate the highest BCR being
achieved for a given series of attacks. The redativow performance of SVM as
compared to that of ANN for 32 bit watermark mangkly be attributed to the parameter
selection of SVM. We have used grid search for Spdviameter selection, and therefore
the performance of SVM may increase further with tifinement of grid search.

In summary, for all the attack scenarios, almosthe decoding strategies show
an improvement when used with conjunction with GBda embedding. Temporal cost is
also reduced largely because of the implicit feaelection provided by the frequency
band selection mechanism of the GP based embedding.

Both bit extraction performance and reduced trgrtime are important factors,
when CI based strategies are used for resistingdhgplex and dynamic attacks on a
watermarking system. In future, we intend to useeradvanced CI techniques, which
can further increase the robustness and/or offes tmining time for coping with the

dynamic applications of watermarking.
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Table 4.7 BCR based comparison of the different approachlete: message size=32 bits,
features=22, and total bits=1600.

Water mark Shaping Strategies
Using GP based

Water mark Decoding strategies

Attack Types of Parameters  Using Watson PSF .
Sequence  Attacks Models Time Tirlir:beddlng
C BCR BCR
(sec.) (sec.)
JPEG Linear SVM 2 26.859 092 1672 0.96
compression,
. Wiener Poly SVM 2 222.4 0.984 273.05 1
Scenario
A attack, and RBF SVM 2 3.359 1 2.82 1
Lowpass ANN - 14.06 098 1328  0.99
filtering.
TD - 0.1 0.76 0.1 0.83
Gaussian Linear SVM 2 0.41 0.90 0.36 0.96
noise
o Poly SVM 2 2.781 0.96 0.844 0.99
Scenario addition,
5 Lowpass RBF SVM 2 0.75 0.93 0.625  0.97
filtering, and ANN - 12.907 096  15.56 0.99
Intensity
Scaling TD - 0.1 0.84 0.1 0.93
JPEG Linear SVM 298.7 0.8125 1556  0.92
Coz\“ﬂp;‘?ss'on’ Poly SVM 1 52242  0.88 49236 0.93
. edian
Scegaflo filtering, and RBF SVM 2 1.33 0.85 0.578  0.95
Gaussian ANN - 13.28 0.90 13.73 0.97
Noise
o D - 0.1 0.62 0.1 0.85
addition

Exemplary for water marking small images

In recent years, widespread of portable devices exbusiness, such as online
catalogues, has increased the use of small sizageisnmore than ever before. These
images require less watermark bits in order to maainvisual quality. Whereas, on the
contrary, no compromise can be made on the robsst® well. Our proposed system is
very applicable in such applications as demonstratetable 4.8. The results achieved
demonstrates the effectiveness of intelligent emgpdnd decoding structures. Structures

which are able to learn the hidden dependenciéb/ii, and separability in the decoding
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feature space, which were otherwise neglected.
Other examples where the proposed system can peeffective include watermarking
biometric images such as fingerprints [67] andsdans [68].

Table 4.9 summarizes different statistics for GRintng versus testing
performance in temrs of BCR values for the threfgedint attack scenarios. For test
dataset, the difference of standard deviation r(itngi - testing) in terms of attack
sequence A is relatively higher as compared toesecps B and C. But still it is in close
proximity to that of the training data. In caseattiack scenario C, the standard deviation
for both the training and testing data is almostghme. This demonstrates the precision
of the proposed watermarking system and henceengrglization capability. Once the
system is trained on a number of training imagesamn be suitably applied in the real

world applications.

Table 4.8 Decoding performance comparison against attackesegs for small images (size =
128 x128)

Type of Intensity Decoding Time BCR
Attack of Attack M odel (sec)
Linear SVM 1.28 0.80
Cascade:
Shift=1, Poly SVM 1.22 1
Pixel Shift +
Window RBF SVM 0.9 1
Median ]
o Size =3x 3 ANN 4.1 0.97
filtering
TD 0.1 0.575

Linear SYM 0.78  0.67
Cascade: Rotation=28 Poly SVYM  0.93 1
Rotation + JPEG Quality RBF SVM  0.97 0.98
ipeg Factor=70 ANN 4.4 1
TD 0.1 0.59
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Table 4.9 Statistics for Training versus Testing Performainc€erms of BCR

Attack Standard
Data for Min  Max Average
scenario Deviation

Training 0.875 1 0.9625 0.0559

A Testing 0.7500 1 0.9075 0.083
Training 0.9375 1 0.9875 0.0282

® Testing 0.8750 1 0.9762 0.0397

c Training 0.8125 1 0.9125 0.0948

Testing 0.6250 1 0.9087 0.0921

4.7. Summary

In this chapter, we have discussed a novel watdingaisystem with intelligent
techniques employed at both the encoding and degatages. In view of HVS, GP is
used to embed a high energy watermark in frequéacyls that are least affected when
presented to a sequence of attacks. This embedslipgrformed using the evolved
appropriate PSFs which take into account the plessitiack environment. Similarly,
learning capabilities of SVM and ANN are utilizemllearn about the induced distortions
at the decoding side and estimate the hidden messamprdingly. Experimental results
on a dataset of test images demonstrate markeadvament in terms of BCR values and
visual quality. The proposed system is easy to @mgnt and is practically viable. In
addition, security of the system can be furtheragicled by employing an overlaying

cryptographic layer.
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5. Reversible
Water marking using

Machine Learning

“There was a level on which I believed that;

What had happened remained reversible.”

Joan Didion

5.1. Introduction

Traditional watermarking techniques cause irrelsdesdegradation of an image.
Although the degradation is perceptually sparsmay not be admissible in applications
like medical, legal or military imagery. For apg@tmons such as these, it is desirable to
recover the embedded information as well as thsitem host image. For example, in a
database of medical images marked with patientramétion, it is desired to extract the
patient information along with recovery of the amig host signal for proper diagnosis.
Unlike robust watermarking [16-18], in reversibletermarking the original image is
completely restored from the watermarked images,tippeserving the originality of the
cover work.

An efficient reversible watermarking scheme shohkl able to embed more
information with less perceptual distortion, andu@ty, be able to restore the original

cover work content. Watermark capacity and impeibépy are two contradicting
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properties. If one increases, the other decreasgéwiae versa. Therefore, one needs to
make an optimum choice between them.

Many reversible data hiding techniques are propasdiderature. These include
Chen and Kao’s DCT based zero replacement reversibtermarking [31], Ni et al.’s
[32] histogram manipulation based reversible wasekimg technique, Xuan et al.’s [33]
spread spectrum based watermarking method and sTig84] lossless data hiding
techniqgue based on difference expansion transfdrma pair of pixels. Alattar [35]
extended Tian’s work and proposed a technique whsds difference expansion of a
vector of several pixels to achieve larger capaciityese approaches are simple and
efficient but are unable to achieve the optimumdddf between capacity and
imperceptibility. Xuan et al. [36] proposed a resible watermarking scheme that uses
integer wavelet transform and threshold embeddimwyever, they have used a fixed
threshold for all of the coefficients in differestib-bands of integer wavelet transform.
Xuan et al. [37] also proposed a bitplane compossbased technique which losslessly
compresses one or more middle bitplanes to saw@ dpadata embedding. This chapter
presents a reversible watermarking technique whisks machine learning based
intelligent approach for making efficient watermasépacity-imperceptibility tradeoff.
We use GP to exploit the hidden dependencies oimneelet coefficients in different
frequency sub-bands. By selecting the appropriaefficients for embedding, it is

possible to make a good choice between watermatkga and imperceptibility.
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5.2. Intelligent Reversible Water marking

The proposed GP based watermarking system evolveatlematical function
capable of selecting coefficients for LSB embeddifige GP evolved function acts like a
map but with a reduced size. The other advantatieatsve do not need to push the non-
selected coefficient away from the selected onssi{g36]), and thus, introduce less
distortion. The general architecture of our propgloseheme is based on training and
testing phases as shownfigure 5.1. For a given image a candidate expression is used
to embed and extract the watermark by using thenvatrk embedder and extractor.
Details about the watermark embedder and extraatoshown in figure 5.2, and how an
individual expression makes coefficient selectioor fwatermark embedding, are
discussed later in sectioris2.2-5.2.4.For every candidate expression, its fithess is
calculated in order to score its performance. Thee$s function is based upon
watermark payload and imperceptibility measuresdassessing the performance of an
individual GP expression. The procedure is repedtedthe whole population in a
generation. After a generation is scored, the lekviduals are selected as parents and
offspring are created from the parents by probstichlly applying the genetic operators
of crossover, mutation and replication on them [90je procedure continues generation
by generation with scoring, selection and offsprargation in place till a termination
condition is reached as explained in Chapter 2s Thincludes the training phase. The

best GP expression, representedlhys saved.
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Fig.5.1 General architecture of the proposed reversiblem@arking scheme.

After training,[Jis used in the testing phase or in the given wadeking

application for watermark embedding. It may be hanreéd in the watermark extractor or
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communicated over a secret channel for extractispgses. It can also be made public if

the secret key used in watermark generation is s@pet.

5.2.1. Histogram Pre-processing and Wavelet Decomposition

As is the case with most of the reversible watekingr approaches, some
preprocessing needs to be performed to avoid deseierflow/underflow. Therefore,
we apply the histogram preprocessing before embgda@ind histogram post-extraction
operation after extracting the watermark. Theseaimns are well documented in [36].
The histogram post-extraction operation is necgssar extract the original image

contents.

Transformation of the image to frequency domaincansidered as more
beneficial for obtaining a large bias between @id &’'s such as to create more space for
hiding data by bit compression. To avoid roundeffor, we use the second generation
CDF (Cohen-Daubechies-Fauraue) integer wavelesfisam. This wavelet transform
maps integer to integer and is used in JPEG20@¢elisThe phenomenon of frequency
masking suggests that the horizontal (LH), vert{¢#l), and diagonal (HH) detail sub-
bands are less susceptible to embedding distortioimsrefore, we use these sub-bands

for watermark embedding and leave the approximdtibh sub-band unchanged.
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Fig.5.2 Block diagrams of (a) watermark embedder and @temmark extractor.
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5.2.2. Expression representation

GP is a directed random search technique, insgyetiological evolution, for
solving optimization problems. In GP, a candidabdutson is represented by a data
structure such as a tree. For representing a catedsdlution with a GP tree, suitable GP
terminal setand GFfunction setare defined. We use the coefficient amplitude;isaid,
and locaBx8block information within a sub-band to exploit theidden dependencies in
making a payload—imperceptibility tradeoff. In orde let GP learn about different sub-
bands, we give them different numbering (LH=3, HLadd HH=5) as shown in figure

5.3. Therefore, in our proposed scheme the GP malreet comprises of the following:

I |X (i,] )| : Absolute value of the wavelet coefficieXt(i, j )in a sub-band.

ii. S, Numerical value assigned to different watermal&aib-bands in order to

distinguish them from each other. In our simulatiee have used their values as
LH=3, HL=4 and HH=5.

. S, ..: Average value of the coefficients in a particidab-band.

V. B Position of aBx8block, B, within a sub-bandg -1 size( subbandl,
numoer T ! Size( B)

v.  B,..: Average value of coefficients Bl

Vi. m, n: Row and column indices of coefficientsBn

The above parameters for the terminal set helps@Rding the right expression for
selecting suitable coefficients and incorporatekirad of dependence between the
neighborhoods. The GP function set comprises oplgrfunctions including four binary

floating arithmetic operators (+, -, *, and protgtdivision),LOG, EXP, SIN, COS, MAX
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and MIN In order to evaluate the performance of a candidxpression, we use the

following fitness function:

fitness= (k,* bpp+(«,* PSNFO0) (5.1)

The above fitness function is based on watermasghopd and imperceptibility
objective measuredipp is the bit per pixel ratio anBSNRrepresents peak signal-to-

noise ratio of the watermarked image compared ¢oattiginal imagex, andk, are the
corresponding weights. The choicexpindk,is not easy. As a rule of thumb, for

applications requiring more payload, some sacrifican be made in terms of

imperceptibility, i.ex,should be given more weightage. On the other hé&rdthose
requiring high imperceptibilityx, should be increase®SNRis divided by 50 in order to

scale its value, such that equal weightage couldgiwen to both of the objective

measures.

Sub-band Label (Siapel)= 3 ‘\ ng ?Izc1k3(B)
LL RN
CHL HH

Sub-band Label (Siaper) = 4 j \ Sub-band Label (Siaper) = 5

Fig.5.3 Wavelet decomposition showing different sub-baarud 8x8 blocks
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5.2.3. Information Embedding

In order to embed information in image it is first modified by applying the
histogram preprocessing operation to prevent plessiberflow/underflow. After the
preprocessing operation, CDF(2,2) integer waveleinsformation is applied to
generateX as shown in figure 5.2(a). LH, HL, and HH are cdesed for watermarking.
Next, the watermark is generated which constitatea header portion and a message
portion. In the header portion, bits containing omfation about the histogram
preprocessing operation are stored, so that theypeaised for original image retrieval in

the post-extraction operation.

Letu(i,j )denote the value after applyingpn a wavelet coefficiem(i, j).

Sincellcontains information about the optimum choice, efme, the value

of u(i, ) )governs which coefficient to select for a watermiitkembedding based on the

following rule:

W'(i,j):{zm(i’j)-'-b’ if ¢@.,j)=0and g'(.,j)=C (5.2)

w(i,j), otherwise

where,b is the watermark bit to be embedded 2ni(i, j)+bis equivalent to shifting
the binary representation of the coefficient tovgaeft by one bit and replacing the LSB
by bitb. £/(i,])is the value computed by applyiigpn w'(i, j ) .Using the same rule,
embedding is performed in all of the selected sahdls. Different coefficient, block and
sub-band values correspond to differgfit, j )values. Through GP learning, the best

evolved expressiofn], incorporates information about the optimum choioé
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coefficients for watermark embedding. After embeddihe watermark, inverse integer
wavelet transform is applied in order to represbatmarked image in spatial domain so

thatPSNRvalues can be calculated.

5.2.4. Information Extraction

In the watermark extraction stage (figure 5.2(b)deger wavelet transformation
is applied on the watermarked image so that wawalétbands are generated. After
applyingon a coefficientw (i, j), if f/(i,])=0, the LSB of this coefficient is the
watermark bit. Otherwise, we move to the next doififit since the current coefficient
contains no hidden information. Applying this prdaee in all of the three
watermarkable sub-bands yields the watermark. Thggnal image content is retrieved

from LH, HL, and HH sub-bands according to thedwaling restoration rule:

W(i’j):{Lw’(i,j)/ZJ, if /()20 53)

w'(i,j), otherwise

WherdLJJ denotes the largest integer value smaller tharBy applying eq. 5.3 we can

restore the original coefficient values. Inverseeger wavelet transformation and

histogram post-extraction operation restores tigaral content of the cover image.

5.3. Results and Discussion

We have used 10 standard gray scale images to zandlye proposed
watermarking technique. In order to generate besitved GP expressions, we have used

Matlab based GPLab toolbox [54]. The proposed teglentakes about 2 seconds to
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watermark Lena image of size 512x512 using InteleCbDuo 2.4 GHz processor. It is
to be noted that since only three sub-bands areechdor watermark embedding,

therefore, the maximum payload that can be achie/6d’5.

In order to generate the best evolved expressiensral GP simulations are

carried out. The best expression obtained is pteden the prefix notation as follows:
sin(+(log|X (i, j)| ,cos(cos(cos(0.73593)) (5.4)
Whereas, the second best expression obtainedfir pogation is:
sin(=(log|X (i, j)| ,cos(cos(cos(lo8f,... )))) (5.5)

Figure 5.4 demonstrates the capability of our relée watermarking scheme in
embedding a large amount of information with ingfigant perceptual distortion while
restoring the original contents. Figure 5.4(a) &dhows the original Lena and River
images respectively. They are watermarked usingodst evolved expression and the
results are displayed in figure 5.4(b) and (g). Tifeerence images in figure 5.4(c) and
(h) demonstrates imperceptible embedding using bibst evolved expression. After
extracting the watermark in the extraction stagegimal contents of the image are
retrieved. The resultant restored images are shawigure 5.4(d) and (i). In order to
demonstrate the ability of the proposed techniqueestore the original contents, its
difference image from the original image is takéor Lena and River images, these
results are presented in figure 5.4(e) and (j)eespely. The black region shows that the
difference between the original image and the redtamage is nil. Whereas, moving

towards the white region in grayscale represemsatbhas of the restored image which are
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not the same with respect to the original imagecalt be observed that the proposed

technique restores almost all of the original cotge

(a)Original Lena (b)Watermarked (c)Difference (d)Restored Lena (e)Difference
image Lena image image between image image between
(a) and (b) (a) and (d)

(HOriginal (g)Watermarked (h)Difference (hRestored River (j)Difference
River image River image image between image image between

(f) and (9) (f) and (i)

Fig. 5.4 Ability of the proposed technique to embed higlergg watermark with minimum
perceptual distortion while maintaining reversityili

In figure 5.5, a comparison of the proposed schetitte that of prior works [33,
34, 36, 37] is presented in terms of watermark gayland imperceptibility using Lena
image. As can be observed, the proposed schemevashihigh PSNR compared to the
existing techniques. It does so by making an ligeit decision of choosing the right
coefficient based on the coefficient value, itsipos, its neighborhood blocks and the
sub-band it belongs to. The other reason for ttasgm of improvement is that we do not
need to change the values of the non-selected iceets as is done in [36], and
consequently less distortion is incurred. It candbserved from the figure that the

proposed technique achieves a payload of 0.692abge PSNR value of 39.832 dB. On
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the other hand, even with a PSNR value of 41.2tk@ proposed technique is still able to
embed a watermark with payload=0.6. This demoredrtte significant improvement of

this work.

50 T T T T T T

—&— Proposed GF based Technique
—==— Threshold based Embedding [36] B
—+— Difference Expansion [34]
—&— Spread Spectrum [33] —
—=— Bitplane compression [37]

PSNR (dB)
I
[

1 1 1 1
3%.1 0.2 0.3 04 05 06 07 08
Payload (bpp)

Fig.5.5 Performance comparison with prior techniques imgof payload and imperceptibility

Table 5.1 presents the performance comparison eofodst evolved expression
with threshold based embedding [36] (with threshrolf) for different standard images.
Although, the best GP expression is evolved usiegaLimage alone, high payload and
visual quality is achieved using the test imagewels Comparing it to figure 5.5, it can
be observed that our technique performs signiflgargtter than the previous techniques
for other images as well, and thus, demonstrategdneralization ability of the proposed

scheme.
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Table 5.1 Performance of the best evolved expression opréifit images.

Proposed GP based Threshold based
Images Technique Embedding [36]

bpp PSNR (dB) bpp PSNR (dB)
Lena 0.692 39.832 0.603 35.177
River 0.633 36.427 0.541 36.021
Couple 0.639 37.700 0.545 34.855
Boat 0.649 38.560 0.553 35.219
Trees 0.616 38.392 0.518 34.698
Baboon 0.508 38.449 0.354 34.308
Cameraman 0.637 37.149 0.569 36.007
Barbara 0.626 39.112 0.537 35.348
Hill 0.668 36.361 0.552 33.844
House 0.706 39.770 0.632 35.061
Peppers 0.685 35.539 0.596 35.089

5.4. Prospective Applications of the Proposed Scheme.

The proposed scheme is able to produce larger matkr payload with less
embedding distortions. In addition, it is able &store the original image contents. The
next generation of digital cameras may include thelogical information of a
photographer as a watermark in images capturedughraghem. One of the examples
includes a recent patent application by cannon [&Bjch reveals the use of a
photographer’s iris information for watermarkinggitial images. In such applications,
higher imperceptibility is required with the paytb&ince watermark embedding is being
performed in the image capturing device, therefoesersible watermarking is a key
technology for retrieving original contents of iheage at the time of capturing.

In other applications like electronic patient retom@nd legal imaging, a larger
payload is usually required with a higher visuablgy. In applications such as these,
irreversibility is not always admissible. Mobilerdext aware medical networks [15, 58]

and mobile context aware stories [59] are a retremid in mobile usage, where image
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sizes are small and high payload and imperceqtibgirequired. The use of a reversible
watermarking technique in such scenarios wouldiglelyr beneficial.

Besides these applications, the proposed reverasiatermarking scheme could
be used in all such scenarios where retrieval @f d¢higinal content is of prime

importance along with higher watermark payload iawvdsibility.

5.5. Summary

In this chapter, an intelligent reversible waterknag technique based on GP and
integer wavelet transform is presented. The prapasehnique uses GP to evolve
optimum expressions that make a delicate balanteelbe watermark capacity and
imperceptibility. Furthermore, the reversibilitygmerty of the proposed technique makes
it extremely useful in applications where irrevblsidegradation of the original contents
after watermark insertion is not admissible. Thepised intelligent coefficient selection
scheme can be used in reversible watermarking sehaevhere a map is used to store
information about the embedded coefficient’s positilt is robust against the embedding
distortion and in future we intend to explore itslity to be robust against a specific

attack through its learning mechanism.
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6. Conclusions and Future

Directions

“The hemisphere you deem the sKy of your world,

might it be the earth of yet another stratosphere”

Igbal

This thesis contributes in the field of digital waharking by applying intelligent
techniques in order to achieve optimization betweanous watermarking constraints.
Machine learning is applied in different watermarkiscenarios in order to achieve
superior results as compared to contemporary tgabsi In the first phase of this work,
optimum tradeoffs are achieved between watermabusimess and imperceptibility,
while keeping the capacity constant. The problerfuither analyzed and divided into
two distinguished categories namely (i) intelligewatermark embedding and (ii)
intelligent watermark embedding as well as extoactiFor this purpose, different
machine learning techniques are applied which gelGP, ANN and SVM. In order to
assess and compare the performance of the propeskdiques in phase one, additive
spread spectrum based watermarking approach [28id as a baseline approach.

In the second phase of this work, we have demdestrthe importance of
machine learning in making superior tradeoff betwewatermark payload and
imperceptibility, given the same amount of robustnd-or this purpose, we have applied

our proposed methodology (intelligent structuringg @ watermark) in reversible
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watermarking. Primarily due to the fact that reudeswatermarking is the next step in
digital watermarking and is getting most of theeation from the watermarking
community nowadays. Secondly, the need of capa@tgus imperceptibility tradeoff
can be best taken into account when talking alimutaversibility of a system. Therefore,

our major concern is to make a capacity versus liogpibility tradeoff in phase two.

6.1. Intelligent Watermark Tuning

In chapter 3 of this work, we have developed awlligent technique which
genetically evolves appropriate VTFs for watermarkbedding in the presence of a
series of attacks. These VTFs are intelligent ehoteglearn the suitable coefficient
positions and strength of embedding in differernsform domain coefficients. In
addition, they are able to shape the watermarlcaoralance to HVS and a sequence of
attacks as expected in real world applicationss T$ia more realistic approach compared
to a single attack, as far as research in digitgewnarking is concerned.

Sustaining a series of attacks is a difficult teslachieve because of the fact that
each new attack has its own peculiar distortionse proposed IARW technique
presented in chapter 3 counters these problemstiyducing the concept of wrapper in
GP training phase. Applying an error correctioratelgy, such as BCH coding, at the
embedding stage further improves robustness. IABMrtique is easy to implement and
is applicable to all watermarking schemes that@xplVS. In addition, if the developed
VTFs are not made public, the proposed approactorbes more secure towards
unauthorized decoding. Experimental results dematgsthat intelligent visual tuning of

the watermark at the embedding stage outperforemsishhge of conventional perceptual
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models proposed in literature. This is primarilyedo the fact that they are modeled by
taking into consideration human perception aloné kack information pertaining to a

series of attacks. As a result, they are moreneditowards imperceptibility as compared
to robustness, and hence, are unable to deliveod gbustness versus imperceptibility
tradeoff. On the other hand, IARW scheme takes attmount both human perception as

well as hostile attack environment, which givesrigrgin of improvement.

6.2. Intelligent Embedding and Extraction

In chapter 4 we developed an intelligent AAW systemiereby, intelligent
embedding as well as extraction of the watermargeisormed using various machine
learning approaches. In watermarking communityyigurg attacks that are encountered
in real world applications is one of the most abradling problems. In order to thwart real
world sequence of attacks on the watermarking systave employ advanced
computational intelligence based approaches atitwmrtant phases of watermarking.
Using GP, we perform intelligent embedding of thetevmark by providing flexible and
adaptive tradeoff between robustness and impetikgyti This intelligent embedding not
only improves the visual quality of the watermarkiedage, but also improves its
resistance against a series of attacks. Thesbudés are achieved through the intelligent
selection of both appropriate frequency bands arehgth of allowable alterations for
watermark embedding in the transform domain.

At the watermark extraction phase, SVM and ANNs applied to adaptively
modify the decoding strategy in view of the antatgd sequence of attacks.

Conventional approaches [7, 16-18, 23, 25, 28heeitonsider the alterations that may
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incur to the features nor exploit the individuaéduency bands; rather treat all the
frequency bands collectively. Consequently, thgger@aches use a single feature for
extraction of a message bit. In case of an attacktlee watermarked image, the

distributions of the features of a decoding mod@rkap. As a result, linear bifurcation is

not possible and thus a simple TD [28] model ishlmao decode the message bits
efficiently. We assume that a non-separable mesisatgaver dimensional space might

be separable if it is mapped to higher dimensigpake. In our proposed AAW scheme,
this mapping to higher dimensional space is peréaihy the hidden layers in case of
ANN and the kernel functions in case of SVM. Theseputational intelligence based

models are used to gain knowledge of the distorti@d might have incurred varyingly

on the different frequency bands due to the attatkseping the same level of

imperceptibility, the BCR approaches 1 againstreeseof attacks. Due to its nonlinear

intelligent embedding and decoding, the proposetémvaarking approach also enhances
the much questioned security of the watermarkirsgesy.

The proposed watermarking system can be easilg usenedical information
handling and sharing, with applications rangingnfr@ooperative working sessions,
telediagnosis to telesurgery [55]. The high segurgks involved in medical data such as
EPRs, and concomitantly, a higher desired visualityusuch as in telediagnosis and
telesurgery, urges for the use of intelligent wateking systems to embed the
watermark in the most efficient manner. In applmas such as these, a high capacity
watermark is not always functional to produce highustness. Rather, exploitation of
the hidden dependencies in HVS in respect of theismess and imperceptibility is a

more feasible option.
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Training time required for GP based training at émebedding stage, and ANN
and SVM based training at the decoding stage isainthe major drawbacks of the
proposed technique. Once trained, the proposedmatking system can be deployed on
a chip for broadcast monitoring and device condiftér generating appropriate VTFs in
view of the application environment, and hence ¢baceivable attack€E-democracy
[57], Mobile context aware medical networks [58Hanobile context aware multimedia
stories [59] are some of the recent trends in rneobisage. The use of intelligent
watermarking is highly desirable in applicationsend imperceptibility and robustness
requirements constantly change. Furthermore vitoikhwhile in applications where high
robustness is required with no compromise on ingy#ibility. An appropriate example
of such an application could be watermarking alukda of faces in a face recognition

system [60].
6.3. Reversible Water marking using Machine L earning

In the second phase of this work we developed raelligent reversible
watermarking system based on GP and integer wauedeisform. The proposed
technique uses GP to evolve optimum expressionshwhiake a delicate balance
between watermark capacity and imperceptibility.ribg GP training phase, several
dependencies are taken into account for selectiagappropriate coefficient that would
yield high imperceptibility. These include the alge value of coefficient in question, its
sub band mean, block number, block mean, and sudh ladel etc. During evolutionary
phase, GP is able to guide the search space towledsptimum choice between the

number of coefficients selected for embedding amg@erceptibility. Furthermore, the

144



reversibility property of the proposed techniquekesit extremely useful in applications
where irreversible degradation of the original eon$ after watermark insertion is not
admissible. As an example, the next generation igftall cameras is taking the
photographer’s copyright to a level further by dadgg and embedding biological
information of a photographer in a digital imageneQof the examples include a recent
patent application by cannon [56] which reveals thlee of a photographer’s iris
information for watermarking digital images. In #pptions like these, a high
imperceptibility is required since the watermark being embedded at the image
capturing stage. Because the watermark is beingedddd at the source, the only
technology that can deliver, later on, the exaatteat of the scene at the time of
capturing is reversible watermarking. Our proposemtermarking technique may be
implemented in the camera hardware and a pre-stassdt profile based on iris

information may be utilized to watermark batchdibdter each photographic session.

6.4. Future Directions

Nowadays, there is a constant competition betwegatarmark embedder and an
adversary. Additionally, due to the rapid expansafnnew, dynamic, and complex
watermarking applications, fixed watermarking sgi¢s may become obsolete. Few
potential watermarking applications, where dynanand adaptive watermarking
strategies are highly desirable are; print-to-westhhology [63], transaction tracking [64,
67], broadcast monitoring [65, 66], securing datatshrough context aware medical
networks [15, 58], secure digital camera [56], dat@nsmission through wireless

networks, agent based online auction systems etth &atermarking applications have
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to be guarded against both intentional and unirgeat attacks that may change with
respect to time. For example, in case of contexrawnedical networks, the images may
be compressed and transmitted at different ratesnatinstant of time, but this may
rapidly change depending on the network congeséind/or the requirement of the
physician. In cases, where the type of attack ésstdime, but only its intensity changes
with time, the retraining of only the machine laagy based decoding model is
recommended. There may be no need of the retragifittte GP based embedding phase.
However, in applications, where the type of attatdo changes dynamically, then both
embedding and decoding models should be retraineccdping with the distortions
introduced by the dynamic attacks.

The only drawback of the proposed system is thet ot suitable for geometric
attacks, which constitute an important class odck$. In future, we aim to develop
appropriate VTFs that counter geometric attacksves. For this purpose, statistical
moments can be utilized [69, 70} more realistic approach would be to take into
account the concepts of game theory and data fitadin [71, 72].

As far as intelligent reversible watermarking isicerned, in future we intend to
explore its ability to be robust against a speditack through its learning mechanism.
Reversible watermarking is also susceptible toeddfit attacks in real watermarking
applications. We intend to incorporate single &tanformation in its learning
mechanism first and later enhance it to a seriedtatks.

Another important aspect that could be taken imooant is the security of the
watermark itself. For this purpose, different emtiyn strategies, such as RSA

encryption, can be employed on the watermark bedonbedding. But the drawback of
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an encryption strategy is the increase in sizénefancrypted watermark. This issue can
be resolved in future by adding another layer akless compression after watermark
encryption. Concluding, there are many aspects lwhktdl need to be investigated in

future; covering them all is beyond the scope of thesis.
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