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INTRODUCTION

Radiation therapy is used for treatment of approximately every second patient
with cancer when in situ cancers of skin and cervix are excluded (see figure 1).
Curatively intended radiotherapy is given to one out of two patients. Half of
these, however, will fail as a result of either distal or local recurrences. This
equals approximately 16 % of all patients receiving radiation therapy.

Other treatment

51.6 %

"Serious" cancer

100%

7\
Palliative RT

25 5 %

Radiation therapy

48 4 %

7\
Succeded

11.5 %

^ ^

Curative RT

22 9 %

7\
Distal recurrence

3 8 %

Recurrent disease

11 4 %

7\ Local recurrence

7.6 %

Figure 1: Estimates of the annual number (%) of new patients diagnosed with malignant
disease and the number of patients receiving radiation therapy. The box representing
radiation therapy includes also combinations with other modalities e g chemotherapy
and surgery. The figures are based on 1980 cancer incidence in the United States
(DeVita, 1983).

An improved local treatment using advantageous and reproducible dose
distributions will make it possible to give a higher absorbed dose to the clinical
target volume without exceeding the tolerance of surrounding normal struc-
tures. This will lead to a) an increased survival probability, b) a decrease in
treatment related morbidity probability and c) a decrease in frequency and
severity of complications (Suite/ al. 1988, Suited al. 1989). A dose distribution
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is considered advantageous if the treated volume1 is reduced close to the
planning target volume and if the discrepancy between the two volumes is
minimized (see figure 2).

Treated volume defined by

the rectangular collimator

Treated volume using

individualized blocking

°lanning target volume,

PTV

Clinical target volume,

CTV

Figure 2: The clinical target volume, CTV, which may move due to respiration etc,
includes the tumour and other tissues which are to be irradiated to a certain prescribed
absorbed dose. The CTV is enclosed by a static planning target volume, PTV, which is
the foundation for the dose planningand the determination ofbeam orientation etc. The
volume enclosing the PTV is the treated volume which is dependent on the treatment
technique chosen. Minimizing the treated volume by using, for example, individualized
blocks instead ofthemuch largerrectangularfieldfrom theacceleratorforbeam shaping
is an example of a way to improve a dose distribution.

The accuracy in absorbed dose required for local tumour control using
radiation therapy was discussed by ICRU (1976) where it was recommended
that, "an accuracy of±5%2 in the delivered absorbed dose to a target volume
should be obtained if the eradication of the primary tumour is sought". It has
been pointed out, based on a radiobiological model, that an increased variance
of the absorbed dose inside a target volume will decrease the local control
(Brahme, 1984, Brahme et al. 1988). Additionally, an increased uncertainty in
the stated mean absorbed dose will decrease the slope of the observed tumour
control probability curve. If the standard deviation of the observed tumour

"The nomenclature used follows the recommendations of ICRU (1978), Wambersie et al. (1989)
and Landberg (1991) for treatment reporting and ICRU (1980) for physical quantities.
"The ICRU has not explicitly defined what this figure represents (range, 1 SD etc).
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control probability should be less than 5% to allow evaluation of various
treatment regimes etc, the variation in absorbed dose must be less than 5 % and
in many situations less than 3 ck (Brahme, 1984, Brahme et al. 1988).

Dutreix (1984) reported that a change of 10 ck in absorbed dose to the
tumour significantly can change the probability of tumour control as well as the
complication probability. Dutreix stated that an overall uncertainty of the
delivered target dose should be less than+/-5 %. MijnheereÉa/. (1987)discussed
the accuracy needed to maintain a high tumour control and gave a requirement
of 3.5 % (1 SD). These figures are comparable if it is assumed that the ranges
given (+/- 5 %) are related to a variation of approximately 1.5 SD.

From these studies, it can be concluded that tfie mean absorbed dose inside
a target volume should be known within 3 % (1 SD) and the variation over the
volume should notexceed3-5 % (1 SD). These requirements are based on clinical
observations of tumour control and complication frequencies. In absorbed dose
figures reported, an uncertainty is involved due to what type of patient data,
dose calculations etc that have been used Another, perhaps the most important,
source of error in all clinical data is the different methods for specification and
reporting of treatments.

Many studies have been published regarding dosimetric accuracy ina fixed
geometry with iiradiation of a water phantom (reference dosimetry) (Svensson
1971, Bjärngard et al. 1980, Johansson et al. 1982, Johansson et al. 1986,
Svensson et al. 1990). These studies clearly indicate that the given absorbed
dose is generally in close agreement with the stated absorbed dose. However,
certain variations exist, and are not only found between the different centres
but also within departments, especially between treatment machines of dif-
ferent design and with different radiation quality (Johansson et al. 1982).
Short-term variations for individual machines also exist and are revealed by
daily or weekly measurements (Purdy et al. 1987, Knöös, 1988). An accuracy of
the absorbed dose under reference conditions of 2.5 % (1 SD) for photons and
2.8 % for electron beams has been reported (Andreo, 1990).

In conclusion, more curative treatments must be given in the future
especially to patients with small target volumes having a high probability of
complete cure. Therefore, the local tumour control must be as high as possible
for these patients. The hypothesis is that a decreased uncertainty of the deliv-
ered dose will result in an increased therapeutic gain due to higher local tumour
control or lower complication frequencies.
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The accuracy in absorbed dose which is achievable under reference
conditions is comparable to the clinically required accuracy. In optimal situ-
ations, for example, an opposed field technique applied to a homogeneous
patient, the accuracy can be 4 % (Mijnheer et al. 1987). Therefore, when all
methods used are applied to clinical conditions, they should only affect the
accuracy marginally.

AIM OF THE PRESENT STUDY

The aim of this study was to investigate some factors important to achieving an
increased accuracy of the absorbed dose delivered to the patient.

The main objectives were:

ÖP To develop a method for mapping of electron density distributions and
to apply this information in a dose calculation method based on photon
and electron interaction processes.

•*• To develop an objective dosimetric procedure for verification of dose
distributions.

•s* To increase the accuracy in mean absorbed dose to the target volume
when applying a calculated dose plan.

CALIBRATION OF CT-SCANNERS

Since the introduction in the early seventies, the use of computerized tomo-
graphy (CT) for radiotherapy planning has increased the accuracy both for
geometric volume definitions (Goitein, 1982, Dobbs et al. 1983) and for dose
calculations. The CT-scan consists of a distribution of attenuation values
relative to water (Hounsfield Numbers, HN or CT-numbers) which can be
related to the linear attenuation coefficients (\i). The linear attenuation
coefficients are dependent on the electron density and the elemental composi-
tion. The relation between Hounsfield number and the linear attenuation
coefficient for mcnoenergetic X-rays (73 keV) and water equivalent tissues is:

( HN_\
^tissue r^waler I 1000 I
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However, in practice, polyenergetic X-rays are used and the energy dis-
tribution will vary from point to point due to beam hardening. Corrections for
beam hardening are often included in the reconstruction algorithms but all
tissues are assumed to be water equivalent. Scattered radiation produced
within the scanned volume will also contribute to the resulting image. There-
fore, the evaluation of the equation above can not be done accurately. The use
of samples with known elemental composition and electron density will,
however, allow a conversion of CT-numbers to electron density (electrons/cm3)1.

Tissue Substitutes

Materials with an atomic composition as close as possible to the simulated
tissues were used. The elemental compositions for muscle: lung, average bone
and cortical bone were taken from ICRU (1989). Lung tissue was simulated
using cork, wood and poly-urethane foam. Bone substitutes using an epoxy
resin, CB42 with additionally CaHP04-2H;iO, were mixed according to White et
al. (1977). The usefulness of the materials as tissue substitutes with respect to
their absorption characteristics can be estimated using an effective atomic
number approach (White, 1977, White and Constantinou, 1982):

where Z{ is the atomic number and e, is the relative number of electrons of
element / in the substitute according to:

NA is Avogadros number, At is the atomic mass and a), is the relative weight by
mass of element i. The exponents m, valid for a tomic number 5 to 15, were chosen
from White (1977). The mass attenuation coefficient for a specific photon
interaction process at a certain energy can then be estimated using:

•ym 1

proces;

''Electron density is corsisten'Jy expressed as electro' per unit volume relative to that for
water throughout this thesis except where specially r
2)AmixtureofAralditeMY75O®andXI) 716®forthehardening. Both substances are available
from Ciba-Geigy.
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where pe is the electron density in electrons/g for the substitute. The quality of
the substitutes was evaluated using a quality inde t defined as the ratio between
the estimated mass attenuation coefficients for the substitutes and the tissue
in question. This was made for photon interaction processes of interest.

Table I: Ratios between mass attenuation coefficients for some common tissue substitutes at
different photon energies (150 keV for photoelectric absorption and coherent scattering,
1 MeV for incoherent scattering and 5 MeV for pair production). Ratios were calculated
according to Berger and Hubbell (1987). The figures enclosed by parentheses were estimated
using the effective atomic number model with the exponents (m) given. Elemental com-
positions for tissues are from ICRU (1989).

Photon process Photoel.

x/p
m=4.78

Coherent

< W P
m=2.68

Incoherent

Oincoh/P
m=l

Pairprod.
K/p

m=1.96

Muscle tissue substitutes

Water

Alderson

MixD

Paraffin

PMMA

Polystyrene (white)

Polystyrene (clear)

Polyethylene

0.93 (0.93)
1.08(1.14)

1.07(1.14)

0.29 (0.31)
0.54 (0.53)

1.06 (1.08)

0.34 (0.32)

0.30(0.31)

1.03 (1.04)

0.77 (0.76)

0.77 (0.79)
0.61 (0.64)

0.80 (0.78)

0.76 (0.74)

0.71 (0.65)

0.62 (0.64)

1.01 (1.02)

0.99 (0.98)

1.03(1.05)
1.04 (1.09)

0.98 (0.96)

0.97 (0.95)

0.91 (0.96)

1.04 (1.08)

1.03(1.03)
0.86 (0.85)

0.84 (0.86)

0.77 (0.80)

0.89 0.87)

0.84 (0.82)

0.84 (0.79)

0.77 (0.80)

Lung tissue substitutes

Alderson lung tissue 1.66 (2.25) 0.78 (0.76) 0.96 (0.92) 0.86 (0.83)

Average bone substitutes

Aluminium

CB4 + 5 % CaHPQ,

CB4 + 10 % CaHPQ,

Plaster of Paris

PTFE (Teflon*)

1.85 (1.58)

0.28 (0.28)
0.42 (0.41)

3.10(2.91)

0.37 (0.31)

2.03 (1.75)

0.66 (0.36)

0.73 (0.72)

2.02 (1.89)

0.94 (0.82)

0.89 (0.79)

0.99 (0.99)

0.99 (0.98)

0.95 (0.89)

0.89 (0.79)

1.57 (1.40)

0.82 (0.83)

0.84 (0.86)

1.53 (1.43)

1.01 (0.90)

Cortical bone substitutes

Aluminium

CB4 + 60 % CaHPQ,

Plaster of Paris

PTFE (Teflon*)

0.72 (0.64)

0.70 (0.70)

1.20(1.18)

0.14(0.13)

1.18(1.07)

0.81 (0.82)

1.17(1.15)

0.55 (0.50)

0.94 (0.88)

1.02(1.03)

0.99 (0.98)

0.93 (0.87)

1.15(1.08)

0.79 (0.90)

1.11(1.10)

0.74 tf.69)

The validity of this quality index has been evaluated using calculated mass
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attenuation coefficients1. A similar index is calculated for these coefficients and
the two quality indices were compared. An average deviation of+1.6 % (+0.1 %
to +3.2 %f was found (positive value indicates a larger value for the effective
atomic number method), see also table I. Thus, especially when cross section
data is unavailable, evaluation of a certain substitute can be done using the
effective atomic number method.

Ratio of substitute to muscle
1.10 i

0.85

0.80

Alderson

Polyethylene

MixD
- -©- •

0.03 0.3 1 3
Photon energy (MeV)

10

Figure 3: Total mass attenuation coefficient (u7p) ratios for muscle substitutes. Mass
attenuation coefficient ratios for 'ungand adipose tissues to muscle is also shown. The
graphs wer > based on cross section data from Berger and Hubbell (1987).

Further on, it was assumed that all human tissues with electron densities
less than that of muscle could be represented by muscle of lower physical den-
sity. A test of this assumption was accomplished using the ratio of mass
attenuation coefficients, (u/p), for lung and adipose tissue to that for muscle.
These ratios together with ratios for some common tissue substitutes, including
the CB4 epoxy resins, are shown in figure 3 and 4. Only minor difference in total
mass attenuation coefficient between lung and muscle can be seen for the energy
range studied. However, adipose tissue differs from muscle but the differences
for energies between 100 keV and 5 MeV is negligible (< 1 %).

"All mass attenuation coefficients were calculated for single elements and compounds using a
computerprogramXCOA/ by Berger and Hubbell (1987). The program uses stored cross sections
for element 1 to 100 and from these data, a compilation of cross sections for any compound can
be obtained.
"A 95 % confidence interval.
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Ratio of substitute to cortical bone

CB4 + 60%
CaHPO42H2O

0.80
0.03 0.1 0.3 1 3

Photon energy (MeV)

Figure 4:Total mass attenuation coefficient (p/p) ratios forcorticalbone substitutes. The
graphs are based on cross section data from Berger and Hubbell (1987).

Many of the substitutes, including those used in the Alderson phantom as
lung and muscle, are well suited to dosimetry. However, some of them should
be used with care in energy ranges where inelastic scatter is not the dominating
photon interaction process. It is also evident that water is consistently the most
suitable muscle substitute available for all photon energies considered. The
bone substitutes used (CB4 based epoxy resins) are all suitable for use in
radiotherapy, both as substitutes for cortical bone as for average bone. Com-
pared with other substitutes, for example Al and PTFE, the CB4 based sub-
stitutes simulates cortical bone better.

Determination of Electron Density

The cross section per free electron for incoherent scatter of photons is given by
the Klein-Nishina relation (Evans, 1955). When electrons are bound to an atom,
the cross section per atom is given by the product of the electronic cross section
and an incoherent scattering function which is energy and atomic number
dependent (Hubbell et al., 1975). In figure 5, the atomic cross sections divided
by the atomic number, Z, are shown. For the energy region where the curves
coincide, the incoherent scattering function is equal to Z, thus the quotient is

-13-



equal to the electronic cross section for a free electron. At lower energies,
however, the scattering function is less than Z. Therefore, the Klein-Nishina
electronic cross section can be used for incoherent scattering for elements
present in human tissues for energies above approximately 0.2 MeV. The linear
attenuation coefficient at these energies is close to the electronic cross section,
ac\ times the number of electrons per unit volume i e the electron density, pe

(electrons/cm3).

Atomic cross section (barns/atom)/atomic number

0.01 0.02 0.05 0.1 0.2 0.5 1
Photon energy (MeV)

10

Figure 5: The atomic cross-section <ra (barns/atom) for incoherent scattering divided by
the atomic number Z for photon energies between 0.O1 to 10 MeV. The curves gives that
the atomic cross section is approximately proportional to the atomic number for energies
larger than 0.2 MeV, at least for Z less than 15. In the low energy region, the binding of
the electrons to the atomic nucleus will result in a lower atomic cross section than that
given by the electronic cross section o,. times Z.

For the soft and bone tissue substitutes discussed, the electron density was
experimentally determined (paper I). Cylindrical samples were used (length
1=4.5 cm, diameter 2.0 cm). The transmitted fraction, NIN0, for 662 keV
y-photons was determined in a narrow beam geometry. The absolute electron
density was evaluated using the following equation:

HNJN0)

"oe=0.2575 barns/electron at 662 keV
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This equation will overestimate the electron density with 0-0.6 % due to
the small contribution from photoelectric absorption (0.15 % for cortical bone)
and coherent scattering (0.41 %). The overestimation will be largest for the
samples with the largest proportion of elements with high atomic number.
Since, in most situations, the electron density required is that relative to water,
the quotient between the logarithms of the transmitted fractions for a sample
and water can be used instead:

P.,, - Pe^er

The experimentally determined electron densities are in close agreement
to calculated values — water (-0.1 %), ice (-1.7 %), Alderson (-2.4 %), PTFE
(-0.1%), PMMA (-1.9%) and polystyrene (-1.7%). The uncertainty in the
experimentally determined electron density is due to differences in length of
the samples, mean length 4.51 cm ± 0.02 cm (1 SD)1, uncertainty in the physical
density (g/cm3) and the counting statistics for the transmission measurements.
At least 50000 counts at each measurement were integrated, thus 1SD is less
than 0.5 %. The net counts for the case when no sample were present UVo)showed
a variation of 1.2 % (1 SD) during the experiment. Therefore, the total uncer-
tainty in the measured electron density is estimated to be less than 1.5 % (1 SD).

Determination of Hounsfield number

A water sample and four substitute samples at a time, were placed in a cylindric
polystyrene phantom (diameter 20 cm). CT scanning was made under identical
conditions as those for radiotherapy patients. The mean Hounsfield numbers
with standard deviations (SD) were determined in circular regions
(diameter 1.3 cm) with the centre coinciding with the centre of the samples. The
standard deviation (SD) for the Hounsfield numbers were 3-5 units for the
homogeneous samples which increased to 10 to 60 units for inhomogeneous
samples i e cork and wood. Perturbations on the result from beam hardening
could be neglected because CT-values for five water samples at various positions
in the phantom gave the same reading.

"For water, a length of 6 cm was used.
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Hounsfield Number Versus Electron Density

A linear relationship between Hounsfield number and electron density was
found to be valid up to about 150 HN for materials with an atomic composition
similar to muscle. From here upward, the higher atomic number in bone tissues
affects the attenuation, resulting in a less steep relation (c f figure 3 in paper I).

The spatial resolution requirement on the electron density distribution
matrix for use in dose planning can be found using a similar approach as Goitein
(1982) assuming an approximate dose gradient on the radiation beam axis in
an X-ray beam of 5 %/cm. Thus, each pixel with length p (cm) will attenuate the
primary photons 5p %. Pixel dimensions of less than 50 cm per 256 pixels1 i e
£ 0.2 cm are common. The attenuation of the photon beam will therefore be in
the order of 1 % per pixel. If an error in the calculated dose, using conventional
dose planning algorithms, of 1 % for depths larger than the build up depth is
accepted, an error of not more than one pixel in the delineation of the patient
outline is required. For the same accepted uncertainty in absorbed dose, a iess
careful outlining of regions of lower density may be accepted.

The required accuracy for the electron density is determined by the
requirement for the radiological depth. Using the same approach as above gives
that thisdepthshouldbe known withinO.2cm. It has been shown(Goitein, 1982)
that the statistical uncertainties in the CT-number (electron density) are of no
practical concern for the calculation of radiological depth. However, systematic
errors can not be eliminated, for example effects of contrast media and move-
ments.

For beam qualities with considerably steeper dose gradients, for example
electrons, other requirements on spatial resolution and electron density may
be implied.

The use of the physical quantity electron density, compared with less
accurate estimations of for example lung density have substantially improved
the accuracyinthecalculations. The mostimportantachievements are accurate
spatial distribution and the possibility to use more sophisticated calculation
methods.

DOSE CALCULATION ALGORITHMS

Clinically used dose planning systems have until recently used algorithms for
photons which make use of empirically determined inhomogeneity corrections.
The methods in use today can be grouped according to their handling of scatter.

"Matrix sizes used in most CT scanners today are often equal to or larger than 256Z.
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Algorithms Without Scatter Modelling

In this group of algorithms, effective attenuation, isodose shift, tissue air ratios,
effective source skin distance (ICRU, 1976) only the radiological depth for the
calculation of absorbed dose is considered. More or less sophisticated versions
exist — approximations of homogeneous media, regional corrections or pixel
by pixel corrections. A better method was introduced with the algorithm by
Batho (1964) where the position of the inhomogeneity along the ray also is
considered.

The resulting dose distributions from these models can in some clinical
cases differ up to 20 % from measurements, especially in lov/ density media
irradiated with narrow (5x5 cm2) high energy photons beams (Mackie et al.
1985a) Deviations of the same magnitude between measurements and calcu-
lations were found (paper III) for a tangential beam geometry using the effective
attenuation method. Of these methods, the Batho method estimates the
absorbed dose with the highest accuracy. Lulu and Bjärngard (1982), have
extended the Batho algorithm to account also for the lateral extension of
inhomogeneities.

Algorithms with Scatter Modelling

The next group of methods all use the radiological depth to determine the pri-
mary dose component but also account for scatter produced in the irradiated
volume.

The Equivalent Tissue Air Ratio, ETAR algorithm (Sontag and Cun-
ningham, 1978) relies on a calculation of an effective homogeneous density
which is assigned to each point using weighting factors applied to the
surrounding points (voxels). Geometric dimensions are scaled according to
O'Connor (1957) (see below). An accuracy of ± 3 % (Sontag and Cunningham
1978) can be expected in most cases, however, in some situations, the deviation
for the ETAR method can increase, for example for tangential beams, where
deviations up to 5 % have been found (Wong and Henkelman, 1983).

The differential Scatter Air Ratio method, dSAR (Beaudoin, 1968, Cun-
ningham, 1972) accounts for variations in fluence due to the radiological depth
and density at the scatter point. The dSAR method utilizes measured beam data
from which scatter air ratios differentiated in depth, distance and angle are
calculated. All scatter is handled as single scatter which in situations with
irradiation of large homogeneous non-unit density media (lung tissues) still
may give inaccurate results (Cunningham, 1982, Wong and Henkelman, 1983).
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The Delta Volume method, DV (Wong and Henkelman, 1983) is similar to
the dSAR method, however, the calculated first scatter is augmented to include
the second generation of scatter. This residual scatter is ascribed to a correction
term such that the final dose distribution using the augmented scatter agrees
with measurements. The accuracy for the DV-method is further increased,
especially for large non-unit homogeneous geometries.

In general, none of the methods discussed deals with the lack of electronic
equilibrium for narrow beams of high energy X-rays in low density media. All
these models assume that the energy transferred to electrons is absorbed locally
i e the collision kerma is equal to the absorbed dose.

Convolution Procedures for Dose Calculation

The limited accuracy of the methods described has initiated many studies on
methods which are based on physical principles. The best choice is the Monte
Carlo method where the full 3D description of the patient is used and all basic
interactions for photons and electrons are considered. The method has, how-
ever, one very limiting drawback — the calculation time. Presently other
methods have to be used until the speed of computers reach a level where Monte
Carlo based dose planning can be used interactively:

Mathematically, a convolution process can be written as the following
integral:

or in short

h(x)=f(x)®g(x)
The function/"is convolved with the kernel function g to give the resulting

function h. Applied to dose calculations,/"andg can be considered as the photon
fluence distribution and the absorbed dose distribution per unit fluence around
an interaction site, respectively. Then, h will represent the final dose dis-
tribution. This integral can be solved using Fourier transforms where the
convolution integral i s replaced by the inverse Fourier transform of the product
between the forward transforms of /"and g.

This approach is fundamental in the studies by Boyer who used a Fast
Fourier Transform (FFT) to solve the convolution integral for the final dose
distribution (Boyer, 1984, Boyer and Mok, 1985). However.ifthe kernel function
g varies with x, for example the dose distribution kernel depends on the electron
density, a spatial convolution integral has to be solved instead.
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Figure 6: A matrix of photon fluence (dotted lines) is convolved with a dose distribution
kernel, shown as isolevels (solid lines and broken lines) representing the pattern of
absorbed dose around an interaction point (•). The absorbed dose to the shaded voxel
(dose point) is determined as the fluence at the interaction point times the level of the
kernel at the dose point. This is repeated for all interaction sites (only two is shown for
clarity) to get the total absorbed dose to a single voxel.

In figure 6, the principle of convolution applied to dose calculations in
external beam therapy is outlined. The dose distribution kernels used, which
includes electrons released in the first interaction as well as single and multiple
scattered photons, are generally calculated using Monte Carlo simulations but
analytical methods are also applicable. The convolution method in paper II
utilizes both approaches, Monte Carlo1 for primary electrons produced by
compton or pair production processes in the first interaction and analytical
methods for scattered radiation.

"Usingan implementation of the model presented by Raeside (1976).
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Convolution in Inhomogeneous Media

Inhomogeneous media can be included in the convolution integral either using
a large number of dose distribution kernels, one per density, or a single kernel
combined with the following scaling theorems:

"In a medium of a given composition exposed to a uniform flux of primary
radiation (such as X-rays or neutrons) the flux of secondary radiation is
also uniform and independent on the density of the medium as well as of
the density variations from point to point." (Fano, 1954)

"In a given irradiation system the ratio of scattered photons to primary
photons remains unchanged when the density of the irradiated material
is changed ifall the linear dimensions of the system are altered in inverse
proportions to the change in density." (O'Connor, 19841)

Density in this context should be interpreted as interaction sites per unit
volume, e g electron density for incoherent scattering of photons. It is also
assumed that the amount of secondary radiation produced at a point is pro-
portional to the local number of interaction sites. These theorems were also
applied in the ETAR method (Sontag and Cunningham, 1978).

Mackie et al. (1985b) used convolution kernels calculated for several
densities. A similar approach using kernels for only a single density combined
with the scaling theorems has been applied by e g Mohan etal.i 1986), Ahnesjö
et al. (1987) and Knöös and Nilsson (198 7).

The use ofadiscrete single density kernel which is scaled during calculation
may give errors in the final dose distribution. This is most pronounced in kernels
where large changes in the gradient over the voxel is present i e in the centre of
the primary electron dose distribution kernel. The collapsed cone convolution
algorithm (Ahnesjö, 1989) and the convolution method given in paper II have
both overcome these difficulties.

Thorough studies of the scaling process showed that large errors were
introduced for the central voxel value due to the discrete description of the
kernel (paper II). Correcting the kernel value in the interaction point during
convolutionelimina ted these scalingerrors. The correction factors, asa function
of density were determined for 2.5 and 10 MeV monoenergetic photons. Similar
values were found for both energies. The correction factors were only applied to
the electron dose distribution kernel. In the photon scatter kernels, the gradient
alterations over the voxel closest to the centre are small and no correction was
needed.

"The relationship between densities and geometries of the irradiated volumes was first pres-
ented by O'Connor (1957).
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The primary photon fluence distribution was found from ray tracing
through the three dimensional volume. The dose distribution kernels were
superposed onto this matrix and scaling of distances and kernel values was
accomplished using the scaling theorem. The basis for scaling of the kernels was
the mean electron density between the interaction and dose deposition voxels.

Dose distributions in a complex slab geometry and a schematic
mediastinum-like geometry were calculated using the developed method.
Comparisons were made with dose distributions calculated1 with the EGS4
Monte Carlo code (Nelson et al. 1985).

The results from the developed algorithm (paper II) are in close agreement
to the Monte Carlo results. The slab and the mediastinum-like geometries are
rigorous tests of the scaling theorem. The use of a correction factor applied to
the central kernel value seems to be useful for convolution methods when
density scaling is made. The monoenergetic photons and dose distribution
kernels as used with the correction method implies that the algorithm should
be as least as accurate for polyenergetic X-rays. The gradients present in the
dose distribution kernels, especially the primary electron kernels, are less steep
for X-ray spectra (Metcalfe et al. 1989). The method used is based on dose dis-
tribution kernels calculated with a rather simple Monte Carlo model and ana-
lytical methods. Still, the results in the final dose distributions agree well with
the EGS4 results.

The convolution method includes ray tracing of scattered photons and,
which is of significance, the energy transport by electrons away from the first
interaction site. Modelling of electronic disequilibrium is therefore included.

Furthermore, the method gives the resulting dose distribution in absolute
dose i e the absorbed dose per incoming photon fluence unit (keV g'cm2 or
pGy cm2). The calculated absorbed dose is therefore traceable back to the photon
fluence impinging on the irradiated object. If the photon fluence from an
accelerator i s determined, the resulting absorbed dose will be possible to predict
with high accuracy. However, this fluence will be influenced by scatter produced
in the treatment head and in the traversed air column. Also the design of the
monitor chamber in the accelerator has to be considered.

Effects of Spectral Variations

One approximation which still is used by the convolution/superposition
methods is that the ray tracing of primary photons uses one single effective
attenuation coefficient. The problems associated with different photon spectra

"These simulations have been performed by Anders Ahnesjö at Stockholm University and
supplied for this study which hereby is acknowledged.

- 2 1 -



in different parts of the beam and beam hardening along the ray have not yet
been accounted for. Neglecting computation time, these problems can be dealt
with, if the ray tracing process accounts for the varying X-ray spectra and
spectral hardening. For example, Ahnesjö (1989) and Metcalfeef al (1990), use
X-ray spectra during the ray tracing but apply, during convolution, invariant
polyenergetic dose kernels compiled from several monoenergetic kernels. The
methods have therefore the potential to consider the spectral variations within
the beam for the primary photons. A similar approach was applied by Boyer et
al (1989) repeating the FFT convolution for several monoenergetic photons
which increased the computation time in proportion to the number of convol-
utions.

Open beam Wedge beam
data data

Figure 7: Isodose distributions in a homogeneous unit density medium, reconstructed
from depth dose curves andbeam profiles. The calculations are based on measured beam
data for an open beam and abeam with a 45° wedge filter, respectively. The beam quality
is 6 MV and the material in the wedge is lead. The field size is 10 x 10 cm2.

The use of a single attenuation coefficient will also introduce errors when
wedge filters are modelled. The magnitude of such errors is discussed in
paper V. The slopes of the depth dose curves decrease when wedges are used
due to beam hardening. The material, geometry and thickness of the wedge
filters and the accelerating potential of the accelerator influences the magni-
tude of the beam hardening effect.
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In figure 7, dose distributions calculated using measured depth dose data
for open and wedged beams are shown. The discrepancies shown are such that
all efforts in improving other steps in the calculations will be effectively hidden
if the change in depth dose due to spectral variations is not considered.

To account for spectral hardening from attenuation in filters (wedge and
compensators), the ray tracing process should include the filters and use a
polyenergetic beam. It will then be possible to model both beam hardening in
the filters and the change in fluence distribution over the beam.

TREATMENT VERIFICATION

Validating dose calculations using experimental methods is a cumbersome and
tedious work and in some situations dosimetric problems will arise. Therefore,
Monte Carlo techniques are common for verification. The ultimate goal for
verification should be to determine the absorbed dose distribution in vivo for
the actual treatment. In papers III and IV a method has been explored using
thermoluminescent dosimeters (TLD) which were positioned in a human like
phantom (Alderson Rando Phantom).

The phantom went through all planning stages including CT-scanningand
simulation. Each treatment technique studied was set up and executed four
times. The dose data acquired using LiF thermoluminescent dosimeters
(TLD-100,0.3 x 0.3 x 0.9 cm3) was statistically analysed in order to separate the
dose distribution and repetition variances from the total variance. The dis-
tribution variance, which is assumed to be independent of the repetition vari-
ance, is an estimation of the actual variation of the dose distribution inside the
phantom. As a consequence, the estimated dose distribution variance can be
compared with the variance in calculated dose distributions.

The validity of the method including the statistical separation of variances
has been tested using a cubic polystyrene phantom (30 x 30 x 30 cm3). Five
treatment set-ups were made. A 20 x 20 cm2 field with a SSD of 100 cm was used
for the irradiations. Dosimeters were placed at four different depths: 2.4,4.9,
7.4 and 9.9 cm in a 5 x 5 grid (2 cm between each) covering the central 100 cm2

of the beam. A total of 100 dosimeters were used at each irradiation. All
measured dose values wwre corrected for the depth dose on the central axis. No
correction of the expected dose for off-axis variations was included, due tc the
small variations (± 1 %'). The data was analysed according to the statistical
method used in papers HI and IV (c f appendix).

"Estimated from an exposed film placed at 5 cm depth.
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O The estimated coefficient of variation (CV)1 for the dose distribution was
1.4 7c Since aM dose values were corrected for the depth variation, the
only remaining dose variation is the actual off-axis variation. Thus, the
CV value is an estimation of the off-axis variations for all five depths.

O The estimated CV due to the repeated treatments was 0.8 %. This value
includes contributions from accelerator output differences (e g flatness
and absorbed dose), set-up inaccuracies, variations in the dosimetry
system etc.

O The estimated residual CV was 5.8 %. The variations contributing to
the total variance that can not be derived from the dose variation or the
repetitive treatment are found in the residual variance.

O The total CV was 6.1 %.

If the total variance should be used as an estimate of the variance of the
in-phantom dose distribution instead of the extracted dose distribution vari-
ance a considerably higher dose variation should be found. In this case, com-
parisons with calculations from dose planning systems, where no treatmentand
dosimetry method related contributions to the variance are present, can not be
done on equal terms.

When the dosimeters were placed in the Rando phantom, the influence
from the 0.2 cm thick polystyrene slices used for positioning the dosimeters
could be neglected according to the results given in figure 8.

The dosimetrical method combined with the statistical analysis for esti-
mation of variance is a tool for identification and control of contributions to the
total variance. The measurements in the polystyrene cube and those in
paper III and IV all show repetition and residual variances of the same order.
It is therefore concluded that the accuracy of the method for determining
absorbed doses in an Alderson phantom is of the same order as for the cubic
polystyrene phantom.

"The coefficient of variation is the ratio between one standard deviation and the grand mean
value times 100 %.
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Figure 8: A box plot for the absorbed dose determined by thermoluminescent dosimeters
placed inside an anthropomorphic phantom (Alderson Rando Phantom). Six irradiations
with two opposed fields (6 MV) were made with and without a 0.2 cm thick polystyrene
sheet. The dosimeters were placed in eight holes, diameter 0.5 cm and 0.12 cm deep
either in the polystyrene sheet or in the Alderson plastic. The radiation beam axes were
parallel to the plane of the dosimeters. The box represents the two central quarters of
the distribution of dose values. The thick line in the middle is the median value and the
two lines above and under the box represent the 90 and 10 % values of the distribution.
The expected mean absorbed dose to the dosimeters was 1.79 Gy. The difference in mean
dose between the two groups is less than 0.01 Gy.

APPLICATION OF A DOSE PLAN

A dose plan gives the dose distribution relative to a nominal accelerator output
fora reference field. The calibration of accelerators follows one of many protocols
(AAPM, CFMRI, DIN, HPA, IAEA, NACP, SEFM) and results in an accelerator
output factor, OFACC expressed as absorbed dose per monitor unit (Gy/MU) for
reference dosimetry conditions. However, using other field sizes, wedge filters,
shadow blocks etc will change the output. Field factors and correction factors
for fluence shaping filters are introduced for this purpose.

The variation in field output factor has until recently mainly been
explained as scatter produced in the irradiated phantom (patient). However, a
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substantial part is also due to perturbations by photons and electrons scattered
from the upper surfaces of the collimators back into the monitor ionization
chamber.

Modelling of Energy Fluence from an Accelerator

Generally, the absorbed dose to a point, P in an irradiated object (phantom or
patient) relative to the number of monitor units detected by the monitor ion-
ization chamber in the accelerator can be characterized by:

O The absorbed dose at P in the object that the energy fluence 4* in air at
the same point results in. The transport of energy and scatter production
in the irradiated object should be handled by the dose calculation pro-
cess.

O The variation of the energy fluence at P due to perturbations on the
detected signal from the monitor chamber, for example, photons
back-scattered from the upper side of the collimators and forward
scatter from the accelerator head to P. These changes must either be
determined experimentally for all collimator settings etc (which is
impractical) or be based on modelling as in paper VI.

The model outlined in paper VI for the fluence variations is based on the fol-
lowing assumptions:

D The energy fluence in air at P consist of primary photons, V PRIMARY and
photons scattered in the flattening filter and the collimators *VSCATTER.
The energy distributions for M1PRIMARY a n d ^'SCATTER a r e assumed to be
similar. Only first order processes are considered, Thus,

^'sCATTER=consf;arit'^'PRIMARY

C3 The signal M from the monitor ionization chamber is a summation of
two components — the signal produced by photons, from the target,
passing through the chamber, MpHIMMiY and the signal produced by
photons which are back-scattered in the treatment head and re-enters
the chamber.

d The back-scatter originates only from the upper side of the collimator
blocks, Mumm and Mim,KR, respectively, and consists of single scattered
photons only. The back-scatter from the upper and lower collimator
blocks are independent of each other. All other scatter from movingparts
(i e which influenceM when the collimator settingis changed)is assumed
to be included in this term.

Ö No variable scatter reaches the monitor chamber at maximum field size.
Thus, the monitor signal at maximum field size is assumed to be
unperturbated.
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These assumptions are summarized in the following equation for the
relation between the monitor signal and the energy fluence at the reference
point P:

M . ^PRIMARY + ^LOWER + ^ UPPER

~ »PRIMARY + ~SCATTER

where / and u are the settings of the collimator for the lower and upper blocks,
respectively. Assuming that no back scatter reaches the monitor at maximum
field size, a measurable quantity, the output perturbation factor, m{l,u), can be
defined as the relative energy fluence per monitor unit normalized to the largest
field size:

-(I }
{ l )

This expression has been fitted to a small set of measurements of m(l,u)
for field sizes with one collimator pair at maximum position while varying the
other and repeated with the other pair of blocks at maximum field size.
Measurements were made using a thimble ionization chamber covered with
0.3 cm lead to ensure electronic equilibrium and to stop all contaminating
electrons from the treatment head etc.

Calculation of Monitor Units

The transfer of the dose plan to the patient can be described as in figure 9. The
relative output perturbation factor, m(l,u) is determined together with the
model from the geometries (a) and (b) making the fluence variations at P pre-
dictable. The absorbed dose per fluence in the patient (d) relative to that for the
reference field in the semi-infinite case in (c) is calculated using a dose
calculation algorithm, for instance the convolution method in paper II. This
ratio is called the convolution output factor, OFCONV or generally the dose
calculation output factor, OFCMJC. The field size, F{l',u') used in the dose calcu-
lation is not necessarily the same as that defined by the collimators, C(l,u). For
the reference conditions in (c) the accelerator output, OFACC, is known.

Combining the convolution output factor, OFCONV(.l,u) and the output per-
turbation factor, m(l,u) yields:

) = OFCONV(l,u)-m(l,u)

-27 -



The monitor setting, MSKT (MU) for a prescribed dose D to the point P can
now be calculated:

a) C(10,10)
F(10,10)
¥(10,10)

OF(l,u)OFACC

b)

c)
C(10,10)

F(10,10)

D(10,10)/»P(10,10)

Figure 9: The principles of transferring a dose plan to the treatment situation, a) The
energy fluence in air at the reference point (P) per monitor units for a 10 x 10 cm2 field,
b) Same as a) but for an rectangular field defined by the lower (1) and upper (u) collimator
setting, c) The absorbed dose per energy fluence unit for a 10 x 10 cm2 field impinging
on a semi-infinite water phantom, d) The absorbed dose for a field (1 x u) per energy
fluence for an irradiated irregular inhomogeneous object, a) and b) are accelerator
dependent and c) and d) are dependent on the beam quality and beam shaping and are
determined by a dose calculation algorithm.

Output factors were measured in water at 10 cm depth for different posi-
tions of the collimator blecks using a thimble ionization chamber. The depth
dose measurements in paper V showed for high energy X-rays (18 MV) that a
wedge filter acted as an electron filter for those electrons produced in the
flattening filter, air column and the collimator. The depth doses decreased in
the first centimetres when the wedge filters were in position. Therefore,
determinations of output factors as well as wedge attenuation factors were
made at a depth larger than the range of the contaminating electrons.
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The use of the developed output perturbation factor together with the dose
calculation model used in paper VI results in predicted output factors within
1 % of those measured. Commonly, a single combined output factor is used which
does not separate the variations in the output perturbation and dose calculation
factors. Compared with conventional methods using this combined output
factor, a significant decrease in the uncertainty of the delivered mean dose to
the target volume can be achieved. This is especially pronounced in situations
where only quadratic field shapes have been used during the output factor
determinations. Furthermore, the use of a convolution output factor will also
account for the lack of scatter, for example in situations with tangential beam
techniques.

The model requires that the dose calculation algorithm used gives the
absorbed dose in the irradiated object relative to the absorbed dose from a ref-
erence beam (10 x 10 cm2) impinging on a semi-infinite water phantom. Con-
volution/superposition models like the method in paper II or the pencil-beam
algorithm (Ahnesjöet al, 1990) used in paper VI fulfils this requirement. These
methods calculate the absorbed dose relative to the incoming photon fluence
(Gy cm2). The results for clinical situations can therefore be related to the ref-
erence geometry.

Results for various accelerators indicate that the output perturbation
factor i s strongly dependent on the design of the monitor chamber used. Monitor
chambers with thin walls are significantly more sensitive to back-scattered
radiation than those with thick walls. The energy of the X-ray beam does not
seem to influence the magnitude of the back-scatter.

Earlier, accelerators were equipped with thick monitor chambers, but
since the specifications for electron beams have changed, thinner monitor
chambers have come into use. The effect of using the thinner chambers is clearly
seen if the results in paper VI for one of the accelerators is compared with data
previously presented by Kubo (1989). Kubo reported a maximum back scatter
less than 2 % for both 6 and 18 MV. Our study showed variations in the order
of 5-10 %. The inconsistency between the results is directly related to the type
of monitor chamber used. The monitor chamber in the accelerator studied by
Kubo had an exit window of 0.07 g/cm2 compared with 0.02 g/cm2 for the newer
type of monitor chamber.

Many accelerators installed today have possibilities to use asymmetrical
fields and multileaf collimators. The calculation of monitor units per unit
absorbed dose will be more complicated using these devices. The scatter com-
ponents discussed will be of higher importance in the future, especially when
highly asymmetrical collimator settings are used where a much larger
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collimator area will be involved. The position of beam shaping devices should
be considered during the design of an accelerator in order to keep these per-
turbations as low as possible.

GENERAL SUMMARY

The use of CT-scanners will improve the accuracy of the given absorbed dose in
many ways, but one important contribution is the localization of the target
volumes and the surrounding anatomy. The spatial bias of the dose distribution
decreases when CT forms the basis for localization and dose planning. However,
the results from a CT scan does also include information of the linear attenu-
ation coefficients in the investigated tissues which can be used for dose calcu-
lations.

The physical quantity electron density is fundamental for both photon and
electron dosimetry. In paper I an experimental method for determination of
electron densities in materials used as tissues substitutes was reported. These
materials were carefully chosen so that their mass attenuation coefficients and
their elemental compositions were as close as possible to the tissues. Calibration
of CT scanners using these materials has been done, thus enabling the
determination of electron density in vivo.

The use of accurate mappingofelectron density distributions has increased
the accuracy for dose calculation substantially and has also made it possible to
introduce better dose calculation algorithms, for example the method presented
in paper II. Such algorithms require knowledge of the electron density dis-
tribution determined in 3D.

The dose calculation method (paper II) accounts for — in 3D — both the
distribution of scattered radiation and the transport of energy by charged
particles. The latter will, compared withpresentmethods.increase the accuracy
significantly in situations where charged particle disequilibrium exists, for
example for narrow beams in low density media. The scatter modelling will also
increase the accuracy for treatment techniques where very irregular volumes
are included, for example the head and neck region and for tangential treatment
of breast cancer.

The effect on the final absorbed dose to the target volume using accurate
electron densities combined with an accurate dose calculation method is pri-
marily a decrease in the uncertainty of the mean absorbed dose. However, in
situations with large electron density variations, the dose distribution inside
as well as outside (organs at risk) of the target volume will be more accurate.
Thus, the possibilities to optimize during the dose planning process has been
increased which will lead to more advantageous dose distributions.
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Objective methods for verification of dose distributions is essential. The
method outlined in paper III makes it possible to exclude the treatment related
variance contributions, making an objective evaluation of dose calculations
with experiments feasible.

Careful determination of output factors from an accelerator giving input
data to an accurate model for prediction of output factors for arbitrary field sizes
(paper VI) will considerably decrease the uncertaint" when the calculated dose
plan is applied clinically. The model for output factors is intimately connected
to the convolution dose calculation method (paper II) due to its capability to
supply absorbed dose per unit energy fluence. However, it is also possible to
apply the method for less sophisticated dose calculations using separate output
factors for collimator setting and field size at isocentre.

CONCLUSIONS

The methods discussed and used in this study all contribute to decrease the
uncertainty when applying reference dosimetry for treatment execution. As
discussed above, a total uncertainty of 3 to 5 % in the delivered absorbed dose
is the goal, but already the uncertainty in the reference dosimetry procedures
amounts to 2.5 % (Andreo, 1990). This figure has, however, been obtained
combining the uncertainties for several steps in the accelerator calibration
chain. For the actual measurement, both Andreo (1990) and Brahme et al (1989)
proposes uncertainties of 1.0 % for the field instrument reading1 and 1.5 % for
the dose monitor of the accelerator. The latter value is estimated from long time
variations of the output from accelerators. However, using modern accelerators
with regular quality controls, for example, daily measurement of the output
factor, it should be possible to reduce this figure (e g to 0.5 %). The figure for the
field instrument reading can probably also be decreased using the best available
dosimetry equipment. Therefore, a final uncertainty for the reference dosimetry
of 2.0 % is assumed.

The total uncertainty in the dose calculations, including all steps discussed
in this study, is estimated to between 1 and 4 %. In figure 10, it can be seen that
the uncertainty in the dose calculations must be kept low to fulfil the 5 %
requirement while still allowing inevitable treatment contributions. The 3 %
level can only be reach in situations where the dose calculation and the treat-
ment uncertainties can be kept extremely low. When such high accuracy in the
delivered dose is required, the treatment technique used should be chosen with
extreme attention shown to the reproducibility of the treatment.

"Recombination losses, temperature and pressure corrections etc.
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Figure 10: The uncertainties involved in the major steps in the radiation therapy chain
before treatment is given. Reference dosimetry (calibration of an accelerator under
reference conditions) and dose calculations (dose distributions and absorbed dose per
field to be delivered). The height of each bar represents the uncertainty (1 SD, %). The
dotted lines shows the 3 and 5 % requirements for the mean absorbed dose to the target
volume.

The steps involved in the treatment execution (immobilization, in vivo
dosimetry, follow-up during treatment etc) must therefore be given the highest
priority in the future. Otherwise, what was gained during the reference dosi-
metry and dose calculation steps may be lost when the treatment is delivered.

FUTURE DEVELOPMENT

Thefollowingareas in radiotherapy should, in the author's opinion, in the future
be given high priority.

Consistency When Reporting Absorbed Dose
One very important field where efforts are needed is the consistency in dose
reporting. If standard nomenclature and principles are used for reporting and
describing radiation therapy treatments, tumour/dose response information
will be possible to share and compare between treatment centres.
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The continuing work to produce Codes of Practice and the reference dosi-
metry data required for determination of absorbed dose, as well as parameters
used for description of beam quality, must be fully acknowledged by all those
involved in radiotherapy. The uncertainty in the methods for choosing para-
meters and even in the data used must be reduced.

Dosimetric Methods Used for Verification

Methods for verification of the actual dose distribution inside the patient and
in clinically relevant phantoms should be developed and used on a routine basis.
The TLD method described in this study is rather cumbersome and faster and
more accurate methods should be investigated. One method proposed (Au-
gustsson et al. 1984, Jönsdottir et al. 1988) utilizing detectors scanning inside
a body shaped phantom filled with water could be used in several clinical
situations where the influence from inhomogeneities is negligible. Another
promising attempt is to use MRI combined with gelled ferrous-sulphate to
measure 3D dose distribution (Olsson et al. 1989, Olsson et al. 1990). A large
step further in verification would be gained if gels of various electron density
could be produced. A tool like this would be revolutionary to the quality
assurance of dose calculation algorithms and treatment techniques.

Multileaf Collimator

The introduction of multileaf collima tors (MLC) will allow conformation of the
treated volume to the target volume with limited use of other field shaping
devices. The next step is to use the MLC to produce arbitrary dose distributions
(Källman et al. 1988) determined by inverse treatment planning (Lind and
Brahme, 1985). This will probably make it possible to further raise the absorbed
dose to the target volume without exceeding the tolerance for surrounding tis-
sues.

On-line Verification

On-line imaging of the volume that is actually treated has recently been shown
to be possible (Meertensef al. 1985, Lam et al. 1986, Leong, 1986, van Herk and
Meertens, 1988, Munro et al. 1990). The use of these devices for on-line cor-
rections of patient set-up, transmitted dose etc has not yet been clinically
evaluated and studies in this field must be initiated in the near future.

The use of on-line verification systems is intimately connected with the
MLC for field shaping. It can be foreseen that these devices are going to be
connected allowing information from the image system to be fed back on-line to
the MLC.
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3D-Treatment Planning

A 3D treatment planning system consists of a patient description module, a dose
calculation module, and finally a module to view the volumes to be irradiated.
The new algorithms can reduce the uncertainties in the dose calculations sub-
stantially. Using a system with possibilities to view all target volumes together
with the organs at risk, beam limits etc will give the dose planner the potential
to create a treatment plan with a high dose to the target volume without
reaching the tolerance of the surrounding tissues. Possibilities to use
non-coaxial and/or non-coplanar field arrangement will be given.

Treatment Execution

This step in the radiation therapy chain is the one which must be given the
highest attention in the future. To start with, the following problems must be
dealt with more stringently:

«*" Immobilization of the patients in treatment position.

•*" Localization of anatomical structures and keeping them as reference
points during therapy, including CT-scanning, dose planning and
treatment execution.

•*" Set-up and verification of the beam orientation at the simulator for
non-coplanar and non-axial techniques.
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APPENDIX

Equations used for the estimation of variances contributions:

The measured value, xijt is the measured absorbed dose at position i {l.Jt
positions) in the phantom at thej-th measurement (l..n measurements). Each
x is assumed to be an estimate of the following variable:

where m is the mean value, e is the contribution due to repetitive treat-
ments, £ is the contribution from the actual dose distribution and 5 is the
residual contribution. Both the e, £ and the 5 contributions have expectation
values equal to zero.

The estimated variances, s, are calculated using the following sum of
squares:

sT= i ixf.-T
i l 1

The total, the repetition, the distribution and the residual (0) variances are then
estimated by:

2 _

s2 =l-
''distribution u

kn-l

Sc

n-\
[ST-SL-SC]
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